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1. Introduction

The SIR epidemic models have attracted much attention in recent years. In most cases, ordinary differential equations are used to build SIR epidemic models [1–5]. However, impulsive differential equations [6, 7] are also suitable for the mathematical simulation of evolutionary processes in which the parameters state variables undergo relatively long periods of smooth variation followed by a short-term rapid change in their values. Many results have been obtained for SIR epidemic models described by impulsive differential equations [8–13].

In the classical epidemic models, it is usually assumed that the removal rate of the infective individuals is proportional to the number of the infective individuals, which implies that the medical resources such as drugs, vaccines, hospital beds, and isolation places are very sufficient for the infectious disease. However, in reality, every community or country has an appropriate or limited capacity for treatment and vaccination.

In order to investigate the effect of the limited capacity for treatment on the spread of infectious disease, Wang and Ruan [14] introduced a constant treatment in an SIR model

\[ h(I) = \begin{cases} r, & I > 0, \\ 0, & I = 0, \end{cases} \]

which simulated a limited capacity for treatment. Further, Wang [15] modified the constant treatment to

\[ h(I) = \begin{cases} rI, & 0 \leq I \leq I_0, \\ rI_0, & I > I_0, \end{cases} \]

which meant that the treatment rate was proportional to the number of the infective individuals before the capacity of treatment was reached and then took its maximum value \( rI_0 \). Recently, Zhou and Fan [16] introduced the following continually differentiable treatment function:

\[ h(I) = \frac{\alpha I}{\omega + I}, \]

where \( \alpha \geq 0 \) represents the maximal medical resources supplied per unit time and \( \omega > 0 \) is half-saturation constant.
which measures the efficiency of the medical resource supply in the sense that if $\omega$ is smaller, then the efficiency is higher. They investigated the following SIR model:

\[
S'(t) = A - \frac{\beta SI}{1 + kI} - dS,
\]

\[
l'(t) = \frac{\beta SI}{1 + kI} - (d + y + \sigma) I - \frac{\alpha I}{\omega + I},
\]

\[
R'(t) = yI + \frac{\alpha I}{\omega + I} - dR,
\]

where $S(t)$, $I(t)$, and $R(t)$ denote the numbers of susceptible, infective, and recovered individuals at time $t$, respectively. $A$ is the recruitment rate of the population, $d$ is the natural death rate of the population, $y$ is the natural recovery rate, and $\sigma$ is the disease-related mortality. The incidence rate $\beta SI/(1 + kI)$ is of saturated type and reflects the “psychological” effect or the inhibition effect [17].

In [16], the authors addressed some problems on system (4) such as the existence of endemic equilibria and backward bifurcation, the locally and globally asymptotic stability of the disease-free equilibrium and endemic equilibrium, and the existence of the Hopf bifurcation.

In addition to the treatment, vaccination is often restricted by limited medical resources. The vaccination success rate always has some saturation effect. That is, vaccination rate can be expressed as a saturation function as follows [18]:

\[
p(t) = \frac{qS(t)}{S(t) + \theta}.
\]

Here, $q$ is the maximum pulse immunization rate. $\theta$ is the half-saturation constant, that is, the number of susceptible individuals when the vaccination rate is half the largest vaccination rate. They established the following SIR epidemic model:

\[
S'(t) = A - \frac{\beta SI}{1 + kI} - dS,
\]

\[
l'(t) = \frac{\beta SI}{1 + kI} - (d + y + \sigma) I - \frac{\alpha I}{\omega + I},
\]

\[
R'(t) = yI + \frac{\alpha I}{\omega + I} - dR,
\]

\[
\Delta S(t) = -p(t)S(t),
\]
\[
\Delta I(t) = 0,
\]
\[
\Delta R(t) = p(t)S(t),
\]

where $A$ represents the total number of input population. $a$ ($0 < a \leq 1$) is the proportion of input population without immunity.

In [18], the authors addressed some problems on system (6) such as the existence and stability of the disease-free periodic solution of system (6) and the existence of the transcritical bifurcations.

Motivated by [16, 18], the following SIR epidemic model with saturated treatment function and nonlinear pulse vaccination is considered:

\[
S'(t) = A - \frac{\beta SI}{1 + kI} - dS,
\]

\[
l'(t) = \frac{\beta SI}{1 + kI} - (d + y + \sigma) I - \frac{\alpha I}{\omega + I},
\]

\[
R'(t) = yI + \frac{\alpha I}{\omega + I} - dR,
\]

\[
\Delta S(t) = -p(t)S(t),
\]
\[
\Delta I(t) = 0,
\]
\[
\Delta R(t) = p(t)S(t),
\]

\[
t \neq nT,
\]

Noticing that variable $R$ just appears in the third and sixth equations of model (7), we only need to consider the following subsystem of model (7):

\[
S'(t) = A - \frac{\beta SI}{1 + kI} - dS,
\]

\[
l'(t) = \frac{\beta SI}{1 + kI} - (d + y + \sigma) I - \frac{\alpha I}{\omega + I},
\]

\[
\Delta S(t) = -p(t)S(t),
\]
\[
\Delta I(t) = 0,
\]
\[
\Delta R(t) = p(t)S(t),
\]

\[
t = nT.
\]

The remaining part of this paper is organized as follows. In the next section, we discuss the existence and stability of the disease-free periodic solution of system (8). In Section 3, the persistence of the disease is considered. In Section 4, the existence of positive periodic solutions is discussed by using the bifurcation theory. We study the stability of the positive periodic solution of system (8) in Section 5. In Section 6, we consider the existence of flip bifurcations by means of the bifurcation theory. In Section 7, some numerical simulations are given to illustrate our results. Finally, some concluding remarks are given.

2. The Existence and Stability of the Disease-Free Periodic Solution

In this section, we investigate the existence of the disease-free periodic solution of system (8). In this case, infectious
individuals are entirely absent from the population permanently, that is, \( I(t) = 0 \), \( t \geq 0 \). System (8) yields

\[
S'(t) = A - dS, \quad t \neq nT, \\
\Delta S(t) = -p(t)S(t), \quad t = nT.
\]  

(9)

Lemma 1 (see [18]). System (9) has a unique globally asymptotically stable periodic solution \( S^*(t) \), where

\[
S^*(t) = \frac{A}{d} + \left( S - \frac{A}{d} \right) e^{-d(t-nT)}, \quad nT < t \leq (n+1)T,
\]  

(10)

\[
S = \frac{-q_2 + \sqrt{q_2^2 - 4q_1q_3}}{2q_1},
\]  

(11)

\[
q_1 = e^{-dT} - (1 - q) e^{2dT} > 0,
\]

\[
q_2 = (e^{-dT} - 1) \left( \frac{2A}{d} (1 - q) e^{-dT} - \frac{A}{d} - \theta \right),
\]

(12)

\[
q_3 = - (1 - q) A^2 d e^{-dT} - \frac{A}{d} (1 - e^{-dT}) < 0.
\]

According to Lemma 1, we obtain the following result.

Theorem 2. System (8) has a disease-free periodic solution \((S^*(t), 0)\).

Next, we will discuss the stability of the periodic solution \((S^*(t), 0)\). The associated eigenvalues of the periodic solution \((S^*(t), 0)\) are

\[
\lambda_1 = \left( 1 - q \left( 1 - \frac{\theta^2}{(S^*(T) + \theta)^2} \right) \right) e^{-dT} < 1,
\]

(13)

\[
\lambda_2 = \exp \left( \int_0^T \beta S^*(t) dt - (d + \gamma + \sigma + \frac{\alpha}{\omega} + A)T \right).
\]

According to Floquet theory of impulsive differential equation, the periodic solution \((S^*(t), 0)\) is locally asymptotically stable if \( |\lambda_1| < 1 \), \( |\lambda_2| < 1 \), that is to say,

\[
\frac{\beta A}{(d + \gamma + \sigma + \alpha/\omega)d}
\]

\[
+ \frac{\beta}{(d + \gamma + \sigma + \alpha/\omega)dT} \left( S - \frac{A}{d} \right) (1 - e^{-dT}) < 1,
\]

(14)

where \( S \) is defined in (11). Denote

\[
R_0 = \frac{\beta A}{(d + \gamma + \sigma + \alpha/\omega)d}
\]

\[
+ \frac{\beta}{(d + \gamma + \sigma + \alpha/\omega)dT} \left( S - \frac{A}{d} \right) (1 - e^{-dT}).
\]

(15)

Theorem 3. If \( R_0 < 1 \), then the disease-free periodic solution \((S^*(t), 0)\) of system (8) is locally asymptotically stable.

Remark 4. In [16], the basic reproduction number of system (8) without the pulse vaccination is

\[
R_0^* = \frac{\beta A}{(d + \gamma + \sigma + \alpha/\omega)d}.
\]

(16)

In this paper, the corresponding basic reproduction number of system (8) is

\[
R_0 = \frac{\beta A}{(d + \gamma + \sigma + \alpha/\omega)d}
\]

\[
+ \frac{\beta}{(d + \gamma + \sigma + \alpha/\omega)dT} \left( S - \frac{A}{d} \right) (1 - e^{-dT}).
\]

(17)

We claim that \( S < A/d \). Otherwise, we assume that \( S > A/d \). By system (9), we find that \( S^*(T) < \mathcal{S} \) if \( S > A/d \). In addition,

\[
S^*(T') = S^*(T) - \frac{q(S^*(T))^2}{S^*(T) + \theta} < S^*(T) < \mathcal{S}.
\]

(18)

However, \( S^*(t) \) is a periodic solution with period \( T \). It is a contradiction. Thus, \( S < A/d \). So \( R_0 < R_0^* \). Hence, the pulse vaccination strategy is beneficial.

Next, we will prove the global attractivity of the disease-free periodic solution \((S^*(t), 0)\) of system (8).

Define

\[
R_1 = \left( d + \gamma + \sigma + \frac{\alpha d}{\omega d + A} \right)^{-1}
\]

\[
\left( \frac{\beta A}{d} + \frac{\beta}{dT} \left( \mathcal{S} - \frac{A}{d} \right) (1 - e^{-dT}) \right).
\]

(19)

Theorem 5. If \( R_1 < 1 \), then the disease-free periodic solution \((S^*(t), 0)\) of system (8) is globally attractive.

Proof. If \( R_1 < 1 \), then \( R_0 < 1 \). Since \( R_1 < 1 \), one can choose \( \varepsilon > 0 \) small enough such that

\[
\sigma_1 = \int_0^T \beta(S^*(t) + \varepsilon) dt
\]

\[
- \left( d + \gamma + \sigma + \frac{\alpha}{\omega + A/d + \varepsilon} \right) T < 0.
\]

(20)

Let \( N(t) = S(t) + I(t) + R(t) \). By system (7), we have

\[
N'(t) = A - dN - \sigma I < A - dN, \quad t \neq nT,
\]

\[
\Delta N(t) = 0, \quad t = nT.
\]

(21)

Consider the following impulsive comparison system:

\[
x'(t) = A - dx, \quad t \neq nT,
\]

\[
\Delta x(t) = 0, \quad t = nT.
\]

(22)

By the comparison theorem of impulsive differential equation, we have \( N(t) \leq x(t) \) and \( x(t) \to A/d \) as \( t \to \infty \). Hence, for given \( \varepsilon \), we have

\[
N(t) \leq x(t) < \frac{A}{d} + \varepsilon,
\]

(23)
for all \( t \) large enough. For simplification, we may assume (23) holds for all \( t \geq 0 \). It is obvious that, for all \( t \geq 0 \),

\[
I(t) \leq N(t) < \frac{A}{d} + \epsilon. \tag{24}
\]

From the first and third equations of system (8), we obtain

\[
S'(t) \leq A - dS(t), \quad t \neq nT,
\]

\[
\Delta S(t) = -p(t)S(t), \quad t = nT. \tag{25}
\]

Consider the following impulsive comparison system:

\[
x'(t) = A - dx(t), \quad t \neq nT,
\]

\[
\Delta x(t) = -\frac{qx^2(t)}{x(t) + \theta}, \quad t = nT. \tag{26}
\]

According to Lemma 1 and the comparison theorem of impulsive differential equation, we get

\[
S(t) \leq x(t) \leq S^*(t), \quad t \neq nT,
\]

\[
\lim_{t \to \infty} S(t) = S^*(t) + \epsilon. \tag{27}
\]

For simplification, we may suppose (27) holds for all \( t \geq 0 \). By the second equation of system (8), we get

\[
I'(t) \leq \left( \beta(S^*(t) + \epsilon) - \left( d + \gamma + \sigma + \frac{\alpha}{\omega + A/d + \epsilon} \right) \right) I(t),
\]

which leads to

\[
I((n+1)T) \leq I(nT^*) \exp \left( \int_{nT}^{(n+1)T} \beta(S^*(t) + \epsilon) dt \right) \tag{29}
\]

\[- (d + \gamma + \sigma)T - \frac{\alpha T}{\omega + A/d + \epsilon} \right) = I(nT^*) e^{\gamma^*}.
\]

Therefore, \( I(nT) \leq I(0)e^{\gamma^*} \) and \( I(nT) \to 0 \) as \( n \to \infty \). From (28), we obtain

\[
I(t) \leq I(nT^*) \exp \left( \int_{nT}^{t} \beta(S^*(t) + \epsilon) dt \right) \tag{30}
\]

\[- (d + \gamma + \sigma)T - \frac{\alpha T}{\omega + A/d + \epsilon} \right) \leq I(nT^*) \exp \left( \int_{nT}^{t} \beta(S^*(t) + \epsilon) dt \right).
\]

Since \( S^*(t) \) is a periodic solution, there exists a constant \( M > 0 \) such that, for all \( t \geq 0 \), \( |S^*(t)| \leq M \). So \( 0 < I(t) \leq I(nT^*) \exp(\beta(M + \epsilon)T) \). Hence, \( I(t) \to 0 \) as \( t \to \infty \). Without loss of generality, we may assume that \( 0 < I(t) < \epsilon \) for \( t \geq 0 \).

From the first and third equations of system (8), we have

\[
S'(t) \geq A - \left( \frac{\beta e}{1 + ke} + d \right) S(t), \quad t \neq nT,
\]

\[
\Delta S(t) = -p(t)S(t), \quad t = nT. \tag{31}
\]

Consider the following impulsive comparison system:

\[
x'(t) = A - \left( \frac{\beta e}{1 + ke} + d \right) x(t), \quad t \neq nT,
\]

\[
\Delta x(t) = -\frac{qx^2(t)}{x(t) + \theta}, \quad t = nT. \tag{32}
\]

By the comparison theorem of impulsive differential equation and Lemma 1, we get

\[
S(t) \geq x(t), \quad x(t) \to x^*(t) (t \to \infty), \tag{33}
\]

where

\[
x^*(t) = \frac{A}{d} + \left( \frac{A}{d} - \frac{A}{d} \right) e^{-\gamma(T-nT)}, \tag{34}
\]

\[
nT < t \leq (n+1)T,
\]

\[
\tilde{d} = \frac{\beta e}{1 + ke} + d,
\]

\[
\tilde{d} = \frac{A}{d} - \frac{A}{d} \left( \frac{A}{d} - \frac{A}{d} \right) \left( e^{-\gamma T} - 1 \right),
\]

\[
\tilde{d} = \left( e^{-\gamma T} - 1 \right)^2 \frac{\tilde{A}}{d} \tilde{d} (1 - e^{-\gamma T}) < 0. \tag{35}
\]

By (34), it is easy to see that \( x^*(t) \to S^*(t) \) as \( \epsilon \to 0 \). From (27) and (33), we obtain that, for any \( \epsilon_1 > 0 \), there exists \( T_1 > 0 \) such that \( x^*(t) - \epsilon_1 \leq S(t) \leq S^*(t) + \epsilon_1 \) for \( t > T_1 \).

Letting \( \epsilon \to 0 \), we have \( S^*(t) - \epsilon_1 \leq S(t) \leq S^*(t) + \epsilon_1 \), for \( t \) large enough, which implies \( S(t) \to S^*(t) \) as \( t \to \infty \).

So the disease-free periodic solution \( S^*(t), 0 \) of system (8) is globally attractive. The proof is completed.

By synthesizing Theorems 3 and 5, we obtain the following result.

**Theorem 6.** The disease-free periodic solution \((S^*(t), 0)\) of system (8) is globally asymptotically stable if \( R_1 < 1 \).
that \( t_1 \) is finite when \( I^* \) is appropriately chosen. Assume that 
\( t_1 = \infty \). We see that \( I(t) < I^* \) holds in the interval \( [t_0, +\infty) \).

Then, from the first and third equations of system (8), we have

\[
S'(t) \geq A - \left( \frac{\beta I^*}{1 + k I^*} + d \right) S(t), \quad t \neq nT,
\]
\[
\Delta S(t) = -p(t) S(t), \quad t = nT.
\]

Consider the following impulsive comparison system:

\[
x'(t) = A - \left( \frac{\beta I^*}{1 + k I^*} + d \right) x(t), \quad t \neq nT,
\]
\[
\Delta x(t) = -\frac{q}{\omega} x^2(t) + \frac{q}{\omega} \gamma t, \quad t = nT.
\]

According to Lemma 1, we obtain that system (37) has a globally asymptotically stable positive periodic solution \( x_i(t) \), where

\[
x_1(t) = \frac{A}{d_1} + \left( S_2 - \frac{A}{d_1} \right) e^{-d_1(t-nT)}, \quad nT < t \leq (n+1)T,
\]
\[
d_1 = \frac{\beta I^*}{1 + k I^*} + d,
\]
\[
S_2 = \frac{-p_2 + \sqrt{p_2^2 - 4p_1 p_3}}{2p_1}.
\]

By the comparison principle, there exists \( t_2 > 0 \) such that, for any \( \epsilon > 0 \) and \( t > t_0 + t_2 \), \( S(t) \geq x(t) \geq x_1(t) - \epsilon \). Meanwhile, \( x_1(t) \to S^*(t) \) as \( I^* \to 0 \).

From the second equation of system (8), we obtain

\[
I'(t) \geq \left( \frac{\beta}{1 + k I^*} - d - \gamma - \sigma - \frac{\alpha}{\omega} \right) I(t), \quad t > t_0 + t_2.
\]

For \( t > t_0 + t_2 \). Let \( n_1 \in \mathbb{Z}^+ \), \( n_2 T > t_0 + t_2 \) and integrating between pulses \( [(n-1)T, nT] \) for \( n > n_1 \) yields

\[
I(nT) \geq I((n-1)T^+ \cdot \exp \left( \int_{(n-1)T}^{nT} \left( \frac{\beta}{1 + k I^*} - d - \gamma - \sigma - \frac{\alpha}{\omega} \right) dt \right).
\]

Then we have

\[
I((n_1 + k)T) \geq I(n_1 T^+ \cdot \exp \left( \int_0^{T} \left( \frac{\beta}{1 + k I^*} - d - \gamma - \sigma - \frac{\alpha}{\omega} \right) dt \right).
\]

Define \( \sigma_2 = \int_0^T (\beta x_1(t) - e)/(1 + k I^*) - d - \gamma - \sigma - \alpha/\omega) dt \).

Since \( x_1(t) \to S^*(t) \) as \( I^* \to 0 \), then \( \sigma_2 \to \int_0^T (\beta S^*(t) - d - \gamma - \sigma - \alpha/\omega) dt \), as \( I^* \to 0 \) and \( e \to 0 \). If \( I^* \) and \( e \) are sufficiently small, then from \( R_0 > 1 \), we obtain that \( \sigma_2 > 0 \). Thus, \( I((n_1 + k)T) \geq I(n_1 T^+ \cdot \exp^{-\sigma_2}) \to \infty \) as \( n \to \infty \), which contradicts the boundedness of \( I(t) \). Therefore, \( t_1 < \infty \) if \( I^* \) is sufficiently small.

Let us fix these previous \( \epsilon \) and \( I^* \), for which \( t_1 < \infty \). Then we discuss the following two possibilities:

1. \( I(t) > I^* \) for all large \( t \).
2. \( I(t) \) oscillates about \( I^* \) for all large \( t \).

If possibility (1) holds, then we complete our proof. Next, we will consider possibility (2). From the oscillatory property, we can define an unbounded, monotone increasing sequence \( \{\tau_i\} \) such that \( \tau_i > t_0 + t_1 \), \( I(\tau_{2i}) < I^* \) and \( I(\tau_{2i+1}) > I^* \). Choose an arbitrary \( \tau_{2k} \). Let \( \tau_* = \inf\{\tau | \tau_{2k} < \tau < \tau_{2k+1}, I(\tau) \leq I^*\} \). \( \tau^* = \sup\{\tau | \tau_{2k} < \tau < \tau_{2k+1}, I(\tau) \leq I^*\} \). \( \tau^* - \tau_* \in [\tau_{2k}, \tau_{2k+1}] \). Let \( \alpha = \inf\{\tau | \tau_{2k} < \tau < \tau_{2k+1}, I(\tau) > I^*\} \). \( \alpha > \tau_{2k} \).

We see that \( \tau_* < T, \tau^* > T \), and from the continuity of \( I(t) \), we obtain that \( I(\tau^*) = I(\tau_*) = I^* \). There exists such \( \sigma_2 > 0 \). We claim that \( \tau^* - \tau_* > 2T + t_2 + T' \). Otherwise, we assume that \( \tau^* - \tau_* > 2T + t_2 + IT \).

From the second equation of system (8), we have \( I'(t) \geq -(d + \gamma + \sigma + \alpha/\omega) I(t) \), which gives

\[
I(\tau_*) \geq I(\tau_*) \exp \left( -\int_{\tau_*}^{\tau^*} \left( d + \gamma + \sigma + \frac{\alpha}{\omega} \right) dt \right) \geq I^* \exp \left( -\int_{\tau_*}^{\tau^*} \left( d + \gamma + \sigma + \frac{\alpha}{\omega} \right) dt \right).
\]

From the assumption \( \tau^* - \tau_* > 2T + t_2 + IT \), we obtain

\[
\tau_* < \tau_* + \tau^* - t + t_2 + IT < \tau_* + 2T + t_2 + IT < \tau^*.
\]

Thus, \( I(\tau_* + \tau^* - t + t_2 + IT) < I^* \). However, from (40), we get

\[
I(\tau_* + \tau^* - t + t_2 + IT) \geq I(\tau_* + \tau^* - t + t_2 + IT) \exp (\sigma_2).
\]

By (42) and (44), we get

\[
I(\tau_* + \tau^* - t + t_2 + IT) \geq I(\tau_* + \tau^* - t + t_2 + IT) \exp (\sigma_2) \geq I^*,
\]

which is a contradiction.

Hence, \( \tau^* - \tau_* < 2T + t_2 + IT \) and \( I(t) > I^* \exp (-(2T + t_2 + IT)(d + \gamma + \sigma + \alpha/\omega)) \) for \( t \in (\tau_*, \tau^*) \). Thus, in case (2), we can set

\[
m = I^* \exp (-(2T + t_2 + IT)(d + \gamma + \sigma + \alpha/\omega)).
\]
For any sufficiently large $s$ for which $I(s) < I^*$, we have $I(s) > m$, since we can choose $\{t\}$ such that $s \in (\tau_1, \tau_{n+1})$ for some $n$.

Finally, if there exists $t_1 > t_0 + t_1$, such that $I(t) > I^*$ for all $t > t_2$, then the same $m < I^*$ works as well as a lower estimate. Note that $m$ depends only on the fixed constants $I^*$ and $\epsilon$; thus we get strong uniform persistence.

\section{4. The Existence of Transcritical Bifurcations}

In this section, we will discuss the existence of transcritical bifurcations by means of the bifurcation theory. We let the half-saturation constant $\theta$ be the bifurcation parameter.

### 4.1. The Poincaré Map

Suppose the disease-free periodic solution $(S^*(t), 0)$ with the initial point $A_0(S, 0)$ and period $T$ passes through the points $A_k$ and $B_k(S^*(T), 0)$ at time $T$ and then jumps to the point $A_k(S^*(T^*), 0)$ due to vaccination pulse. Thus, $S^*(T^*) = S_k$.

Consider another solution $(S_t(t), I_t(t))$ of system (8) with the initial point $A_k(S + S_k, I_k)$. This disturbed trajectory starting from the point $A_k$ reaches the point $B_k(S_t(T), I_t(T))$ at time $T$ and then jumps to the point $A_{k+1}(S + S_{k+1}, I_{k+1})$. Thus, $S + S_{k+1} = S(T^*)$, $I_{k+1} = I(T^*)$.

Denote $S(t) = S_t(t) - S^*(t)$, $I(t) = I_t(t)$ and then $S(0) = S_k$, $I(0) = I_k$. Let

\begin{align*}
F_1(S, I) &= A - \frac{\beta S I}{1 + kI} - dS, \\
F_2(S, I) &= \frac{\beta S I}{1 + kI} - (d + \gamma + \sigma) I - \frac{\alpha I}{\omega + I}, \\
F_3(S) &= -\frac{qS^2}{S + \theta}.
\end{align*}

Then system (8) may be written as

\begin{align*}
S'(t) &= F_1(S + S^*, I) - F_1(S^*, 0) \quad \equiv \quad G_1(S, I), \\
I'(t) &= F_2(S + S^*, I) - F_2(S^*, 0) \quad \equiv \quad G_2(S, I), \\
\Delta S(t) &= F_3(S + S^*) - F_3(S^*) \quad \equiv \quad G_3(S), \\
\Delta I(t) &= 0, \quad \text{if } t \neq nT, \\
\Delta S(t) &= F_3(S + S^*) - F_3(S^*) \quad \equiv \quad G_3(S), \\
\Delta I(t) &= 0, \quad \text{if } t = nT.
\end{align*}

By the Taylor expansion, we have

\begin{align*}
G_1(S, I) &= A_1(t) S + A_2(t) I + A_3(t) SI + A_4(t) I^2 + o \left( |S| + |I| \right)^3, \\
G_2(S, I) &= B_1(t) I + B_2(t) SI + B_3(t) I^2 + o \left( |S| + |I| \right)^3, \\
G_3(S) &= C_1(t) S + C_2(t) SI^2 + o \left( |S| \right)^3,
\end{align*}

where

\begin{align*}
A_1(t) &= -d, \\
A_2(t) &= -\beta S^* (t), \\
A_3(t) &= -\beta, \\
A_4(t) &= \beta k S^* (t), \\
B_1(t) &= \beta S^* (t) - d - \gamma - \sigma - \frac{\alpha}{\omega}, \\
B_2(t) &= \beta, \\
B_3(t) &= -\beta k S^* (t) + \frac{\alpha}{\omega}, \\
C_1(t) &= -q + \frac{q\theta^2}{(S^* (t) + \theta)^3}, \\
C_2(t) &= -\frac{q\theta^2}{(S^* (t) + \theta)^5}.
\end{align*}

For $0 < t \leq T$, let

\begin{align*}
S(t) &= a_1(t) S_k + a_2(t) I_k + a_3(t) S_k^2 + a_4(t) S_k I_k + a_5(t) I_k^2 + o \left( (|S_k| + |I_k|)^3 \right), \\
I(t) &= b_1(t) S_k + b_2(t) I_k + b_3(t) S_k^2 + b_4(t) S_k I_k + b_5(t) I_k^2 + o \left( (|S_k| + |I_k|)^3 \right),
\end{align*}

where

\begin{align*}
a_1(0) &= 1, \\
a_2(0) &= a_3(0) = a_4(0) = a_5(0) = 0, \\
b_2(0) &= 1, \\
b_1(0) &= b_3(0) = b_4(0) = b_5(0) = 0.
\end{align*}

From systems (48), (49), and (51), we get

\begin{align*}
a_1(t) &= e^{-dt}, \\
a_2(t) &= e^{-dt} \int_0^t e^{ds} A_2(s) b_2(s) ds, \\
a_3(t) &= 0, \\
a_4(t) &= e^{-dt} \int_0^t e^{ds} (A_2(s) b_2(s) + A_3(s) a_1(s) b_2(s)) ds, \\
a_5(t) &= e^{-dt} \int_0^t e^{ds} (A_2(s) b_4(s) + A_3(s) a_2(s) b_2(s) + A_4(s) b_2^2(s)) ds, \\
b_1(t) &= 0,
\end{align*}
It follows from system (51) that

\[ S(T) = a_1(T) S_k + a_2(T) I_k + a_4(T) S_k I_k + a_5(T) I_k^2 + o\left(\left(|S_k| + |I_k|\right)^3\right), \]

\[ I(T) = b_2(T) I_k + b_4(T) S_k I_k + b_5(T) I_k^2 + o\left(\left(|S_k| + |I_k|\right)^3\right), \]

\[ S(T^*) = S(T) + C_1(T) S(T) + C_2(T) S^2(T) + o\left(|S(T)|^3\right), \]

\[ I(T^*) = I(T). \]

Using system (54), we obtain

\[ S(T^*) = D_1 S_k + D_2 I_k + D_3 S_k I_k + D_4 S_k I_k + D_5 I_k^2 + o\left(\left(|S_k| + |I_k|\right)^3\right), \]

\[ I(T^*) = b_2(T) I_k + b_4(T) S_k I_k + b_5(T) I_k^2 + o\left(\left(|S_k| + |I_k|\right)^3\right), \]

where

\[ D_1 = (1 + C_1(T)) a_1(T), \]

\[ D_2 = (1 + C_1(T)) a_2(T), \]

\[ D_3 = C_2(T) a_1^2(T), \]

\[ D_4 = (1 + C_1(T)) a_4(T) + 2 C_2(T) a_1(T) a_2(T), \]

\[ D_5 = (1 + C_1(T)) a_5(T) + C_2(T) a_2^2(T). \]

From system (55), the following Poincaré map is obtained:

\[ S_{k+1} = D_1 S_k + D_2 I_k + D_3 S_k I_k + D_4 S_k I_k + D_5 I_k^2 + o\left(\left(|S_k| + |I_k|\right)^3\right), \]

\[ I_{k+1} = b_2(T) I_k + b_4(T) S_k I_k + b_5(T) I_k^2 + o\left(\left(|S_k| + |I_k|\right)^3\right). \]

4.2 Transcritical Bifurcation. In this subsection, we discuss the existence of a transcritical bifurcation by means of map (57). The fixed point \((0, 0)\) of map (57) corresponds to the disease-free periodic solution \((S^*(t), 0)\) of system (8). The associated eigenvalues of the fixed point \((0, 0)\) are given by

\[ \lambda_1 = D_1 = (1 + C_1(T)) a_1(T) = \left(1 - q + \frac{q \theta^2}{(S^*(T) + \theta)^2}\right) e^{-dT} < 1, \]

\[ \lambda_2 = b_2(T) = \exp\left(\beta \left(S - \frac{A}{d}\right) \left(1 - e^{-dT}\right) + \left(\frac{\beta A}{d} - d - \gamma - \sigma - \frac{\alpha}{\omega}\right) T\right). \]

where \(\bar{S}\) is defined in (11). Denote

\[ \theta_0 = \left(\frac{A}{d} - B\right)^{-1} \left(\frac{q_1 B^2}{1 - e^{-dT}} - \frac{A^2}{d^2}(1 - q) e^{-dT}\right) \]

\[ + \frac{AB}{d} \left(1 - 2(1 - q) e^{-dT}\right), \]

where

\[ B = \frac{A}{d} + \frac{d}{\beta} \left(1 - e^{-dT}\right) \left(\frac{\beta A}{d} + d + \gamma + \sigma + \frac{\alpha}{\omega}\right) T. \]

If \(B > 0\) and \(\theta_0 > 0\), then \(\lambda_2|_{\theta = \theta_0} = 1\).

By the above analysis, we find that one of the eigenvalues of the fixed point \((0, 0)\) is 1. An eigenvalue with 1 is associated with a transcritical bifurcation in map (57). Hence, \((0, 0, \theta_0)\) is a candidate for a transcritical bifurcation point in map (57). Define

\[ R_2 = \left(\frac{\beta^2}{d} \left(e^{-2dT} - e^{-dT}\right) \left(1 - q + \frac{q \theta^2}{(S^*(T) + \theta)^2}\right) \int_0^T S^*(s) \exp\left(\beta \int_0^s S^*(r) \frac{d}{d}\left(\gamma + \sigma + \frac{\alpha}{\omega}\right) s\right) ds\right) \]
Theorem 8. Assume that \( \theta_0 > 0, B > 0 \), where \( \theta_0, B \) are shown in (59) and (60), respectively.

1. If \( R_2 < 0 \), then a supercritical bifurcation occurs at \( \theta = \theta_0 \) in system (8). For some \( \varepsilon > 0 \), system (8) has a positive periodic solution for \( \theta \in (\theta_0, \theta_0 + \varepsilon) \).

2. If \( R_2 > 0 \), then a subcritical bifurcation occurs at \( \theta = \theta_0 \) in system (8). For some \( \varepsilon > 0 \), system (8) has a positive periodic solution for \( \theta \in (\theta_0 - \varepsilon, \theta_0) \).

Proof. Let \( \theta = \theta_0 + \theta_1 \); then map (57) can be rewritten as

\[
F: \begin{pmatrix} S \\ 1 \end{pmatrix} \rightarrow \begin{pmatrix} e_1 & e_2 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} S \\ 1 \end{pmatrix} + \begin{pmatrix} e_3 \theta S + e_4 \theta_1 + e_5 S^2 \\ f_1 \theta_1 I + f_2 S I + f_3 I^2 \end{pmatrix} + \begin{pmatrix} e_6 S I + e_7 I^2 + o\left(\left|\theta_1\right| + |S| + |I|^3\right) \\ o\left(\left|\theta_1\right| + |S| + |I|^3\right) \end{pmatrix},
\]

where

\[
\begin{align*}
e_1 &= D_1|_{\theta=\theta_0}, \\
e_2 &= D_2|_{\theta=\theta_0}, \\
e_3 &= \frac{\partial D_1}{\partial \theta}|_{\theta=\theta_0}, \\
e_4 &= \frac{\partial D_2}{\partial \theta}|_{\theta=\theta_0}, \\
e_5 &= D_3|_{\theta=\theta_0}, \\
e_6 &= D_4|_{\theta=\theta_0}, \\
e_7 &= D_5|_{\theta=\theta_0}, \\
f_1 &= \frac{\partial b_1(T)}{\partial \theta}|_{\theta=\theta_0}, \\
f_2 &= b_4(T)|_{\theta=\theta_0}, \\
f_3 &= b_5(T)|_{\theta=\theta_0}.
\end{align*}
\]

According to map (62), we may let

\[
J = \begin{pmatrix} 1 & e_2 \\ 0 & 1 - e_1 \end{pmatrix}
\]

and use the translation \( \left(\begin{array}{c} \frac{7}{4} \\ \frac{7}{4} \end{array}\right) = J \left(\begin{array}{c} u \\ v \end{array}\right) \); then map (62) becomes

\[
\begin{pmatrix} u \\ v \end{pmatrix} \rightarrow \begin{pmatrix} e_1 & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} u \\ v \end{pmatrix} + \begin{pmatrix} h_1(u, v, \theta_1) + o\left(\left|\theta_1\right| + |u| + |v|^3\right) \\ h_2(u, v, \theta_1) + o\left(\left|\theta_1\right| + |u| + |v|^3\right) \end{pmatrix},
\]

where

\[
\begin{align*}
h_1(u, v, \theta_1) &= E_1 \theta_1 u + E_2 \theta_1 v + E_3 u^2 + E_4 u v + E_5 v^2, \\
h_2(u, v, \theta_1) &= f_1 \theta_1 v + f_2 u v + \left(\frac{e_2 f_2}{1 - e_1} + f_3\right) v^2,
\end{align*}
\]

\[
E_1 = e_3, \\
E_2 = \frac{e_2 (e_6 - f_1)}{1 - e_1} + e_4, \\
E_3 = e_5, \\
E_4 = \frac{e_2 (2 e_6 - f_2)}{1 - e_1} + e_6, \\
E_5 = \frac{e_2^2 (e_5 - f_2)}{(1 - e_1)^2} + \frac{e_2 (e_6 - f_3)}{1 - e_1} + e_7.
\]

Now the center manifold theorem is used to determine the nature of the bifurcations of the fixed point \((0, 0)\) at \(\theta_1 = 0\). There exists a center manifold for (65) which can be locally represented as follows:

\[
w^\circ (0) = \{(u, v, \theta_1) \in \mathbb{R}^3 | u = f(v, \theta_1), f(0, 0) = 0, Df(0, 0, 0) = 0\}.
\]

Letting \( u = f(v, \theta_1) = g_1 v^2 + g_2 v \theta_1 + g_3 \theta_1^2 + o(\left|v\right| + |\theta_1|)^3) \), and substituting \( u \) into (65) yields \( f(v + h_2(u, v, \theta_1), \theta_1) = e_1 u + h_1(u, v, \theta_1) \). Equating term of like powers to zero gives

\[
g_1 = E_5/(1 - e_1), g_2 = E_2/(1 - f_1), g_3 = 0.
\]
\[ u = (E_2/(1-e_1))v^2 + (E_2/(1-f_1))v\theta_1 + o((|v| + |\theta_1|)^3). \] Hence, map (65) restricted to the center manifold is given by

\[
H: \nu \mapsto 
\nu + f_1\theta_1 \nu + \left( \frac{e_2 f_2}{1-e_1} + f_3 \right) v^2 + o\left((|v| + |\theta_1|)^3\right) 
\]

where \( h(\nu, \theta_1) = 1 + f_1\theta_1 + (e_2 f_2/(1-e_1) + f_3)v + o((|v| + |\theta_1|)^2) \).

Then we consider the following equation:

\[
h(\nu, \theta_1) = 1. \tag{69}
\]

We find \( \partial h(0,0)/\partial v = e_2 f_2/(1-e_1) + f_3 \).

Firstly, we consider case (1), that is, \( R_3 < 0 \). If \( R_3 < 0 \), then \( e_2 f_2/(1-e_1) + f_3 < 0 \). Thus, by the implicit function theorem, there exists \( \varepsilon > 0 \) and continuously differentiable function \( \overline{\beta} : (-\varepsilon, \varepsilon) \to \mathbb{R} \) such that

\[
h(\overline{\beta}(\theta_1), \theta_1) = 1, \tag{70}
\]

where \( |\theta_1| < \varepsilon \) and \( \overline{\beta}(0) = 0 \).

Let \( \nu = \overline{\beta}(\theta_1) = \theta_1 \overline{\kappa} \), where \( \overline{\kappa} = \overline{\kappa}(\theta_1) \); then (70) can be written as

\[
f_1 + \left[ \frac{e_2 f_2}{1-e_1} + f_3 \right] \overline{\kappa} + o\left(|\theta_1| \overline{\kappa} + |\theta_1|\right) = 0. \tag{71}
\]

It is easy to see that

\[
f_1 = \left. \frac{\partial b_2(T)}{\partial \theta} \right|_{\theta=\theta_0} = \frac{\beta (1-e^{-\alpha t})^2}{d \sqrt{q_2^2 - 4q_1q_3}} \left( \frac{A}{d} - \overline{S} \right). \tag{72}
\]

According to Remark 4, we have \( \overline{S} < A/d \). So \( f_1 > 0 \). Therefore, \( f_1(e_2 f_2/(1-e_1) + f_3) < 0 \). Hence, (71) has a positive root \( \kappa = \kappa(\theta_1) \) if \( \theta_1 \) is small enough. However, \( v = \kappa(\theta_1) \kappa > 0 \). So, \( \theta_1 > 0 \). Thus, system (8) undergoes a supercritical bifurcation at \( \theta = \theta_0 \) if \( R_2 < 0 \).

Similar to the above analysis, we may prove that system (8) undergoes a subcritical bifurcation at \( \theta = \theta_0 \) if \( R_2 > 0 \). This completes the proof. \[ \square \]

5. The Stability of Epidemic Periodic Solutions

In the following, we discuss the stability of positive periodic solutions of system (8). According to Theorem 8, system (8) has a positive periodic solution \((S_2(t), I_2(t))\) with the initial point \( \overline{S}_0(S_2(0), I_2(0)) \) and period \( T \).

Next, we discuss the local stability of the periodic solution \((S_2(t), I_2(t))\). Suppose that \((S(t), I(t))\) is any solution of system (8). Let

\[
x(t) = S(t) - S_2(t), \tag{73}
\]

\[
y(t) = I(t) - I_2(t).
\]

Substituting (73) into (8), we obtain the linearization of system (8) as follows:

\[
x'(t) = A_{S1}(t)x(t) + A_{S2}(t)y(t),
\]

\[
y'(t) = B_{S1}(t)x(t) + B_{S2}(t)y(t),
\]

\[
t \neq nT, \tag{74}
\]

\[
\Delta x(t) = A_{S3}(t)x(t),
\]

\[
\Delta y(t) = 0,
\]

\[
t = nT,
\]

where

\[
A_{S1}(t) = -\frac{\beta I_2(t)}{1 + kI_2(t)} - d,
\]

\[
A_{S2}(t) = -\frac{\beta S_2(t)}{(1 + kI_2(t))^2},
\]

\[
A_{S3}(t) = -q \left( 1 - \frac{\theta^2}{(S_2(t) + \theta)^2} \right),
\]

\[
B_{S1}(t) = \frac{\beta I_2(t)}{1 + kI_2(t)},
\]

\[
B_{S2}(t) = \frac{\beta S_2(t)}{(1 + kI_2(t))^2} - d - \gamma - \sigma - \frac{aw}{(\omega + I_2(t))^2}.
\]

Let \( V(t) = |x(t)| + |y(t)| \). Calculating the upper-right derivative of \( V(t) \) along the solution of system (74), we have

\[
D^+ V(t) = \text{sgn}(x(t)) \left( A_{S1}(t)x(t) + A_{S2}(t)y(t) \right) + \text{sgn}(y(t)) \left( B_{S1}(t)x(t) + B_{S2}(t)y(t) \right)
\]

\[
\leq -d |x(t)|
\]

\[
+ \left( \frac{2\beta S_2(t)}{(1 + kI_2(t))^2} - d - \gamma - \sigma - \frac{aw}{(\omega + I_2(t))^2} \right) |y(t)|.
\]

By (10), for all \( t \geq 0 \), we have

\[
S^* + M_1 = \frac{A}{d} + \left( \overline{S} - \frac{A}{d} \right) e^{-\alpha t} \leq M_1.
\]

Thus, from (27), we obtain that, for any \( \varepsilon > 0 \) and all \( t \) large enough,

\[
S(t) \leq S^*(t) + \varepsilon \leq M_1 + \varepsilon. \tag{78}
\]

According to (24), we obtain that, for all \( t \) large enough,

\[
I(t) \leq \frac{A}{d} + \varepsilon. \tag{79}
\]

Since \((S_2(t), I_2(t))\) is a positive periodic solution of system (8), it is obvious that, by (78) and (79), for all \( t \geq 0 \), we get

\[
S(t) \leq M_1, \quad I(t) \leq \frac{A}{d} + \varepsilon.
\]
6. The Existence of Flip Bifurcations

In this section, we discuss the existence of flip bifurcations in system (8). According to Section 5, system (8) has a positive periodic solution \((S_2(t), I_2(t))\) with period \(T\) and the initial point \(\bar{A}_0(S_2(0), I_2(0))\).

6.1. The Poincaré Map. To establish a Poincaré map, we choose the Poincaré section \(S^* = \{(S, I) \mid I = I_2(0)\}\). The nontrivial periodic solution \((S_2(t), I_2(t))\) passes through the points \(\bar{A}_0\) and \(\bar{B}_0(S_2(T), I_2(T))\) and then jumps to the point \(\bar{A}_1(S_2(T^*), I_2(T^*))\) due to the pulse vaccination. Thus \(S_2(T^*) = S_2(0), I_2(T^*) = I_2(0)\).

Consider another solution \((S_2(t), I_2(t))\) with the initial point \(\bar{A}_k(S_2(0)+S_3, I_2(0))\) which is on the Poincaré section \(S^*\). This disturbed trajectory starting from the point \(\bar{A}_k\) reaches the point \(\bar{B}_0(S_2(T), I_2(T))\) at time \(T\) and then jumps to the point \(\bar{A}_k(S_2(T), S_3, I_2(T))\) which is on the Poincaré section \(S^*\). Thus \(S_2(T) + S_3 = S_2(T^*), I_2(0) = I_2(T^*)\).

Denote \(S(t) = S_2(t) - S_3(t), I(t) = I_2(t) - I_2(t)\) and then \(S(0) = S_0, I(0) = 0\). Let

\[
\begin{align*}
F_1(S, I) &= A - \frac{\beta SI}{1 + kI} - dS, \\
F_2(S, I) &= \frac{\beta SI}{1 + kI} - \frac{(d + \gamma + \sigma)I - \alpha I}{\omega + I}, \\
F_3(S) &= -\frac{\sigma S^2}{S + \sigma}.
\end{align*}
\]

Then system (8) may be written as

\[
\begin{align*}
S'(t) &= F_1(S + S_3, I + I_2) - F_2(S_2, I_2) \equiv G_4(S, I), \\
I'(t) &= F_2(S + S_3, I + I_2) - F_2(S_2, I_2) \equiv G_5(S, I), \\
\Delta S(t) &= F_3(S + S_3) - F_3(S_2) \equiv G_6(S), \\
\Delta I(t) &= 0,
\end{align*}
\]

By the Taylor expansion, we have

\[
\begin{align*}
G_4(S, I) &= B_{11}(t)S + B_{12}(t)I + B_{13}(t)S^2 + B_{14}(t)SL \\
&\quad + B_{15}(t)I^2 + B_{16}(t)S^3 + B_{17}(t)S^2I \\
&\quad + B_{18}(t)SI^2 + B_{19}(t)I^3 \\
&\quad + o\left((|S| + |I|)^4\right), \\
G_5(S, I) &= D_{11}(t)S + D_{12}(t)I + D_{13}(t)S^2 \\
&\quad + D_{14}(t)SI + D_{15}(t)I^2 + D_{16}(t)S^3 \\
&\quad + D_{17}(t)S^2I + D_{18}(t)SI^2 + D_{19}(t)I^3 \\
&\quad + o\left((|S| + |I|)^4\right), \\
G_6(S) &= E_{11}(t)S + E_{12}(t)S^2 + E_{13}(t)S^3 + o\left(S^4\right),
\end{align*}
\]
where

\[ B_{11}(t) = -\beta_1 I_2(t) \frac{1}{1 + k I_2(t)} - d, \]
\[ B_{12}(t) = -\beta_2 S_2(t) \frac{1}{1 + k I_2(t)}^2, \]
\[ B_{13}(t) = 0, \]
\[ B_{14}(t) = -\beta \frac{1}{1 + k I_2(t)}^2, \]
\[ B_{15}(t) = \frac{\beta k S_2(t)}{(1 + k I_2(t))^3}, \]
\[ B_{16}(t) = B_{17}(t) = 0, \]
\[ B_{18}(t) = \frac{\beta k}{(1 + k I_2(t))^3}, \]
\[ B_{19}(t) = -\beta \frac{k S_2(t)}{(1 + k I_2(t))^3} + \frac{\alpha \omega}{(\omega + I_2(t))^3}, \]
\[ D_{11}(t) = \beta I_2(t) \frac{1}{1 + k I_2(t)^2}, \]
\[ D_{12}(t) = \frac{\beta S_2(t)}{(1 + k I_2(t))^3} - d - \gamma - \sigma - \frac{\alpha \omega}{(\omega + I_2(t))^2}, \]
\[ D_{13}(t) = 0, \]
\[ D_{14}(t) = \frac{\beta}{(1 + k I_2(t))^2}, \]
\[ D_{15}(t) = -\beta k S_2(t) \frac{1}{(1 + k I_2(t))^3} + \frac{\alpha \omega}{(\omega + I_2(t))^3}, \]
\[ E_{11}(t) = -q + \frac{q \theta^2}{(S_2(t) + \theta)^3}, \]
\[ E_{12}(t) = -\frac{q \theta^2}{(S_2(t) + \theta)^3}, \]
\[ E_{13}(t) = \frac{q \theta^2}{(S_2(t) + \theta)^3}. \]

For \(0 < t \leq T\), let

\[ S(t) = a_{11}(0) S_k + a_{12}(t) S_k^2 + a_{13}(t) S_k^3 + o(S_k^4), \]
\[ I(t) = b_{11}(t) S_k + b_{12}(t) S_k^2 + b_{13}(t) S_k^3 + o(S_k^4), \]
\( (91) \)

where \( a_{11}(0) = a_{12}(0) = a_{13}(0) = 0, b_{11}(0) = b_{12}(0) = b_{13}(0) = 0, \) and

\[ a_{11}(t) = \exp \left( \int_0^t B_{11}(s) \, ds \right) \int_0^t B_{12}(s) b_{11}(s) \]
\[ \cdot \exp \left( -\int_0^t B_{11}(r) \, dr \right) ds, \]
\[ a_{12}(t) = \exp \left( \int_0^t B_{11}(s) \, ds \right) \int_0^t (B_{12}(s) b_{12}(s) \]
\[ + B_{14}(s) a_{11}(s) b_{11}(s) + B_{15}(s) b_{13}(s) \]
\[ \cdot \exp \left( -\int_0^t B_{11}(r) \, dr \right) ds, \]
\[ a_{13}(t) = \exp \left( \int_0^t B_{11}(s) \, ds \right) \int_0^t (B_{12}(s) b_{13}(s) \]
\[ + B_{14}(s) a_{11}(s) b_{13}(s) + B_{15}(s) a_{12}(s) b_{11}(s) \]
\[ + 2B_{15}(s) b_{11}(s) b_{12}(s) + B_{16}(s) a_{11}(s) b_{13}(s) \]
\[ + B_{19}(s) b_{13}^3(s) \exp \left( -\int_0^t B_{11}(r) \, dr \right) ds, \]
\[ b_{11}(t) = \exp \left( \int_0^t D_{11}(s) \, ds \right) \int_0^t D_{12}(s) a_{11}(s) \]
\[ \cdot \exp \left( -\int_0^t D_{12}(r) \, dr \right) ds, \]
\[ b_{12}(t) = \exp \left( \int_0^t D_{12}(s) \, ds \right) \int_0^t (D_{11}(s) a_{12}(s) \]
\[ + D_{14}(s) a_{11}(s) b_{11}(s) + D_{15}(s) b_{13}^3(s) \]
\[ \cdot \exp \left( -\int_0^t D_{12}(r) \, dr \right) ds, \]
\[ b_{13}(t) = \exp \left( \int_0^t D_{12}(s) \, ds \right) \int_0^t (D_{11}(s) a_{13}(s) \]
\[ + D_{14}(s) a_{11}(s) b_{13}(s) + a_{12}(s) b_{11}(s) \]
\[ + 2D_{15}(s) b_{11}(s) b_{12}(s) + D_{18}(s) a_{11}(s) b_{13}^3(s) \]
\[ + D_{19}(s) b_{13}^3(s) \exp \left( -\int_0^t D_{12}(r) \, dr \right) ds. \]

It follows from system (89) and (91) that

\[ S(T) = a_{11}(T) S_k + a_{12}(T) S_k^2 + a_{13}(T) S_k^3 + o(S_k^4), \]
\[ I(T) = b_{11}(T) S_k + b_{12}(T) S_k^2 + b_{13}(T) S_k^3 + o(S_k^4), \]
\[ (93) \]
\[ S(T^+) = S(T) + G_6(T) \]
\[ = d_1 S_k + d_2 S_k^2 + d_3 S_k^3 + o(S_k^4), \]
\[ (94) \]
where
\[
\begin{align*}
    d_1 &= (1 + E_{11}(T))a_{11}(T), \\
    d_2 &= (1 + E_{11}(T))a_{12}(T) + E_{12}(T)\dot{a}_{11}(T), \\
    d_3 &= (1 + E_{11}(T))a_{13}(T) + 2E_{12}(T)a_{11}(T)a_{12}(T) \\
    &\quad + E_{13}(T)a_{11}^3(T).
\end{align*}
\]

By means of (94), the following Poincaré map is obtained:
\[
S_{k+1} = d_1S_k + d_2S_k^2 + d_3S_k^3 + o\left(S_k^4\right). \tag{96}
\]

6.2. Flip Bifurcation. In this subsection, we discuss the existence of a flip bifurcation by means of the Poincaré map (96) and the following lemma.

**Lemma 10** (see [19]). Let \( f : R \rightarrow R \) be a one-parameter family of map such that \( f_{\mu_0} \) has a fixed point \( x_0 \) with eigenvalue \(-1\). Assume the following conditions:

\[
\begin{align*}
    \text{(F1)} & \quad (\partial f/\partial x)(\partial^2 f/\partial x^2) + 2(\partial^2 f/\partial x\partial u) \neq 0 \text{ at } (x_0, \mu_0). \\
    \text{(F2)} & \quad \sigma = (1/2)(\partial^2 f/\partial x^2)^2 + (1/3)(\partial^3 f/\partial x^3) \neq 0 \text{ at } (x_0, \mu_0).
\end{align*}
\]

Then there is a smooth curve of fixed points of \( f_x \), passing through \((x_0, \mu_0)\), of which the stability is such that \((x_0, \mu_0)\) is a union of hyperbolic period-two orbits.

In (F2), the sign of \( \sigma \) determines the stability and direction of bifurcation of the orbits of period two. If \( \sigma \) is positive, the orbits are stable; if \( \sigma \) is negative, they are unstable.

The fixed point \( S_k = 0 \) of map (96) corresponds to the periodic solution \((S_k(t), I_k(t))\) of system (8). The eigenvalue of map (96) is given by
\[
\lambda = d_1 = (1 + E_{11}(T))a_{11}(T) = 
\left(1 - q + \frac{q\theta^2}{(S_2(T) + \theta)^2}\right)a_{11}(T). \tag{97}
\]

Setting \( \lambda = -1 \), then
\[
\left(1 - q + \frac{q\theta^2}{(S_2(T) + \theta)^2}\right)a_{11}(T) = -1. \tag{98}
\]

Define \( g(\theta) = 1 - q + q\theta^2/(S_2(T) + \theta)^2. \) Thus \( g(0) = 1 - q, \lim_{\theta \to \infty} g(\theta) = 1 \). In addition, it follows from (98) that \( a_{11}(T) < 0 \). Therefore, there exists a positive root \( \theta_1 \) of (98) if \(-1 \leq (1 - q)^{-1} < a_{11}(T) < -1 \). An eigenvalue with \(-1\) is associated with a flip bifurcation in map (96). Hence, \((0, \theta_1)\) is a candidate for a flip bifurcation point in map (96).

**Theorem 11.** Assume that the conditions
\[
-1 < a_{11}(T) < 1 - q, \tag{99}
\]
\[
\begin{align*}
    &\frac{\partial a_{11}(T)}{\partial \theta} \bigg|_{\theta=\theta_1} 
eq 2q\theta_1 \\
    &\frac{\partial^2 a_{11}(T)}{\partial \theta^2} \bigg|_{\theta=\theta_1} \neq 2q\theta_1^3
\end{align*}
\]

hold. Then a flip bifurcation occurs at \( \theta = \theta_1 \) in system (8).

**Proof.** Let \( \theta = \theta_1 + \theta_2 \); then map (96) can be rewritten as
\[
\begin{align*}
    f : u &\longrightarrow -u + k_1\theta_1u + k_2\theta_1^2u + k_3u^2 + k_4\theta_2u^2 \\
    &\quad + k_5u^3 + o\left(u^4\right), \tag{102}
\end{align*}
\]
where
\[
\begin{align*}
    k_1 &= \frac{\partial d_1}{\partial \theta} \bigg|_{\theta=\theta_1}, \\
    k_2 &= \frac{1}{2}\frac{\partial^2 d_1}{\partial \theta^2} \bigg|_{\theta=\theta_1}, \\
    k_3 &= \frac{\partial d_2}{\partial \theta} \bigg|_{\theta=\theta_1}, \\
    k_4 &= \frac{\partial d_3}{\partial \theta} \bigg|_{\theta=\theta_1}, \\
    k_5 &= \frac{\partial d_4}{\partial \theta} \bigg|_{\theta=\theta_1}.
\end{align*}
\]

By means of (102), we get
\[
\begin{align*}
    \frac{\partial^2 f}{\partial \theta \partial u}(0, 0)(\partial^2 f/\partial u^2)(0, 0) &+ \frac{2(\partial^2 f/\partial u \partial \theta_2)(0, 0)}{2(\partial^2 f/\partial u \partial \theta_2)(0, 0)} = 2k_1. \tag{103}
\end{align*}
\]
It is easy to see that
\[
\begin{align*}
    k_1 &= \frac{\partial d_1}{\partial \theta} \bigg|_{\theta=\theta_1} \nonumber \\
    &= \left( \frac{2q\theta_1(S_2(T) + \theta)(\partial S_2(T)/\partial \theta)}{(S_2(T) + \theta)^2} \right)a_{11}(T) \\
    &\quad + \left(1 - q + \frac{q\theta^2}{(S_2(T) + \theta)^2}\right)\frac{\partial a_{11}(T)}{\partial \theta} \bigg|_{\theta=\theta_1}.
\end{align*}
\]
Since \( (1 - q + q\theta^2/(S_2(T) + \theta)^2)\alpha_{11}(T)|_{\theta=\theta_1} = -1 \),
\[
a_{11}(T)|_{\theta=\theta_1} = -\left(1 - q + \frac{q\theta^2}{\left(S_2(T)|_{\theta=\theta_1} + \theta_1\right)^2}\right)^{-1}. \tag{105}
\]

Then
\[
k_1 = -\frac{2q\theta_1 \left(S_2(T)|_{\theta=\theta_1} - \theta_1 \left(\frac{\partial S_2(T)}{\partial \theta}|_{\theta=\theta_1}\right)\right)}{\left(S_2(T)|_{\theta=\theta_1} + \theta_1\right)^3} + 1 - q - \frac{q\theta^2}{\left(S_2(T)|_{\theta=\theta_1} + \theta_1\right)^2} \tag{106}
\]
\[
+ \frac{q\theta^2}{\left(S_2(T)|_{\theta=\theta_1} + \theta_1\right)^2} \frac{\partial \alpha_{11}(T)}{\partial \theta}|_{\theta=\theta_1}. \]

It is obvious that \( k_1 \neq 0 \) if condition (100) holds.

From map (102), we have \( \pi = (1/2)((\partial^2 f/\partial u^2)(0,0))^2 + (1/3)(\partial^3 f/\partial u^3)(0,0) = 2(k_2^2 + k_3) \). By calculation, we obtain
\[
k_2^2 + k_3 = (1 + E_{11}(T)) \cdot \left(1 + E_{11}(T)\right) a_{12}^2(T)|_{\theta=\theta_1} + a_{13}(T)|_{\theta=\theta_1} - \frac{q\theta^2}{(1 + E_{11}(T))^4 \left(S_2(T) + \theta\right)^4}|_{\theta=\theta_1}. \tag{107}
\]

So \( \pi = 2(k_2^2 + k_3) \neq 0 \) if condition (101) holds.

Then conditions (F1) and (F2) of Lemma 10 hold. So a flip bifurcation occurs in view of Lemma 10. A \( 2T \)-periodic solution bifurcates from the \( T \)-periodic solution at \( \theta = \theta_1 \).

### 7. Numerical Simulation

In this section, we will give bifurcation diagrams and phase portraits of system (8) to illustrate the above theoretical analyses and find new interesting complex dynamical behaviors by using numerical simulations. The bifurcation parameters are considered in the following two cases.

(1) Consider the following set of parameters:
\[
A = 76.5, \\
\beta = 0.5, \\
k = 0.01, \\
d = 0.5, \\
T = 1, \\
\gamma = 7.3, \\
\sigma = 0.2, \\
\alpha = 50, \\
\omega = 0.3, \\
q = 0.8. \tag{108}
\]

The solution of system (8) from the initial point \((15.5, 5.2)\) with \( \theta = 3 \) tends to the stable disease-free periodic solution when \( t \) increases (see Figure 1).

By (59), we obtain
\[
\theta_0 = \left(\frac{76.5}{0.5} - 17.04\right)^{-1} \left(\frac{0.5329 \times (17.04)^2}{1 - 0.6065} - \frac{(76.5)^2}{0.25} (1 - 0.8) (1 - 0.6065) + \frac{76.5 \times 17.04}{0.5} (1 - 2(1 - 0.8) \times 0.6065)\right) = 3.866. \tag{109}
\]

The bifurcation diagram of system (8) with respect to \( \theta \) is presented in Figure 2. It is seen from the bifurcation diagram that the disease-free periodic solution is stable for \( \theta \in (0, 3.866) \) and unstable for \( \theta \in (3.866, +\infty) \). A positive \( T \)-periodic solution bifurcates from the disease-free periodic solution at \( \theta = 3.866 \) through transcritical bifurcation. This positive \( T \)-periodic solution is stable for \( \theta \in (3.866, 14.45) \) and unstable for \( \theta \in (14.45, +\infty) \). A positive \( 2T \)-periodic solution bifurcates from the positive \( T \)-periodic solution at \( \theta = 14.45 \) through flip bifurcation.

The phase space plots for different values of \( \theta \) are drawn in Figure 3. Figure 3(a) shows a \( T \)-periodic solution in system (8) with \( \theta = 10 \). Figure 3(b) shows a \( 2T \)-periodic solution in system (8) with \( \theta = 16 \). Figure 3(c) shows a chaotic solution in system (8) with \( \theta = 54 \).

(2) Consider another set of parameters
\[
A = 76.5, \\
\beta = 0.5, \\
k = 0.01, \\
d = 0.5, \\
T = 1, \\
\gamma = 7.3, \\
\sigma = 0.2, \\
\alpha = 30, \\
\omega = 2, \\
q = 0.8. \tag{110}
\]

The bifurcation diagram of system (8) with respect to \( \theta \) is presented in Figure 4. System (8) presents complicated dynamics in this case. From Figure 4, we can see that there exist the chaotic regions and period orbits as the parameter
Figure 1: The stable disease-free periodic solution of system (8) with $\theta = 3$.

Figure 2: Bifurcation diagrams of system (8) with respect to $\theta$ in case (1) of Section 7.
Figure 3: Phase portraits of system (8).

Figure 4: Bifurcation diagrams of system (8) with respect to $\theta$ in case (2) of Section 7.
θ varies. Figure 4 depicts that there are \( T \), \( 2T \), \( 3T \), \( 4T \) periodic windows. From Figure 5, we show the following behaviors: the period-windows within the chaotic regions, the inverse period-doubling bifurcation from \( 4T \)-periodic orbits to chaos, and the inverse bifurcation from the \( 3T \)-periodic orbits to chaos.

If we consider \( k \) as a parameter, then the bifurcation diagram of system (8) with \( \theta = 6 \) is presented in Figure 6. It is seen from the bifurcation diagram that there is a route from chaos to stable periodic solutions via a cascade of reverse period-doubling bifurcation.

8. Discussion

It is well known that one important strategy to control epidemic disease is vaccination. In this paper, an SIR epidemic model with saturated treatment function and nonlinear pulse vaccination is studied. By Remark 4, we may see that the basic reproduction number \( R_0^* \) of system (8) without the pulse vaccination in [16] is greater than the corresponding basic reproduction number \( R_0 \) of system (8). Hence, pulse vaccination may reduce the basic reproduction number. To control the disease, a strategy should reduce the basic reproduction number to below unity. Thus, the introduction of pulse vaccination is helpful in controlling the epidemic diseases. For the control of the epidemic diseases, chaos may cause the diseases to run a higher risk of outbreak due to the unpredictability. Thus, it is necessary to delay or eliminate chaos. It is well known that the flip bifurcations may lead to chaos. So the flip bifurcations should be controlled. We enrich the medical resources (i.e., decrease \( \theta \)) to prevent the flip bifurcations. According to Theorem 11, we may reduce \( \theta \) below \( \theta_1 \). Then, the flip bifurcations can be eliminated. In addition, the flip bifurcation will not occur if the stability of the epidemic periodic solutions is not changed. Thus, we may also eliminate the flip bifurcation using Theorem 9. This prevents disease outbreaks. In the following, we eradicate the disease by means of preventing the transcritical bifurcations.
By Theorem 8, we should consider two cases. For case (1) of Theorem 8, we may reduce $\theta$ below $\theta_0$ (i.e., $R_0 < 1$). Then disease eradication may be obtained. However, this might not be sufficient to eliminate the disease for case (2) of Theorem 8 by reducing $\theta$ below $\theta_0$ (i.e., $R_0 < 1$) since a backward bifurcation occurs. Therefore, we have to identify the critical contact value $\theta_1 < \theta_0$ such that there do not exist the epidemic periodic solutions for $\theta < \theta_1$. We may also reduce $R_1$ below 1 to eliminate the disease using Theorem 5.

In addition, by Figure 6, we find that the parameter $k$ has an impact on dynamical behaviours of system (8). For $k > 0.0132$, chaos will not occur from Figure 6. Hence, we may conclude whether the chaos occurs or not by the value of $k$. Then we may apply the corresponding control strategies.
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