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Container traffic forecasting is important for the operations and the design steps of a seaport facility. In this study, performances of the novel soft computing models were compared for the container traffic forecasting of principal Turkish seaports (Istanbul, Izmir, and Mersin seaports) with excessive container traffic. Four forecasting models were implemented based on Artificial Neural Network with Artificial Bee Colony and Levenberg-Marquardt Algorithms (ANN-ABC and ANN-LM), Multiple Nonlinear Regression with Genetic Algorithm (MNR-GA), and Least Square Support Vector Machine (LSSVM). Forecasts were carried out by using the past records of the gross domestic product, exports, and population of the Turkey as indicators of socioeconomic and demographic status. Performances of the forecasting models were evaluated with several performance metrics. Considering the testing period, the LSSVM, ANN-ABC, and ANN-LM models performed better than the MNR-GA model considering overall fitting and prediction performances of the extreme values in the testing data. The LSSVM model was found to be more reliable compared to the ANN models. Forecasting part of the study suggested that container traffic of the seaports will be increased up to 60%, 67%, and 95% at the 2023 for the Izmir, Mersin, and Istanbul seaports considering official growth scenarios of Turkey.

1. Introduction

Once a seaport construction has finished and field equipment has been installed, it is ineffective and uneconomic to change its configuration [1]. To avoid the uneconomic decisions regarding the seaport’s operations, decision makers or corresponding authorities must be able to forecast the trade volume or container traffic in a confidential way. This forecasting step prior to the preparation of the seaport project is essentially critical for countries similar to Turkey where the naval trade constitutes a major part of the national trade. Turkey’s economic (gross domestic product) growth especially with an average growth rate as 4.9% between 2002 and 2014 is expected to be continued and makes the trade volume forecasting job an important part of the development plans regarding the seaports [2]. The growing numbers of containers handled in Turkish seaports indicate the requirement of the reliable forecasting studies such that the number of handled containers (container traffic) has rapidly increased to 8.3 million TEU (twenty-foot equivalent unit) in 2015 from 2.5 million TEU in 2003 [3]. Under these circumstances, seaport development plans and decisions are also questionable in making reliable forecasts of future trade volumes and container traffic.

Despite the recent forecasting approaches, many long-term and short-term trade volume projections in Turkey have been based on the linear regression models considering the relationship between the trade, economic and population growth [4–6]. As numerous factors affect the container traffic in a seaport, there may exist complex nonlinear relationships between the container traffic and those economic and demographic variables which are difficult to be taken care of by the traditional statistical methods. Specifically, utilization of these traditional regression methods may result in poor extrapolation performances of the models and high prediction errors. Due to the limitations of statistical methods, recent studies have used soft computing approaches, including Artificial Neural Network (ANN), Fuzzy Logic (FL), Genetic Algorithm (GA), Artificial Bee Colony (ABC), and Ant Colony Algorithms.
Year 2023 is the centenary anniversary of the Turkish Republic. To be a developed country in 2023, Turkish Government has vision goals in many areas (trade, education, health, etc.). One of the main goals of the Turkish Government is to reach a total of 500 billion dollars of exports in 2023 (nearly equal to the three times of the current worth of exports). The primary objective of this study is to propose reliable forecasting models for the principal Turkish seaports to predict the future container traffic under the influence of the governmental vision goals. For this purpose, the annual container throughputs or container traffic (total numbers of annually handled import and export containers) in Izmir, Istanbul, and Mersin seaports which are handling 88% of the total container throughput of Turkey were considered [7]. Several novel forecasting models were implemented for these seaports using ANN with Artificial Bee Colony Algorithm and Levenberg-Marquardt Algorithm (ANN-ABC and ANN-LM), Multiple Nonlinear Regression with Genetic Algorithm (MNR-GA), and Least Square Support Vector Machine (LSSVM) regression. Model input (predictor) variables were selected among the basic demographic and socioeconomic variables (gross domestic product (GDP), population, inflation rate, fuel price, total exports, and imports of Turkey).

2. Literature Review

Studies involving the prediction of seaports’ cargo or container traffic can be categorized into long-term and short-term forecasting studies. For long-term forecasting studies, especially regression analysis identifies the relationship between the response (output) and predictor (input) variables and it has been used in seaport planning projects in the last decade [8–11]. Japan International Cooperation Agency [12] implemented projection studies for cargo throughputs by including the predictor variables of GDP and population for the planning and feasibility studies in Turkey. The selection of the predictor variables for a forecast model was investigated based on many studies as given in Table 1. Population growth especially in the developing countries can stimulate a greater trade volumes due to the increased labor force and economic improvements [13]. GDP is the most commonly used single measure of a country’s overall economic activity and it represents the total value at constant prices of final goods and services produced for a one-year period. In a study, Kavoussi [14] indicated a significant relationship between GDP and trade volumes of a country. Particularly in developing countries, there is a stronger relationship between the export volumes and economic growth. For example, Ram [15] and Sheehey [16] reported high correlations between GDP and trade volume for developing countries. Besides the long-term forecasting of a seaport’s trade volume, short-term forecasting is used for the utilization of the seaport’s operations and resources allocation. Frequently used short-term forecasting approaches are extrapolation and time series analysis such as seasonal autoregressive integrated moving average (SARIMA) models [17] and autoregressive integrated moving average (ARIMA) intervention models [18]. These kinds of models were also frequently used for many applications such as economic and inflation forecasting [19], forecasting of the passenger traffic in airports [20], and grain car loadings [21].

In recent years, emerging soft computing techniques have played an effective and important role for mapping the complex nonlinear relations between the factors influencing the trade volumes [22]. These black-box type approaches, proposing the capability of robustness, self-adaptation, and organization, were implemented for trade demand forecasting considering bulk or liquid cargos or containers. Several researchers applied the soft computing methods such as genetic programming and hybrid transfer function models for the forecasting of cargo traffic [23–25] and fuzzy logic models for the forecasting of traffic flow in highways [26]. Among the various soft computing methods, ANN is one of the most frequently applied techniques which can be used for forecasting of trade volumes [27–30] and logistic demands [31]. Conducted studies proposed that the ANN models are more accurate than the linear regression techniques for forecasting the cargo traffic in seaports [32–36]. Despite the well-known training techniques for ANN such as backpropagation (BP) and gradient-descent algorithm, many researchers tried to implement several new optimization techniques to form hybrid ANN models with ABC algorithm [32, 33] and Levenberg-Marquardt algorithm which is superior to the BP in terms of simplicity and robustness [34]. In many studies, implementation of the ABC algorithm for training the neural networks was found superior to the standard BP algorithm considering balanced exploration capacity and relatively minimum risk of the ABC algorithm to stuck in local minima [34, 35]. In the case of multiple nonlinear regression, parameter estimation can be performed with iterative least squares technique [36]. However, the problem of finding the least squares estimate is well known to be a difficult iterative technique [37]. To solve this problem, many researchers tried to propose alternative techniques rather than least square estimates for nonlinear regression analysis [38, 39]. Among them, Price and Shafii [38] and Stoica and Boitor [40] proposed the GA for least square estimates. The implementation of the GA is not only available for the estimation of the regression parameters but also involved in many forecasting studies [41–43].

The LSSVM is a powerful approach for nonlinear mapping, function fitting, and classification models. It has been successfully used for solving forecasting problems from many fields such as predicting the annual electric load [49], precipitation forecasting [50], stream-flow forecasting [51], crude oil price prediction [52], and traffic flow forecasting [53, 54]. However, it was found that the LSSVM model has not been applied to long-term forecasting of annual trade demand or container traffic of a seaport. Additionally, among the mentioned soft computing approaches, there are very limited studies in literature associated with the forecasting of the container traffic for the seaports. Current studies generally focused on forecasting the solar power with LSSVM [55], the hydroelectric generation [56] and the hydrologic variables with ANN-ABC, and the tourist flow with the assistance of GA [43]. However, there exists no study in literature simultaneously comparing the MNR-GA, LSSVM, and ANN model with ABC and LM methods for forecasting.
Table 1: Summary of previous studies on seaports’ freight demand estimation.

<table>
<thead>
<tr>
<th>Study</th>
<th>Type</th>
<th>Predicted variables</th>
<th>Predictor variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forecasting cargo growth and regional role of the port of Hong Kong [44]</td>
<td>Multivariate regression</td>
<td>Total inward freight movements (million tons)</td>
<td>Electricity demand, Population, Domestic exports at 1990, Prices</td>
</tr>
<tr>
<td>Forecasting container cargo throughput in ports [45]</td>
<td>Multilinear regression Elasticity model Port competition model</td>
<td>Container throughput/traffic (TEU)</td>
<td>Industrial production index, GNP, GDP per capita for country</td>
</tr>
<tr>
<td>Estimation of freight demand at Mumbai port using regression and time series models [46]</td>
<td>Univariate and multivariate regression</td>
<td>Freight demand</td>
<td>GDP and crude oil production, World income</td>
</tr>
<tr>
<td>Forecasting cargo throughput for the port of Hong Kong: error correction model approach [47]</td>
<td>Univariate and multivariate regression</td>
<td>Total freight throughput</td>
<td>China’s total trade value, USA total trade value, Number of berths in container terminal, Cargo throughput at other ports</td>
</tr>
<tr>
<td>Empirical analysis of influence factors to container throughput in Korea and China ports [48]</td>
<td>Univariate and multivariate regression</td>
<td>Container volume</td>
<td>Port tariff, Hinterland GDP, Hinterland export and import</td>
</tr>
</tbody>
</table>

performances and particularly for the container traffic of seaports. In the present study, ANN-ABC, ANN-LM, MNR-GA, and LSSVM regression methods were proposed to forecast the future container traffic in the principal Turkish seaports based on the governmental development scenarios. The best performing models were selected by model evaluations for the testing data and future container traffic of these seaports were forecasted until 2023.

3. Methodology

3.1. Artificial Neural Network with Artificial Bee Colony (ANN-ABC) and Levenberg-Marquardt (ANN-LM) Models.

The artificial neural network (ANN) is a computational intelligence method simulating the human brain. The ANN basically transforms input signals to desired output signals while learning the data pattern and its characteristics. In literature, among many ANN structures, multilayer perceptron network trained with backpropagation algorithm are mostly used for solving engineering problems. Specifically, the popular BP algorithm compares the estimated outputs of network with the known outputs and backpropagates network error to adjust and minimize the optimum interconnection weights. Detailed information about the ANN methodology can be found in [57, 58].

In the present study, ABC algorithm was used for the ANN training. This technique is considered as more powerful and faster than the conventional gradient descent and BP algorithms [34]. The ABC is a swarm based optimization algorithm simulating the intelligence of honeybee colonies [59]. It is based on determining the profitable food sources scattered in the food space. In the ABC algorithm, each food source corresponds to a singular solution. Basically the ABC algorithm implements a comprehensive search technique to find the best profitable food source or solution. Algorithm proposes three types of bees: employed, onlookers, and scouts. For each food source a single employed bee is assigned. Bees waiting to select a food source are called onlooker bees. Employed bees visit the food sources to find more feasible solutions in their neighborhood. The unemployed bees in the colony act as scouts by searching the food sources scattered randomly in food space. This helps the algorithm not to be trapped in local minima. In the ABC algorithm, the nectar amount of the food source corresponds to the fitness of the solution as the onlooker bees tend to travel to rich nectar sources rather than poor sources [60]. The ABC algorithm consists of initialization, employed bee, onlooker bee, and scout bee stages which are discussed as below.

3.1.1. Initialization Stage of the ABC Algorithm. In the initialization stage, food sources or initial solutions are randomly generated with (1) and a predefined cost function is started to be optimized:

\[
A_{ij} = A_{j}^{\text{min}} + \theta_{ij} \left( A_{j}^{\text{max}} - A_{j}^{\text{min}} \right) \quad (1)
\]

For \( i = \{1, 2, \ldots, \text{NF}\}, \ j = \{1, 2, \ldots, D\}, \)
where $A_j^{\text{max}}$ and $A_j^{\text{min}}$ are upper and lower bounds of the $j_{th}$ parameter, $\theta_{ij}$ is a random real number in a range of $[-1, 1]$, NF is the number of food sources, and $D$ is the number of parameters to be optimized. After the initialization step, the created populations are evaluated by implementing a cost function $f(\vec{A}_i)$ for each solution $\vec{A}_i$ and the fitness values ($\text{fit}_i$) corresponding to each solution are obtained by the following

$$\text{fit}_i = \begin{cases} 
\frac{1}{1 + f(\vec{A}_i)} & \text{if } f_i \geq 0 \\
\frac{1 + \text{abs}(f(\vec{A}_i))}{1 + \text{abs}(f(\vec{A}_i))} & \text{if } f_i < 0.
\end{cases} \tag{2}$$

### 3.1.2. Employed Bee Stage of the ABC Algorithm

Employed bees search the neighborhood of all food sources and a new solution $\vec{v}_i$ is generated in the vicinity of the available solution $\vec{A}_i$ with

$$v_{ij} = A_{ij} + \theta_{ij} (x_{kj} - x_{ij}), \tag{3}$$

where $i = \{1, 2, \ldots, \text{NF}\}$ and $j$ is a parameter randomly chosen in the range of $[1, D]$; $k$ is the randomly chosen solution other than $i$. The fitness of the new solution is evaluated by the cost function equation (2). Algorithm replaces the old solution $\vec{A}_i$ with the new one if the fitness of the new solution $\vec{v}_i$ is better. Otherwise, the old solution is kept and a counter variable is increased for that particular solution $\vec{A}_i$.

### 3.1.3. Onlooker Bee Stage of the ABC Algorithm

After finishing all the food sources, the ABC algorithm triggers the onlooker bee stage to select the best food sources based on a probabilistic roulette wheel rule set. This rule set calculates the probabilities of the solutions or food sources $P_i$ based on the fitness values of each solution ($\text{fit}_i$) using

$$P_i = \frac{\text{fit}_i}{\sum_{j=1}^{\text{NF}} \text{fit}_j}. \tag{4}$$

The selection of the food sources by the onlooker bees is performed by comparing a uniformly random number in the range of $[1, 0]$ with the corresponding $P_i$ of that particular food source $\vec{x}_i$. If the random number is less than the probability value of $\vec{x}_i$, onlooker bee is assigned to find another neighborhood food source by (3) in the neighborhood of $\vec{A}_i$. Similar to the employed bee stage, for the case of a better neighborhood solution, the new solution is kept in the population; otherwise, the original solution is untouched and a counter variable is increased for that solution.

### 3.1.4. Scout Bee Stage of the ABC Algorithm

After the onlooker bee stage, the counter variables for each $\vec{A}_i$ are inspected if they exceed a predetermined limit for deciding if $\vec{A}_i$ can be improved anymore. If the limit value is exceeded, $\vec{A}_i$ is considered as an exhausted solution and for each algorithm cycle an exhausted solution is removed from the population. Instead of the exhausted one, a new solution is randomly generated by a scout bee by (1). The cycle of the ABC algorithm continues until termination conditions are met such as a maximum algorithm cycle time or a specific network error. For each employed, onlooker and scout bee stages, the corresponding solution may be improved through different search algorithms. After the completion of these steps, an algorithm cycle is also completed and the best solution is stored in a global variable.

### 3.1.5. Training of the ANN with ABC (ANN-ABC) and LM (ANN-LM) Algorithms

BP algorithm developed by Rumelhart et al. [61] and gradient descent algorithms are used for training the multilayered neural networks which try to determine the optimum connection weights between the neurons to minimize the total network error. One of the disadvantages of the BP algorithm is that the error function and activation functions must be differentiable [62]. Karaboga and Akay [63] proposed the ABC algorithm as an alternative ANN training algorithm to standard backpropagation algorithm. They argued that ABC algorithm can find the optimal connection weights with relatively modest computational resources. The Root Mean Square Error (RMSE) of the network output is the objective function to be minimized by the algorithm. The Levenberg-Marquardt algorithm was presented and substituted for the backpropagation algorithm in training neural networks and involved in studies such as predicting time series [64, 65]. The Levenberg-Marquardt algorithm approximates the Newton’s method without computing the Hessian matrix provided that the performance function has the form of a sum of squares in an ANN. For the training of the ANN, the Jacobian matrix, a key step in the LM algorithm, can be computed with a modified BP algorithm by implementing the LM algorithm. A mathematical description of the LM training algorithm was presented by Hagan and Menhaj [66].

### 3.2 Least Square Support Vector Machine (LSSVM)

In support vector machines, the regression problem is described as a convex quadratic programming problem as given in

$$y_i = w^T \varphi(x_i) + b, \tag{5}$$

where $w$ is the weight vector, $\varphi$ is the mapping function, and $b$ is the error term. For this study, the model output is annual container traffic in units of TEU. The mapping function $\varphi$ is in the family of nonlinear functions that maps the input vector into a higher dimensional feature space. The weight and mapping functions cannot be shown explicitly but in the form $K(x_i, x) = \varphi(x_i)^T \varphi(x)$ form with a definite kernel $K$ function such that $K(x_i, x) = x_i^T x$ for linear or $K(x_i, x) = (x_i^T x + 1)^d$ for polynomial SVM. In LSSVM, the model parameters are described by implementing the minimization problem to obtain an expression of the model in the dual space by

$$\min J(w, c) = \frac{1}{2} w^T w + \frac{1}{2} \sum_{i=1}^{N} c_i^2 \tag{6}$$

subject to $y_i = w^T \varphi(x_i) + b + c_i, \quad i = 1, \ldots, N$. 
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where $C$ is the regularization parameter and $c_i$ is the slack variable. The optimization problem changed to be a nonconstrained problem by introducing the Lagrange multipliers. The Lagrangian function ($L$) can be expressed by

$$L(w, b, c, \alpha) = J(w, c) - \sum_{i=1}^{N} \alpha_i \left[ w^T \phi(x_i) + b + c - y_i \right],$$

where $\alpha_i$ is the Lagrange multiplier. For determining the conditions of optimality, one can take the partial derivatives of the $L$ with respect to the $w$, $b$, $c$, and $\alpha$ according to the governing Karush–Kuhn–Tucker optimality conditions [67].

By eliminating the variables of $w$ and $c_i$, the following linear solution is obtained:

$$
\begin{bmatrix}
0 \\
Q^T \\
Q K + C^{-1} I
\end{bmatrix}
\begin{bmatrix}
b \\
A \\
0
\end{bmatrix}
= 
\begin{bmatrix}
0 \\
Y
\end{bmatrix},
$$

where $Q = [1, \ldots, 1]^T$, $A = [a_1, a_2, \ldots, a_m]^T$, and $Y = [y_1, y_2, \ldots, y_m]^T$. The kernel function $K(x, x_i) = \phi(x_i)^T \phi(x)$ is implemented according to the Mercer’s condition to form the LSSVM regression as given in

$$f(x) = \sum_{i=1}^{m} a_i K(x, x_i) + b.$$

Multiple Nonlinear Regression is a flexible regression technique for examining the relationship of predictor variables and a single response variable [69]. The assumption of Multiple Nonlinear Regression models is that the relationship between the response variable $Y$ and the $m$-vector of predictor variables is nonlinear. The model can be described as a high order polynomial multiple regression model as given in

$$Y = a + b_1 X_1 + b_2 X_2 + \cdots + b_m X_m,$$

where $a$ is the intercept, $b_m$ is the model coefficient, and $j$ is the number of predictor variable in the model. For this study, the Multiple Nonlinear Regression equation would be used to fit a forecasting model to the observed data set of independent variables for estimating the total container traffic. The fitted model was used to forecast the container traffic with the projected dependent variables of $X_i$. In this study GA was implemented for determining the coefficients of the multiple regression model as a calibration tool and these models were defined as MNR-GA. The MNR-GA approach simplifies and accelerates considerably the optimization process because it implements intelligent optimization technique rather than standard least square [70].

4. Model Development and Evaluation

4.1. Variable Selection and Data Application. The selection of the input variables is the principal step in a model design. The annual total container traffic for the Istanbul, Izmir, and Mersin seaports was the output variables of the forecasting models. For this purpose, the past records of the total container traffic (from 1989 to 2015) were retrieved from the governmental database of Ministry of Transport Maritime Affairs and Communications of Turkey [71]. The transshipment container traffic of the seaports were not covered in
this study because they are not the produced container movements resulting from the economic activities in the hinterlands. Turkey has a developing economy so due to the intense growth of the trade demand, there is also an increasing demand for the additional trade hubs. This creates a huge opportunity for privately owned seaports sharing the same hinterlands with the state owned seaports. To perform reliable forecasts, the container traffic of the smaller seaports which is sharing the same hinterland with the primary seaport is also considered. In this study, the container traffic of the Aliaga seaports adjacent to the primary seaport of Izmir (Alsancak seaport) were added to the traffic of the primary seaport. By this way, the diverging container traffic to these auxiliary seaports were included and the primary and auxiliary seaports were called as Izmir seaports. Thus, the study was extended to the Izmir region. Considering the Istanbul region of Turkey, the container traffic of adjacent seaports was added to the primary seaport’s traffic (Ambarli seaport) and the primary seaport’s data for the past years (Haydarpaşa seaport) were also included and the merged container traffic was tagged as Istanbul seaports. Beside the Izmir and Istanbul seaports, Mersin seaport is the only principal seaport in its region and there are no auxiliary seaports available sharing the same hinterland; hence its values were not touched. The primary and auxiliary seaports in Turkey which were considered in this study are shown in Figure 2.

The candidate input variables for this study were GDP, world GDP, population, inflation rate, interest rate, fuel price, total exports, and imports of Turkey in dollars. Data for some candidate variables (e.g., world GDP, inflation rate, interest rate, and fuel price) were not considered as quantitative and rational so they were discarded from the candidate variables. The data used in this study were gathered from different governmental agencies of Turkey and International Money Fund. The mid-year population data were obtained from the Turkish Statistical Institute which composes the official governmental database. Increasing the number of input variables in a model may also increase the risk of overfitting and overtraining issues. In this study, the Cosine Amplitude Method (CAM) was implemented to determine the most important input variables among the candidates [72]. CAM is among the sensitivity analysis to investigate the similarities between the model parameters and it calculates the relationship element $r_{ij}$ using the following equation by comparing the two data arrays. The $r_{ij}$ value is deviated between 0 to 1.

$$ r_{ij} = \frac{\sum_{k=1}^{m} x_{ik} x_{jk}}{\sqrt{\sum_{k=1}^{m} x_{ik}^2 \sum_{k=1}^{m} x_{jk}^2}} $$

where $r_{ij}$ is the relationship parameter resulting from the pairwise comparison of data pairs of $m$ dimensional space,
\( r_{ij} \) is the dependent variable, and \( x_j \) is the corresponding independent variable. Based on this equation, close values of \( r_{ij} \) to 0 indicate the dissimilarity and close values to 1 point out the similarity of two data sets. The most effective input variables among the candidates influencing the total container traffic of each seaport are shown in Figure 3.

The most important independent variables related with the container traffic were considered as the total exports and imports of Turkey followed by GDP and population. In the light of the CAM-analysis, population, GDP, and total exports were used in this study. The independent variable of total imports was discarded from the models because there was a strong intercorrelation between the total exports and total imports was discarded from the models because there was a strong intercorrelation between the total exports and imports. The data categorized as input and output variables are shown in Table 2 with their sources in which they are retrieved from. If the numeric data is not normalized, the are shown in Table 2 with their sources in which they are retrieved from. If the numeric data is not normalized, the training of the ANN can be difficult due to the combination of very large and very small data points [73]. For each model, a normalization procedure was carried out for all variables. By implementing a standardization function, input and output variables were normalized between 0.1 and 0.9 with

\[
Y_n = 0.9 \times \frac{Y_r - Y_{r_{\min}}}{Y_{r_{\max}} - Y_{r_{\min}}} + 0.1, \tag{13}
\]

where \( Y_n \) is the normalized value, \( Y_r \) is the real value, and \( Y_{r_{\max}} \) and \( Y_{r_{\min}} \) are maximum and minimum values in the data.

4.2. Development of Forecasting Models. In this study, a feedforward neural network was used for the ANN-ABC and ANN-LM models with a single hidden layer including several neurons. Total annual container traffic was the network output. For the termination criterion, several maximum algorithm cycle times were used. The second termination criterion was the RMSE goal of \( 8 \times 10^{-4} \) for the normalized network output. Tangent sigmoid transfer function was used for all the neurons as an activation function except the input layer neurons which had no transfer function. The parameter search range was defined as \([-15, 15]\) and the colony size was defined as 50 bees. The determination of the optimum parameters for the ANN-ABC model was carried out by model try outs with changing the two model parameters (maximum cycle time and number of hidden layer neurons).

The Colony size and the parameter search ranges were taken as constant through the benchmarking study because changing the colony size produced negligible effect on the RMSE statistic. The optimum combination for the number of hidden layer neurons and algorithm cycle times were decided with comparing the RMSE statistics by adjusting the network structure with 5, 8, 12, and 15 hidden layer neurons and algorithm cycle times of 300 to 10000.

The model performances indicated that, for the algorithm cycle times of 8000 and 10000, ANN-ABC models showed higher RMSE values and lower generalizing performances for the testing period data probably due to the overfitting issues. In contrary, for the smaller algorithm cycle times, the model fitting performances also seemed to be less successful. Particularly, for the Izmir seaports, the best performing ANN-ABC model structure was selected as the 3-12-1 with 12 hidden layer neurons, algorithm cycle time of 4000, and RMSE of \( 38.02 \times 10^3 \) TEU. For the remaining seaports, this procedure was also implemented for selecting the best performing ANN-ABC models. Similarly, for the Istanbul seaports, the best performing model configuration was 3-8-1 with algorithm cycle time of 2000 and RMSE of \( 210.26 \times 10^3 \) TEU. For the Mersin seaport the best performing network configuration was 3-8-1 with algorithm cycle time of 2000 and RMSE value of \( 55.68 \times 10^3 \) TEU. For all the ANN-ABC models, the RMSE goal was not reached as a termination criterion.

For assessment of the ANN-LM model performances, same procedure was implemented as the ANN-ABC model. For the Izmir seaports, the best performing ANN-ABC network configuration was selected as 3-8-1 with algorithm cycle time of 800 and RMSE of \( 44.7 \times 10^3 \) TEU. For the Istanbul seaports, the best performing model configuration was 3-12-1 with algorithm cycle time of 1000 and RMSE of \( 208.33 \times 10^3 \) TEU. For the Mersin seaport the best model configuration was 3-8-1 with algorithm cycle time of 400 and RMSE value of \( 60.08 \times 10^3 \) TEU. For all ANN-LM models, the RMSE goal was also not reached as a termination criterion.

The LSSVM models were implemented with the same data normalization procedure by (13). The optimum regularization constants and kernel bandwidths were selected with model tryouts. Figure 4 shows the variations of the RMSE statistics for the LSSVM models with different kernel bandwidths and regulation constants considering the normalized testing period data of the Istanbul seaports, Izmir seaports, and Mersin seaport. Figure 4 indicated that the best performing model parameters can be selected as 22.86 and 1000 for regulation constant and kernel bandwidth for the Izmir seaports, 350 and 275 for Istanbul seaports, and 1750 and 1000 for Mersin seaport. Further improvements over 1000 for the kernel bandwidth were not significant for the solution domain of all seaports. For each seaport, a specific regulation constant and kernel bandwidth parameters were determined and used in the forecasting part of the study.

For the MNR-GA model, the GA was used for determining the optimum parameters of multiple linear regression equation. In this study, the exponential form of a multiple linear regression equation was used as shown as

\[
\text{Container Throughput} = a_0 + a_1 \text{GDP}^{x_1} + a_2 \text{POP}^{x_2} + a_3 \text{EXP}^{x_3}, \tag{14}
\]
Table 2: Input and output variables used for forecasting models.

<table>
<thead>
<tr>
<th>Years</th>
<th>Years</th>
<th>GDP ($) ($×10^9)</th>
<th>Population∗∗ ($×10^6)</th>
<th>Exports ($) ($×10^6)</th>
<th>Annual container traffic (×10^3 TEU)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1989</td>
<td>1990</td>
<td>107.14</td>
<td>55.6</td>
<td>11.6</td>
<td>115.23</td>
</tr>
<tr>
<td>1991</td>
<td>1992</td>
<td>150.68</td>
<td>56.5</td>
<td>13.0</td>
<td>122.50</td>
</tr>
<tr>
<td>1993</td>
<td>1994</td>
<td>150.03</td>
<td>57.4</td>
<td>13.6</td>
<td>143.11</td>
</tr>
<tr>
<td>1995</td>
<td>1996</td>
<td>158.46</td>
<td>58.3</td>
<td>14.7</td>
<td>162.51</td>
</tr>
<tr>
<td>1997</td>
<td>1998</td>
<td>180.17</td>
<td>59.2</td>
<td>18.3</td>
<td>212.95</td>
</tr>
<tr>
<td>1999</td>
<td>2000</td>
<td>130.69</td>
<td>60.1</td>
<td>15.1</td>
<td>268.93</td>
</tr>
<tr>
<td>2001</td>
<td>2002</td>
<td>169.49</td>
<td>61.0</td>
<td>21.6</td>
<td>302.15</td>
</tr>
<tr>
<td>2003</td>
<td>2004</td>
<td>266.57</td>
<td>67.8</td>
<td>27.8</td>
<td>464.46</td>
</tr>
<tr>
<td>2005</td>
<td>2006</td>
<td>196.01</td>
<td>68.2</td>
<td>23.3</td>
<td>491.23</td>
</tr>
<tr>
<td>2007</td>
<td>2008</td>
<td>269.29</td>
<td>64.5</td>
<td>27.0</td>
<td>717.94</td>
</tr>
<tr>
<td>2009</td>
<td>2010</td>
<td>249.75</td>
<td>66.2</td>
<td>26.6</td>
<td>709.70</td>
</tr>
<tr>
<td>2011</td>
<td>2012</td>
<td>267.75</td>
<td>68.5</td>
<td>36.1</td>
<td>836.04</td>
</tr>
<tr>
<td>2013</td>
<td>2014</td>
<td>303.01</td>
<td>68.8</td>
<td>47.3</td>
<td>1049.63</td>
</tr>
<tr>
<td>2015</td>
<td>2016</td>
<td>392.17</td>
<td>69.2</td>
<td>63.2</td>
<td>1215.27</td>
</tr>
<tr>
<td>2017</td>
<td>2018</td>
<td>482.98</td>
<td>69.5</td>
<td>73.5</td>
<td>1483.95</td>
</tr>
<tr>
<td>2019</td>
<td>2020</td>
<td>530.90</td>
<td>69.9</td>
<td>85.5</td>
<td>1126.87</td>
</tr>
<tr>
<td>2021</td>
<td>2022</td>
<td>647.16</td>
<td>70.6</td>
<td>107.3</td>
<td>1365.29</td>
</tr>
<tr>
<td>2023</td>
<td>2024</td>
<td>730.34</td>
<td>71.5</td>
<td>132.0</td>
<td>1690.70</td>
</tr>
<tr>
<td>2025</td>
<td>2026</td>
<td>614.55</td>
<td>72.6</td>
<td>102.1</td>
<td>1900.73</td>
</tr>
<tr>
<td>2027</td>
<td>2028</td>
<td>731.17</td>
<td>73.7</td>
<td>113.9</td>
<td>2145.14</td>
</tr>
<tr>
<td>2029</td>
<td>2030</td>
<td>774.75</td>
<td>74.7</td>
<td>134.9</td>
<td>2345.14</td>
</tr>
<tr>
<td>2031</td>
<td>2032</td>
<td>788.86</td>
<td>75.6</td>
<td>152.5</td>
<td>2545.14</td>
</tr>
</tbody>
</table>
| where GDP, POP, and EXP are the input variables denoted for the GDP, population, and total exports of Turkey. $a_i$ is the model parameter which indicates the corresponding weights of the response variables of the model. Finding the optimum MNR-GA model depends on several parameters influencing the performances of the GA and corresponding stopping criterions. For the stopping criterion of the MNR-GA model, a convergence factor was selected as 0.0001 and no time limit was used for the stopping criterion. The best performing MNR-GA model was selected by several model tryouts with variable mutation rates (between 0.01 to 0.10) and population sizes (25 to 150).

4.3. Evaluation of Model Results. The accuracies of the forecasting models were evaluated based on a series of performance metrics as shown in (15) where $O_i$ is the observed value and $P_i$ is the predicted value. Mean Absolute Percentage Error (MAPE) was also used as an additional indicator beside RMSE as it is less sensitive to the extreme values compared to the RMSE which exaggerates the model error. By a rule of thumb, smaller values of RMSE and MAPE indicate a better performing model. $R^2$ (coefficient of determination) is the percentage of the variation in the response variable which is explained by one or more predictor variables and used for evaluating the fitness performance of the regression models.

Root mean square error: $RMSE = \sqrt{\frac{\sum_{i=1}^{n} (P_i - O_i)^2}{n}}$.

Mean absolute percentage error (%): $MAPE = \frac{100}{n} \sum_{i=1}^{n} \left| \frac{O_i - P_i}{O_i} \right|$. 
The RMSE and $R^2$ statistics associated with the best performing ANN-ABC, ANN-LM, LSSVM, and MNR-GA models are given in Table 3. According to the RMSE and $R^2$ statistics, all the models performed better forecasts for the training period data than the testing period data considering all seaports. The ANN-ABC, ANN-LM, and LSSVM models showed better forecasting performances compared to the MNR-GA models considering the training and testing period data. LSSVM model performances were quite similar to the ANN-ABC and ANN-LM models while the first surpassed the latter one for Istanbul and Izmir seaports considering the RMSE statistics.

The time plots of the forecasting models for all seaports considering the test data are shown in Figure 5. To further assist the selection of the best forecasting model, two-sided Wilcoxon rank sum statistical test [77] was also implemented for the test data with a significance level of 0.05 to find out if one model significantly performed better. For all the seaports, $P$ values corresponding with the Wilcoxon rank sum test are shown in Table 3. $P$ value is the probability of observing a test statistic higher than the observed value considering the null hypothesis and it is a positive scalar within the range of 0 to 1. All the $P$ values were greater than 0.05 so the null hypotheses were rejected for all forecasting models. This implied that all models had significantly good generalization performance for the observed data.

Based on the RMSE, $R^2$, and MAPE metrics, the LSSVM model provided the most accurate predictions for Izmir and Istanbul seaports for the testing period data. For the Izmir seaports, LSSVM model was superior to the second best performer ANN-LM model in terms of $P$ value (0.959 > 0.861) and other performance metrics. For Istanbul seaports, LSSVM was again the best forecasting model in terms of performance metrics and $P$ values. For Mersin seaport, the ANN-ABC and ANN-LM models surpassed the LSSVM model considering the RMSE and $R^2$ and MAPE. By considering the MAPE, RMSE, and $R^2$ metrics, ANN-LM model was proposed as the best performing forecasting model despite the fact that ANN-ANC and ANN-LM model RMSE metrics were similar. Wilcoxon rank sum test also proposed the ANN-LM model as the best performer for the Mersin seaport.

Specifically, there was an economic crisis in Turkey in the year of 2009 which dramatically affected the trade volume of the country. For the year 2009, the mid-year population has grown while the exports and the GDP were dropped compared with the previous year. According to Figure 5, ANN-ABC, ANN-LM, MNR-GA, and LSSVM models predicted the decrease of the container traffic (TEU) for all seaports in 2009. Comparing with the ANN-ABC, ANN-LM, and MNR-GA models, LSSVM model was relatively more accurate for predicting this extremity for Istanbul and Izmir seaports. Results of the Mersin seaport indicated that ANN-ABC, ANN-LM, and MNR-GA models predicted better results than the LSSVM model. In this particular seaport, we need
Table 3: Performances of the best performing models of each seaport.

<table>
<thead>
<tr>
<th>Seaports</th>
<th>Model type</th>
<th>Training period</th>
<th>Testing period</th>
<th>P values</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$R^2$</td>
<td>RMSE ($\times 10^3$ TEU)</td>
<td>MAPE (%)</td>
</tr>
<tr>
<td>Istanbul seaports</td>
<td>ANN-ABC (3, 8, 1)</td>
<td>0.966</td>
<td>66.32</td>
<td>1.91</td>
</tr>
<tr>
<td></td>
<td>LSSVM (350, 275)*</td>
<td>0.976</td>
<td>120.14</td>
<td>3.31</td>
</tr>
<tr>
<td></td>
<td>MNR-GA</td>
<td>0.956</td>
<td>165.44</td>
<td>5.46</td>
</tr>
<tr>
<td></td>
<td>ANN-LM</td>
<td>0.985</td>
<td>102.14</td>
<td>2.06</td>
</tr>
<tr>
<td>Izmir seaports</td>
<td>ANN-ABC (3, 12, 1)</td>
<td>0.992</td>
<td>17.90</td>
<td>3.49</td>
</tr>
<tr>
<td></td>
<td>LSSVM (22.86, 1000)*</td>
<td>0.986</td>
<td>24.48</td>
<td>2.43</td>
</tr>
<tr>
<td></td>
<td>MNR-GA</td>
<td>0.929</td>
<td>57.38</td>
<td>3.71</td>
</tr>
<tr>
<td></td>
<td>ANN-LM</td>
<td>0.985</td>
<td>36.54</td>
<td>3.38</td>
</tr>
<tr>
<td>Mersin seaport</td>
<td>ANN-ABC (3, 8, 1)</td>
<td>0.995</td>
<td>21.11</td>
<td>1.39</td>
</tr>
<tr>
<td></td>
<td>LSSVM (1750, 1000)*</td>
<td>0.984</td>
<td>40.65</td>
<td>2.50</td>
</tr>
<tr>
<td></td>
<td>MNR-GA</td>
<td>0.982</td>
<td>61.57</td>
<td>4.75</td>
</tr>
<tr>
<td></td>
<td>ANN-LM</td>
<td>0.988</td>
<td>30.13</td>
<td>2.55</td>
</tr>
</tbody>
</table>

* LSSVM models were denoted as LSSVM (regulation constant, kernel parameter).

5. Future Predictions of the Container Throughput

The best performing ANN-ABC, MNR-GA, and LSSVM models were implemented to forecast the future container traffic of the corresponding seaports based on the official economic and demographic development scenarios of Turkey. For the Istanbul seaports, LSSVM and ANN-LM models predicted similar results compared to the ANN-ABC model and also the deviations between the ANN-ABC and remaining models were increased and reached up to 20% at the mid-years of the forecast period. At the year of 2023, ANN-LM model estimated the container traffic 7% more than the LSSVM model and 9% more than ANN-ABC model. The nonlinearity of the ANN-ABC model was apparent from the time plot. For the Izmir seaports, ANN-ABC and ANN-LM models overestimated the future container traffic compared to the LSSVM model. For the case of Izmir seaports, there was an increasing deviation between model forecasts. For this seaport, ANN-LM Model estimated the container traffic 20% more than the LSSVM model. At the end of the year 2023, LSSVM, ANN-ABC, and ANN-LM models predicted more or less 2.2 to 2.5 million TEU for the Izmir seaports. For the Mersin seaport, ANN-ABC and ANN-LM models showed similar performances. LSSVM model underestimated the container traffic 5% less than the other forecasting models.

Table 4: Turkey’s 2023 growth goals and mid-year population estimates.

<table>
<thead>
<tr>
<th>Scenario goals</th>
<th>Retrieved from</th>
<th>2017</th>
<th>2019</th>
<th>2023</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total exports (billion dollars)</td>
<td>[3]</td>
<td>258</td>
<td>321.9</td>
<td>500</td>
</tr>
<tr>
<td>Population (millions)</td>
<td>[74]</td>
<td>79.7</td>
<td>81.3</td>
<td>84.2</td>
</tr>
<tr>
<td>GDP ($) ($\times 10^9$)</td>
<td>[78]</td>
<td>1700</td>
<td>2000</td>
<td></td>
</tr>
<tr>
<td>Annual import growth rate (%)</td>
<td>[78]</td>
<td>11.7</td>
<td>12.7</td>
<td>11.3</td>
</tr>
</tbody>
</table>
6. Conclusions

In this study, we compared the performances of the four forecasting models based on four different approaches for estimating the container traffic in Izmir and Istanbul seaports and Mersin seaport of Turkey. ANN-ABC, ANN-LM, LSSVM, and MNR-GA models were applied to forecast the container traffic based on the annual past records and official predictions of GDP, total exports, and population. By comparing the RMSE, MAPE, and $R^2$ and considering the test period data, the best performing models were found as LSSVM for Izmir and Istanbul seaports and ANN-ABC and ANN-LM models for the Mersin seaport. The forecasting part of our study suggested that MNR-GA model was considerably deviated from the ANN-ABC, ANN-LM, and LSSVM models, such that MNR-GA model predicted nearly 200% more container traffic for Istanbul seaports, 145% for Izmir seaports, and 170% for Mersin seaport comparing with remaining models. This results showed that MNR-GA model yielded unreasonable forecasts as this vast amount of deviation could not be expected for 8 years of a time period for all seaports. The MNR-GA model did not achieve well,
possibly due to the characteristics of the nonlinear regression equation. The LSSVM, ANN-ABC, and ANN-LM models produced reasonable forecasts for all seaports compared to the MNR-GA model.

Based on the discussion of the results, the following conclusions could be drawn. According to the 2023 vision goals of Turkey, the total container traffic of the seaports will be increased up to 60% and 67% between years 2016 and 2023 for the Izmir seaports and the Mersin seaport and 95% for the Istanbul seaports considering the LSSVM, ANN-ABC, and ANN-LM model predictions. Our study suggested that soft computing models such as ANN-ABC, ANN-LM, and LSSVM were superior to the MNR-GA model based on the robustness and performance of fitting. Additionally, LSSVM model was superior to the ANN-ABC and ANN-LM models. Since it had relatively less model parameters, less effort was required for tweaking and obtaining the best performing LSSVM model. LSSVM model was also found to be more convenient than ANN models as it required relatively less computing time.
This study can also be extended by analyzing the GDP, population, import and exports, and additional predictor variables representing Turkey’s economic status for the corresponding hinterlands of the seaports. By this way, a microscaled and more sensitive forecast study can be performed. We also note that the forecast results of this study were based on the 2023 vision goals proposed by the Turkish Government and it was assumed that these goals would be achieved. In the case of a worst case scenario, the models will potentially overestimate the container traffic.
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