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This paper is concerned with the stochastic $H_{\infty}$ state feedback control problem for a class of discrete-time singular systems with state and disturbance dependent noise. Two stochastic bounded real lemmas (SBRLs) are proposed via strict linear matrix inequalities (LMIs). Based on the obtained SBRLs, a state feedback $H_{\infty}$ controller is presented, which not only guarantees the resulting closed-loop system to be mean square admissible but also satisfies a prescribed $H_{\infty}$ performance level. A numerical example is finally given to illustrate the effectiveness of the proposed theoretical results.

1. Introduction

Because of extensive applications in economy, mechanical systems, systems with human operators, and so on, a great deal of attention has been paid to a class of stochastic linear systems governed by Itô’s stochastic differential equations over the past years [1–4]. In particular, there is an increasing interest in the $H_{\infty}$ control and mixed $H_2/H_{\infty}$ control [5–10].

On the other hand, singular systems, as it is well known, are ideal mathematical models in practical modeling such as in electric circuits, economics, and aircraft modeling [11–13]. It is noted that the study on the control of deterministic or Markov jump singular systems has made fruitful achievement on stability [14, 15], stabilization [16, 17], $H_{\infty}$ control [18–25], and $H_p/H_{\infty}$ control [26], as well as sliding mode control [27, 28]. However, it can be seen that, owing to the presence of the diffusion term, few works have been done on stochastic singular systems with state-dependent noise so far. Different from deterministic singular systems or Markov jump singular systems without multiplicative noise, regularity, as a necessary and sufficient condition for the existence of the solution to singular systems, is not applicable to stochastic singular systems. For this reason, some researchers regarded the existence of impulse-free solutions as a precondition [29, 30]; others provided suitable conditions to guarantee the existence of an impulse-free solution [31–34]. Under the assumption that $\text{deg}(\det(sE - A)) = \text{rank}(E)$, $\det(sE - A) \neq 0$ and $\text{rank}(E, A_0) = \text{rank}(E)$, the filtering problem was firstly investigated in [31, 32]. Then, [34] removed the assumption condition $\text{deg}(\det(sE - A)) = \text{rank}(E)$ and discussed the observer-based controller design by means of a sequential design technique. Based on the assumption proposed by [34], the problem of robust finite-time $H_{\infty}$ control for a class of singular stochastic systems with parametric uncertainties was further discussed in [35], and the state feedback controller ensuring that the closed-loop system was robust stochastically bounded with a prescribed $H_{\infty}$ performance level was designed by means of the linear matrix inequalities (LMIs). Recently, the assumption condition was reduced to $\text{rank}(E, A_0) = \text{rank}(E)$ in [36–38], and sufficient conditions for the mean square admissibility of stochastic singular systems were proposed in terms of strict LMIs. Furthermore, the state feedback $H_{\infty}$ control for continuous-time singular stochastic systems was investigated in [39]. To the best of our knowledge, all the results which appeared in [29–35, 38, 39] were given in continuous-time setting except for [36, 37]. In particular, the $H_{\infty}$ state feedback control problem for discrete-time singular
systems with state and disturbance dependent noise has never been tackled. In fact, there are some differences in studying the $H_{\infty}$ control problem between discrete-time stochastic singular systems and continuous-time stochastic singular systems. For instance, how to deal with the difficulties arising from the nonlinear terms when employing the state feedback controller to the system? How to provide conditions to guarantee the irrelevance of the state $x(k)$ and the sequence of the random variables $\{u(k)\}_{k=0}^{\infty}$? So, it is very meaningful to discuss the issue of the $H_{\infty}$ control for discrete-time stochastic singular systems.

In this paper, motivated by [37], we investigate stochastic $H_{\infty}$ state feedback control problem for discrete-time singular systems with state and disturbance dependent noise. Compared to our earlier work [36, 37] and other available works in the literature, the main contributions of this paper lie in the following aspects. (i) By introducing the slack variables approach proposed in [22, 23], the new stochastic admissibility conditions for singular stochastic system are firstly provided, which are different from those in [36, 37] and are more helpful to derive the SBRLS. (ii) The suitable LMI conditions are presented, which not only meet the requirement of the mean square admissibility for the singular stochastic system but also ensure the irrelevance of the state $x(k)$ and the sequence of the random variables $\{u(k)\}_{k=0}^{\infty}$, while the above irrelevance is crucial to discuss the control problem of discrete-time stochastic systems. (iii) Two LMI-based SBRLs are derived for discrete-time stochastic singular systems with state and disturbance dependent noise, which can be regarded as extensions of corresponding results on deterministic singular systems [21, 22] and normal stochastic systems [5, 8, 9]. Based on the obtained SBRLS, the state feedback $H_{\infty}$ controller is designed.

The remainder of this paper is organized as follows: Section 2 contains some fundamental notions and preliminary results. In Section 3, two SBRLs are obtained in terms of strict LMIs. In Section 4, the state feedback $H_{\infty}$ controller for singular stochastic systems is designed by using the augmented system. Section 5 gives a simulation example to illustrate the effectiveness of the proposed theoretical results. Conclusions are presented in Section 6.

Notations. $S_n$ is the set of all $n \times n$ symmetric matrices; $A > 0$ (resp., $A < 0$): $A$ is a real symmetric positive definite (resp., negative definite) matrix; $A^T$ is the transpose of $A$; $\| \cdot \|$ is the Euclidean norm of a vector; $\mathfrak{S}(\cdot)$ is the expectation operator; $I_n$ is the $n \times n$ identity matrix; $He(A) := A + A^T$; $N = \{0, 1, \ldots \}$. For a matrix $X \in R^{n \times n}$ with rank$(X) = r$, let $X^+ \in R^{(n-r)\times n}$ be any matrix with full row rank satisfying $X^+X = 0$ and $X^+X^T > 0$.

2. Preliminaries

Consider the following discrete-time stochastic singular system:

$$Ex(k+1) = Ax(k) + A_0 x(k) w(k) + B_1 v(k) + B_0 v(k) w(k) + Bu(k),$$

$$z(k) = C x(k) + D v(k),$$

$$Ex(0) = x_0 \in R^n,$$

$$k \in N,$$

where $x(k)$ (or $x(k, x_0, v)$ for clear) $\in R^n$, $v(k) \in R^q$, $u(k) \in R^m$, and $z(k) \in R^p$ are, respectively, the system state, the disturbance signal, the controlled input, and the controlled output. $A, A_0, B_0, B_1, C, D$ and $D$ are constant matrices of appropriate dimensions. The matrix $E$ may be singular and we assume that rank$(E) = r \leq n$. $Ex(0) = x_0 \in R^n$ is the initial condition which is deterministic. Suppose $v(k)$ and $w(k)$ are uncorrelated, and $\{u(k)\}_{k=0}^{\infty}$ is a sequence of real independent random variables defined on a complete probability space $(\Omega, F, \mu)$ with $\mathfrak{S}(w(k)) = 0$ and $\mathfrak{S}(w(0)w(t)) = \delta_{0t}$, a Kronecker function. We denote by $F_k$ the $\sigma$-algebra generated by $w(0), \ldots, w(k)$; that is, $F_k = \sigma(w(s) : 0 \leq s \leq k)$. Let $L^2(\Omega, R^k)$ represent the space of $R^k$-valued random vectors $\xi$ with $\mathfrak{S}E \xi \xi < \infty$. $L^2_p(N, R^k)$ denote the set of nonanticipative square summable stochastic processes $y = \{y(k) = y(k) \in R^k \}_{k \in N}$, such that $y(k) \in L^2(\Omega, R^k)$ is $F_{k-1}$ measurable, where we define $F_{-1} = \{\emptyset, \Omega\}$; that is, $y(0)$ is a constant. The $l^2$-norm of $y \in L^2_p(N, R^k)$ is defined by

$$\|y(\cdot)\|_{l^2_p(N, R^k)} = (\sum_{k=0}^{\infty} \mathfrak{S}E |y(k)|^2)^{1/2}.$$

Lemma 1 (see [31]). If there are a pair of nonsingular matrices $U \in R^{n \times n}$ and $V \in R^{r \times r}$ for the triplet $(E, A, A_0)$ such that the following condition is satisfied, then system (1) with $u(k) = 0$, $v(k) = 0$ has a unique causal solution.

$$UEV = \begin{bmatrix} I_r & 0 \\ 0 & 0 \end{bmatrix},$$

$$UAV = \begin{bmatrix} A_1 & 0 \\ 0 & I_{n-r} \end{bmatrix},$$

$$UA_0 V = \begin{bmatrix} A_{01} & A_{02} \\ 0 & 0 \end{bmatrix},$$

where $A_1, A_{01} \in R^{r \times r}$, $A_{02} \in R^{(n-r) \times (n-r)}$.

The condition for the existence and uniqueness of the solution to stochastic singular system (1) is given in Lemma 1, which is a basic requirement in system analysis and control synthesis.

Definition 2. System (1) with $u(k) = 0$ and $v(k) = 0$ is said to be

(i) asymptotically stable in the mean square if, for any initial condition $x_0 \in R^n$, $\lim_{k \to \infty} \mathfrak{S}E \|x(k)\|^2 = 0$;

(ii) mean square admissible if it has a unique and causal solution and asymptotically stable in the mean square.
Definition 3. The perturbed operator of system (1) with \( u(k) = 0 \) is defined by \( L : l^2(N,R^q) \to l^2(N,R^q) \),

\[
Lv(k) = Cx(k;0,v) + Dv(k),
\]

\[ \forall v(k) \in l^2(N,R^q), \quad x_0 = 0, \]

with its norm

\[
\| L \| = \sup_{v \in l^2(N,R^q), v \neq 0, x = 0} \frac{\| z(k) \|_2(N,R^q)}{\| v(k) \|_2(N,R^q)}
\]

\[ = \sup_{v \in l^2(N,R^q), v \neq 0, x = 0} \left( \sum_{k=0}^{\infty} \| Cx(k) + Dx(k) \|^2 \right)^{1/2} \left( \sum_{k=0}^{\infty} \| v(k) \|^2 \right)^{1/2} \tag{5} \]

Definition 4. System (1) with \( u(k) = 0 \) is said to be mean square admissible and \( \| L \| < \gamma \) if it is mean square admissible for \( v(k) = 0 \) and \( \| L \| < \gamma \) for \( v(k) \neq 0 \).

Assumption 5. In system (1), there exist nonsingular matrices \( U,V \) such that the triplet \((E,A_0,B_0)\) satisfies the following condition:

\[
UEV = \begin{bmatrix} I & 0 \\ 0 & 0 \end{bmatrix},
\]

\[
UA_0V = \begin{bmatrix} \hat{A}_{01} & \hat{A}_{02} \\ 0 & 0 \end{bmatrix},
\]

\[
\begin{bmatrix} -E^TPE + FA + A^TF^T + A_0^T(P-E^TQ^\perp)A_0 & -F + A^T G^T \\ P - E^TQ^\perp - G - G^T \end{bmatrix} < 0. \tag{10} \]

Proof. It is easy to see that conditions (7) and (8) are satisfied by setting \( X = P - E^TQ^\perp \) in (9). Therefore, the mean square admissibility of system (1) with \( u(k) = 0 \) and \( v(k) = 0 \) is obviously obtained by Lemma 6-(i). Similar to the proof of Theorem 4 in [22], we can verify that condition (9) is equivalent to condition (10).

Remark 8. Item (i) of Lemma 6 contains an equality constraint condition that is not easy to be checked numerically. To solve this problem, strict LMI conditions in Theorem 7 are introduced. Moreover, it is worth mentioning that conditions (9) and (10) are completely different from those in Theorem 4 of [36], which not only generalize the conditions of Theorem 1 [21] and Theorem 4 [22] to the stochastic case but also pave the way for developing SBRL. While item (ii) of Lemma 6 is crucial to discuss the control problem of discrete-time stochastic systems, see, for example, [5, 8, 9].

3. Stochastic Bounded Real Lemmas

In this section, we aim to develop two SBRLs for system (1) in terms of LMIs. It is well known that SBRL plays an important role in the study of stochastic \( H_\infty \) control and estimation.

Lemma 9. In system (1) with \( u(k) = 0, \forall \tau \in N, P = P^T, \) and \( x_0 \in R^n, \) one has

\[
\sum_{k=0}^{\tau} \mathbb{E} \left[ \begin{bmatrix} x(k) \\ v(k) \end{bmatrix}^T R(P) \begin{bmatrix} x(k) \\ v(k) \end{bmatrix} \right] < 0.
\]
From (1) and (13), it follows that

\[ \mathbb{E} \left[ x^T (T+1) E^T P E x (T+1) \right] - x^T (0) E^T P E x (0), \]

where

\[ R(P) = \begin{bmatrix} A^T P A + A^T_0 P A_0 - E^T P E & A^T P B_1 + A^T_0 P B_0 \\ B^T_1 P A + B^T_0 P A_0 & B^T_1 P B_1 + B^T_0 P B_0 \end{bmatrix}. \]  

Proof. By Lemma 6-(ii), \( A x(k) + B_1 v(k) \) and \( A_0 x(k) + B_0 v(k) \) are uncorrelated with \( w(k) \), and \( \mathbb{E}[w(k)] = 0 \). Thus we have

\[ \mathbb{E} \left[ (A x(k) + B_1 v(k))^T P [A_0 x(k) + B_0 v(k)] w(k) \right] = \mathbb{E} \left[ (A x(k) + B_1 v(k))^T P [A_0 x(k) + B_1 v(k)] \right] \cdot w(k) = 0. \]

From (1) and (13), it follows that

\[ \mathbb{E} \left[ x^T (k+1) E^T P E x (k+1) - x^T (k) E^T P E x (k) \right] = \mathbb{E} \left[ (A x(k) + B_1 v(k))^T P [A x(k) + B_1 v(k)] \right] + \mathbb{E} \left[ (A_0 x(k) + B_0 v(k))^T P [A_0 x(k) + B_0 v(k)] \right]. \]

Note that the following equality holds:

\[ \mathbb{E} \left[ x^T (T+1) E^T P E x (T+1) \right] - x^T (0) E^T P E x (0) = \sum_{t=0}^{T} \mathbb{E} \left[ x^T (k+1) E^T P E x (k+1) \right] - x^T (k) E^T P E x (k). \]

It is shown that (14) and (15) result in (11).

Lemma 10. In system (1) with \( u(k) = 0 \), suppose \( T \in \mathbb{N} \) is given and \( P = P^T \). Then, for any \( x_0 \in \mathbb{R}^n \), \( v(k) \in l_{\infty}^2 (N, \mathbb{R}^q) \), one has

\[ J^T (x_0, v) = \sum_{k=0}^{T} \mathbb{E} \left[ \| z(k) \|^2 - \gamma^2 \| v(k) \|^2 \right] \]

\[ = x_0^T P x_0 - \mathbb{E} \left[ x^T (T+1) E^T P E x (T+1) \right] + \sum_{t=0}^{T} \mathbb{E} \left[ \begin{bmatrix} x (k) \\ v (k) \end{bmatrix}^T L (P) \begin{bmatrix} x (k) \\ v (k) \end{bmatrix} \right], \]

where

\[ L (P) = \begin{bmatrix} A^T P A + A^T_0 P A_0 - E^T P E + C^T C & A^T P B_1 + A^T_0 P B_0 + C^T D \\ \gamma^2 I + B^T_1 P B_1 + B^T_0 P B_0 + D^T D & \end{bmatrix} \]  

\[ + \sum_{t=0}^{T} \mathbb{E} \left[ \begin{bmatrix} x (k) \\ v (k) \end{bmatrix}^T L (P) \begin{bmatrix} x (k) \\ v (k) \end{bmatrix} \right]. \]

Proof. From Lemma 9, it follows that

\[ J^T (x_0, v) = \sum_{k=0}^{T} \mathbb{E} \left[ \| z(k) \|^2 - \gamma^2 \| v(k) \|^2 \right] \]

\[ = \sum_{k=0}^{T} \mathbb{E} \left[ x^T (k) C^T C x (k) + x^T (k) C^T D v (k) + v^T (k) D^T C x (k) + v^T (k) (D^T D - \gamma^2 I) v (k) \right] \]

\[ + x^T (0) E^T P E x (0) - \mathbb{E} \left[ x^T (T+1) E^T P E x (T+1) \right] + 1 \]  

\[ + \sum_{t=0}^{T} \mathbb{E} \left[ \begin{bmatrix} x (k) \\ v (k) \end{bmatrix}^T R (P) \begin{bmatrix} x (k) \\ v (k) \end{bmatrix} \right] = x^T (0) \]

\[ - \mathbb{E} \left[ x^T (T+1) E^T P E x (T+1) \right] \]

Theorem 11 (SBRL). System (1) with \( u(k) = 0 \) is mean square admissible and \( \| L \| < \gamma \) for given \( \gamma > 0 \) if there exists a matrix \( P = P^T \) such that the following LMIs,

\[ E^T P E \geq 0, \]

\[ L (P) < 0, \]

hold, where \( L (P) \) is defined in Lemma 10.

Proof. If there exists a matrix \( P = P^T \) such that \( L (P) < 0 \), it is easy to see that \( A^T P A + A^T_0 P A_0 - E^T P E < 0 \). This condition
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together with \( E^T PE \geq 0 \) in (19) can deduce that system (1) is mean square admissible. Below, we set about to prove \( \| L \| < \gamma \) for given \( \gamma > 0 \). To this end, we choose \( \epsilon > 0 \) sufficiently small such that \( L(P) \leq -\epsilon^2 J_{n+q} \). Furthermore, for \( x_0 = 0 \) in (18), we obtain, for any \( T \in N \),

\[
J^T (0, v) := -6 \left[ x^T (T + 1) E^T P E x (T + 1) \right]
+ \sum_{t=0}^{T} e^T \left[ \begin{array}{c} x(k) \\ v(k) \end{array} \right] L(P) \left[ \begin{array}{c} x(k) \\ v(k) \end{array} \right] \tag{20}
\]

\[
\leq -\epsilon^2 \sum_{t=0}^{T} e^2 \| v(k) \|^2 .
\]

Using (20), we derive

\[
\sum_{k=0}^{\infty} e^2 \| z(k) \|^2 = J^\infty (0, v) + \gamma^2 \sum_{k=0}^{\infty} e^2 \| v(k) \|^2
\leq \left( \gamma^2 - \epsilon^2 \right) \sum_{k=0}^{\infty} e^2 \| v(k) \|^2 \tag{21}
\]

\[
< \gamma^2 \sum_{k=0}^{\infty} e^2 \| v(k) \|^2 .
\]

**Theorem 12 (SBRL).** System (1) with \( u(k) = 0 \) is mean square admissible and \( \| L \| < \gamma \) for given \( \gamma > 0 \) if one of the following statements holds:

(i) There are matrices \( P \in R^{n \times n} > 0 \) and \( Q = Q^T \in R^{(n-r)\times(n-r)} \) such that

\[
\begin{bmatrix}
\Phi_1 & \Phi_2 \\
* & \Phi_3
\end{bmatrix} < 0,
\tag{22}
\]

where

\[
\Phi_1 = A^T \left( P - E^T Q E^U \right) A + A_0^T \left( P - E^T Q E^U \right) A_0
\]

\(- E^T P E + C^T C,
\]

\[
\Phi_2 = A^T \left( P - E^T Q E^U \right) B_1 + A_0^T \left( P - E^T Q E^U \right) B_0 + C^T D,
\]

\[
\Phi_3 = B_1^T \left( P - E^T Q E^U \right) B_1 + B_0^T \left( P - E^T Q E^U \right) B_0
\]

\(- \gamma^2 I + D^T D .
\]

(ii) There are matrices \( P \in R^{n \times n} > 0 \) and \( Q = Q^T \in R^{(n-r)\times(n-r)} \) such that

\[
\begin{bmatrix}
-A^T P E + H e(F A) + \tilde{A}^T \left[ P - \left( E^U \right)^T Q E^U \right] \tilde{A}_0
\end{bmatrix} \tag{24}
\]

where

\[
\tilde{A} = \begin{bmatrix} A & B_1 \\ C & D \end{bmatrix},
\]

\[
\tilde{E} = \begin{bmatrix} E & 0 \\ 0 & \gamma L_{pq} \end{bmatrix},
\]

\[
\tilde{A}_0 = \begin{bmatrix} A_0 & B_0 \\ 0 & 0 \end{bmatrix},
\]

\[
\tilde{F} = \begin{bmatrix} P & 0 \\ 0 & I_p \end{bmatrix},
\]

\[
\tilde{Q} = \begin{bmatrix} Q & 0 \\ 0 & 0 \end{bmatrix},
\]

\[
l_q = L_{pq}^T L_{pq}, \quad (q \leq p) .
\]

**Proof.** (i) Let \( X = P - \left( E^U \right)^T Q E^U \) in (22); then it is easy to test that the conditions of Theorem II are satisfied. So system (i) with \( u(k) = 0 \) is mean square admissible and \( \| L \| < \gamma \) for given \( \gamma > 0 \). Finally, we derive that (27) is equivalent to (24) by Theorem 7.

(2)
Remark 13. When \( E = I \), both Theorems 11 and 12 degenerate to SBRLs for state-space systems with state and disturbance dependent noise [5]. When \( A_0 = 0 \), system (1) reduces to a deterministic singular system. In this case, Theorems 12 and 14 are, respectively, consistent with the corresponding results of [21, 22] on deterministic singular systems. In addition, the additional condition \( q \leq p \) in item (ii) needs to be satisfied, since only in this way can the expression \( I_q = L_{pq}^T L_{pq} \) hold. In contrast to item (i), item (ii) is somewhat complicated due to the introduction of the auxiliary matrices, but which provides an effective approach to investigate the \( H_\infty \) controller design.

4. \( H_\infty \) State Feedback Controller Design

In this section, we present a sufficient condition in the form of a strict LMI to design \( H_\infty \) state feedback controller for system (1).

The discrete-time stochastic singular system with the state feedback control law \( u(k) = Kx(k) \) is given as

\[
E x(k + 1) = (A + BK)x(k) + A_0 x(k) w(k) \\
+ B_1 v(k) + B_2 v(k) w(k),
\]

\[
z(k) = C x(k) + D v(k),
\]

\[
E x(0) = x_0 \in \mathbb{R}^n,
\]

where \( k \in \mathbb{N} \),

Theorem 14. The closed-loop system (28) is mean square admissible and \( \|L\| < \gamma \) for given \( \gamma > 0 \) if there exist matrices \( \hat{P} \in \mathbb{R}^{(n+m)x(n+m)} > 0 \), \( \tilde{Q} = \tilde{Q}^T \in \mathbb{R}^{(n\!+\!m\!-\!r)x(n\!+\!m\!-\!r)} \), \( \tilde{F} \) and \( \tilde{G} \) such that the following LMI holds:

\[
\begin{bmatrix}
-\bar{E}^T \bar{P} \bar{E} + H e(\bar{F} \bar{A}) + \bar{A}_0^T \left[ \bar{P} - \left( \bar{E} \right)^T \bar{Q} \bar{E} \right]^{-1} \bar{A}_0 & -\bar{F} + \bar{A} \bar{G} \\
\bar{P} - \left( \bar{E} \right)^T \bar{Q} \bar{E} - \bar{G}^T \bar{G}
\end{bmatrix} < 0,
\]

where

\[
\begin{align*}
\bar{E} &= \begin{bmatrix}
\bar{E} & 0 \\
0 & \gamma L_{pq}
\end{bmatrix}, \\
\bar{A} &= \begin{bmatrix}
\bar{A} & \bar{B}_1 \\
\bar{C} & D
\end{bmatrix}, \\
\bar{A}_0 &= \begin{bmatrix}
\tilde{A}_0 & \tilde{B}_0 \\
0 & 0
\end{bmatrix}, \\
\bar{P} &= \begin{bmatrix}
\bar{P} & 0 \\
0 & I_p
\end{bmatrix}, \\
\bar{Q} &= \begin{bmatrix}
\tilde{Q} & 0 \\
0 & 0
\end{bmatrix}.
\end{align*}
\]

Proof. Let \( \hat{x}(k) = \begin{bmatrix} x^T(k) & u^T(k) \end{bmatrix}^T \); then (28) can be written as an augmented system

\[
\bar{E} \hat{x}(k + 1) = \bar{A} \hat{x}(k) + \bar{A}_0 \hat{x}(k) w(k) + \bar{B}_1 v(k) + \bar{B}_0 v(k) w(k),
\]

\[
z(k) = \bar{C} \hat{x}(k) + D v(k),
\]

\[
\bar{E} \hat{x}(0) = \hat{x}_0 \in \mathbb{R}^n.
\]

It is noted that if there exist matrices \( U, V \) such that (6) holds, then we have

\[
\begin{bmatrix}
I_r & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix},
\]

\[
\begin{bmatrix}
\tilde{A}_0 & 0 \\
0 & 0
\end{bmatrix},
\]

\[
\begin{bmatrix}
\tilde{B}_1 & 0 \\
\tilde{B}_0 & 0
\end{bmatrix},
\]

\[
\begin{bmatrix}
\bar{C} & 0
\end{bmatrix}.
\]
That is to say, the assumption condition for system (31) still holds. Therefore, from Theorem 12-(ii), the closed-loop system (28) is mean square admissible and \( \| L \| < \gamma \) for given \( \gamma > 0 \) if the condition (29) holds.

**Remark 15.** To solve the LMI condition (29), particular structures of matrices \( \bar{F} \) and \( \bar{G} \) were given as that in [22]:

\[
\bar{F} = \begin{bmatrix}
F_{11} & \frac{I_m}{M} & F_{41} \\
F_{12} & M & F_{42} \\
0 & 0 & F_3
\end{bmatrix},
\]

\[
\bar{G} = \begin{bmatrix}
G_{11} & \frac{I_m}{M} & G_{41} \\
G_{12} & M & G_{42} \\
0 & 0 & G_3
\end{bmatrix},
\]

with \( F_{11} \in \mathbb{R}^{n \times n}, F_{12} \in \mathbb{R}^{m \times n}, F_{41} \in \mathbb{R}^{n \times p}, F_{42} \in \mathbb{R}^{m \times p}, F_3 \in \mathbb{R}^{q \times p}, G_{11} \in \mathbb{R}^{n \times n}, G_{12} \in \mathbb{R}^{m \times n}, G_{41} \in \mathbb{R}^{n \times p}, G_{42} \in \mathbb{R}^{m \times p}, G_3 \in \mathbb{R}^{q \times p}, \) and a nonsingular matrix \( M \in \mathbb{R}^{m \times m}. \) Set \( N = MK; \) then the state feedback gain matrix is given as \( K = M^{-1}N. \)

**Remark 16.** It should be pointed out that what we have obtained such as Theorems 12 and 14 are corresponding extensions from deterministic singular systems to stochastic singular systems. Although a strict LMI-based bounded real lemma was presented in [21] for discrete-time and deterministic singular systems, it is difficult to be generalized to \( H_\infty \) controller synthesis. While by introducing the auxiliary matrices, the state feedback \( H_\infty \) control for stochastic singular systems is successfully solved in Theorem 14. Moreover, in contrast with the state feedback control, the output feedback control has much broader and practical applications such as [23]. Therefore, it is very meaningful to extend the results of this paper to the output feedback control, which merits further research.

### 5. Numerical Examples

In this section, we give a numerical example to show the effectiveness of the proposed results. The discrete-time stochastic singular system with the state feedback control \( u(k) = Kx(k) \) in the form of (28) takes the following data:

\[
E = \begin{bmatrix}
1 & 2 \\
2 & 4
\end{bmatrix},
\]

\[
A = \begin{bmatrix}
2.5 & 1.0 \\
1.7 & 0.8
\end{bmatrix},
\]

\[
A_0 = \begin{bmatrix}
0.1 & 0.2 \\
0.2 & 0.4
\end{bmatrix},
\]

\[
B = \begin{bmatrix}
0.1 \\
0
\end{bmatrix},
\]

\[
B_1 = \begin{bmatrix}
0.1 \\
0.3
\end{bmatrix},
\]

\[
B_0 = \begin{bmatrix}
0.3 \\
0.6
\end{bmatrix},
\]

\[
C = \begin{bmatrix}
0.6 & 0.7
\end{bmatrix},
\]

\[
D = 0.01,
\]

\[
E^\perp = \begin{bmatrix}
0.2 & -0.1
\end{bmatrix},
\]

\[
\gamma = 0.56.
\]

From Theorem 14, the solutions of LMI (29) are given as follows:

\[
\bar{P} = \begin{bmatrix}
0.6039 & -0.2789 & 0.1258 \\
-0.2789 & 0.2617 & 0.0260 \\
0.1258 & 0.0260 & 0.3139
\end{bmatrix},
\]

\[
\bar{Q} = 85.7046,
\]

\[
\bar{F} = \begin{bmatrix}
-0.6040 & 0.5637 & 0.4307 & 0.5739 \\
-0.0011 & 0.2152 & 0 & 0.7034 \\
-0.0034 & 0.0512 & 0.4307 & -0.0394 \\
0 & 0 & 0 & -0.0791
\end{bmatrix},
\]

\[
\bar{G} = \begin{bmatrix}
0.2592 & 0.0001 & 0 & -0.0442 \\
-0.0803 & 0.2297 & 0.4307 & 0.0118 \\
0 & 0 & 0 & 0.8987
\end{bmatrix},
\]

\[
M = 0.4307,
\]

\[
N = \begin{bmatrix}
0.1071 & -0.0208
\end{bmatrix}.
\]

Then the controller gain is given as \( K = M^{-1}N = [0.2486 \quad -0.0483]. \)

In what follows, it can be seen from Figures 1 and 2 that the curves are convergent which demonstrates the closed system (28) without external disturbance is stabilizable in
Figure 1: Trajectory of $x_1(k)$: the closed-loop system (28) without external disturbance.

Figure 2: Trajectory of $x_2(k)$: the closed-loop system (28) without external disturbance.

the mean square via the controller $u(k) = Kx(k)$. Figure 3 shows that the maximal possible energy gain from the external disturbance to the output for system (28) is less than the prescribed $H_{\infty}$ performance level $\gamma = 0.56$; that is, the requirement of the $H_{\infty}$ performance of system (28) is satisfied.

6. Conclusion

In this paper, we have discussed the stochastic $H_{\infty}$ state feedback control problem for a class of discrete-time singular stochastic systems with state and disturbance dependent noise. New conditions for discrete-time stochastic singular systems to be mean square admissible have been derived in strict LMIs. It is proved that the state $x(k)$ is uncorrelated with the stochastic variable sequence $\{w(k)\}_{k=0}$. Based on this result, two strict LMI-based SBRLs are then presented. By introducing the auxiliary matrix technique, the state feedback $H_{\infty}$ control problem has been addressed. What we have obtained can be used further to study other control problems of discrete-time singular stochastic systems, such as the output feedback control and $H_2/H_{\infty}$ control.

Appendix

Proof of Lemma 6. The proof of item (i) sees Theorem 5 of [37]. Next, we set about to verify item (ii).

Based on Assumption 5, there exist nonsingular matrices $U, V$ such that

$$UEV = \begin{bmatrix} I_r & 0 \\ 0 & 0 \end{bmatrix},$$

$$UA = \begin{bmatrix} \tilde{A}_{11} & \tilde{A}_{12} \\ \tilde{A}_{21} & \tilde{A}_{22} \end{bmatrix},$$

$$UA_0V = \begin{bmatrix} \tilde{A}_{01} & \tilde{A}_{02} \\ 0 & 0 \end{bmatrix},$$

$$UB_1 = \begin{bmatrix} \tilde{B}_{11} \\ \tilde{B}_{21} \end{bmatrix},$$

$$UB_0 = \begin{bmatrix} \tilde{B}_{01} \\ 0 \end{bmatrix}.$$  \hfill (A.1)

Let

$$U^{-T}PU^{-1} = \begin{bmatrix} \tilde{P}_{11} & \tilde{P}_{12} \\ \tilde{P}_{12}^T & \tilde{P}_{22} \end{bmatrix},$$ \hfill (A.2)

and substituting (A.1) and (A.3) into (7) and (8), respectively, we derive

$$E^TPE = \left( V^{-T} \begin{bmatrix} I_r & 0 \\ 0 & 0 \end{bmatrix} U^{-T} \right) \left( U^T \begin{bmatrix} \tilde{P}_{11} & \tilde{P}_{12} \\ \tilde{P}_{12}^T & \tilde{P}_{22} \end{bmatrix} U \right) V^{-1} \succeq 0,$$ \hfill (A.4)

$$\tilde{A}^T PA + \tilde{A}_0^T P A_0 - E^TPE = V^{-T} \begin{bmatrix} M_1 & M_2 \\ M_2^T & M_3 \end{bmatrix} V^{-1} < 0,$$ \hfill (A.5)

where

$$M_1 = \tilde{A}_{11}^T \tilde{P}_{11} \tilde{A}_{11} + \tilde{A}_{10}^T \tilde{P}_{11} \tilde{A}_{01} + \tilde{A}_{21}^T \tilde{P}_{12} \tilde{A}_{11} + \tilde{A}_{11}^T \tilde{P}_{12} \tilde{A}_{21} - \tilde{P}_{11},$$

$$M_2 = \tilde{A}_{11}^T \tilde{P}_{11} \tilde{A}_{12} + \tilde{A}_{10}^T \tilde{P}_{11} \tilde{A}_{02} + \tilde{A}_{21}^T \tilde{P}_{12} \tilde{A}_{12} + \tilde{A}_{11}^T \tilde{P}_{12} \tilde{A}_{22} + \tilde{A}_{11}^T \tilde{P}_{22} \tilde{A}_{22},$$

$$M_3 = \tilde{A}_{12}^T \tilde{P}_{11} \tilde{A}_{12} + \tilde{A}_{10}^T \tilde{P}_{11} \tilde{A}_{02} + \tilde{A}_{21}^T \tilde{P}_{12} \tilde{A}_{12} + \tilde{A}_{12}^T \tilde{P}_{12} \tilde{A}_{22} + \tilde{A}_{12}^T \tilde{P}_{22} \tilde{A}_{22}.$$ \hfill (A.6)
Equation (A.5) implies $M_3 < 0$. Furthermore, since $\hat{P}_{11} \geq 0$, we have
\[ \hat{A}_{12}^T \hat{P}_{11} \hat{A}_{12} + \hat{A}_{02}^T \hat{P}_{11} \hat{A}_{02} \geq 0. \] (A.7)
Therefore, in $M_3$, it is easy to see that
\[ \hat{A}_{22}^T \hat{P}_{11} \hat{A}_{12} + \hat{A}_{12}^T \hat{P}_{12} \hat{A}_{22} + \hat{A}_{22}^T \hat{P}_{22} \hat{A}_{22} < 0. \] (A.8)
From (A.8), it follows that $\hat{A}_{22}$ is invertible. Letting
\[ \hat{V} = V \begin{bmatrix} I_r & 0 \\ -\hat{A}_{22}^{-1} \hat{A}_{21} & \hat{A}_{22}^{-1} \end{bmatrix}, \] (A.9)
we derive
\[ UE\hat{V} = \begin{bmatrix} I_r & 0 \\ 0 & 0 \end{bmatrix}, \]
\[ UA\hat{V} = \begin{bmatrix} \hat{A}_{11} - \hat{A}_{12} \hat{A}_{22}^{-1} \hat{A}_{21} & \hat{A}_{12} \hat{A}_{22}^{-1} \\ 0 & I_{n-r} \end{bmatrix}, \] (A.10)
\[ UA_0\hat{V} = \begin{bmatrix} \hat{A}_{01} - \hat{A}_{02} \hat{A}_{22}^{-1} \hat{A}_{21} & \hat{A}_{02} \hat{A}_{22}^{-1} \\ 0 & 0 \end{bmatrix}. \]
Let
\[ x(k) = \hat{V} \begin{bmatrix} \xi_1(k)^T \\ \xi_2(k)^T \end{bmatrix}^T, \] (A.11)
where $\xi_1(k) \in \mathbb{R}^r$, $\xi_2(k) \in \mathbb{R}^{n-r}$. By (A.2), (A.10), and (A.11), system (1) with $u(k) = 0$ is equivalent to
\[ \xi_1(k + 1) = \hat{A}_1 \xi_1(k) + \hat{A}_{01} \xi_1(k) w(k) + \left( \hat{B}_{11} - \hat{A}_{12} \hat{A}_{22}^{-1} \hat{B}_{21} \right) \nu(k) + \left( \hat{B}_{01} - \hat{A}_{02} \hat{A}_{22}^{-1} \hat{B}_{21} \right) w(k) \] (A.12)
with
\[ \hat{A}_1 = \hat{A}_{11} - \hat{A}_{12} \hat{A}_{22}^{-1} \hat{A}_{21}, \]
\[ \hat{A}_{01} = \hat{A}_{01} - \hat{A}_{02} \hat{A}_{22}^{-1} \hat{A}_{21}. \] (A.13)
Since $\{w(k)\}_{k=0}^\infty$ is a sequence of real independent random variables, considering (A.12), we have that $\xi_1(k)$ that is $F_{k-1}$ measurable is uncorrelated with $w(k)$, so does $x(k)$. ■
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