A Simple Hybrid Synchronization for a Class of Chaotic Financial Systems
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It is an important to achieve the hybrid synchronization of the chaotic financial system. Chaos synchronization is equivalent to the error system which is asymptotically stable. The hybrid synchronization for a class of finance chaotic systems is discussed. First, a simple single variable controller is obtained to synchronize two identical chaotic financial systems with different initial conditions. Second, a novel algorithm is proposed to determine the variables of the master system that should antisynchronize with corresponding variables of the slave system and use this algorithm to determine the corresponding variables in the chaotic financial systems. The hybrid synchronization of the chaotic financial systems is realized by a simple controller. At the same time, different controllers can implement the chaotic financial system hybrid synchronization. In comparison with the existing results, the obtained controllers in this paper are simpler than those of the existing results. Finally, numerical simulations show the effectiveness of the proposed results.

1. Introduction

Since the 1960s, with the discovery of chaotic systems, chaos has set off a nonlinear dynamic research boom [1, 2]. The chaos phenomena in economics were first discovered in 1985 [3]. The chaos in the economic system meant that the macroeconomic movement itself had inherent instability. For the control of chaotic systems, the first study was carried out in [4], and they studied with a more systematic and strict parameter perturbation method, that is, the OGY method. The chaotic financial system was proposed in 1993 [5]. In 2004, a simplified financial system model was put forward by choosing an appropriate coordinate system and setting the appropriate dimensions for each state variable [6]. From then on, some scholars have done a lot of work on chaotic financial systems. However, there are still some limitations in the control and synchronization results. As far as we know, hybrid synchronization in the study of chaotic financial systems is poorly understood. Therefore, the chaotic financial systems need further discussion.

In 1990, Pecora and Carroll made chaos synchronization come true [7]. Chaotic synchronization control has become a favorite topic in nonlinear science and has been widely used in secure communications, automatic control, neural networks, and so on. Chaos synchronization of finance system has become a hot issue in the research and application of current chaos theory, and it is also a topical issue in the study of economic theory and method. Scholars have also done a lot of related work in the financial system, as well as in the control and synchronization research [8–10]. So far, a lot of methods about chaotic synchronization have been presented to prove that the chaotic synchronization method feasibly [11–15], such as driving response synchronization, coupled synchronization, feedback synchronization, impulsive synchronization, and adaptive synchronization, for the study of chaos synchronization problem has been more mature. However, compared with the chaotic synchronization problem, the problem of antisynchronization of chaotic systems is poorly known, so is the hybrid synchronization, and there are few studies in the financial system. In a broad sense, the synchronization and antisynchronization of chaotic systems are the special cases of the hybrid synchronization of the chaotic financial systems; that is, all the variables are synchronized or are antisynchronous [16].
In recent years, some scholars have obtained some research results in the antisynchronization of [12–15], but they are still in the initial stage; many theories are not mature yet. For example, in the study of antisynchronization problems, the equilibrium point of the error system $\dot{E} = F(y) + F(x)$ is not explicitly stated, if and only if the condition of $F(-x) = -F(x)$ is satisfied [13, 14], so that the study of the antisynchronization has a lot of research prospects. And so far, in the study of chaos hybrid synchronization problem, there has not been any result of the explicit conditions or algorithms to choose which variables in the driving chaotic system can be synchronized or antisynchronized with the implementation of the corresponding variables in the response chaotic system. Scholars have made some achievements in the chaotic system in hybrid synchronization [17, 18], but the hybrid synchronization of the chaotic financial systems is still not perfect so far [15–17]. There is still a long wall to go.

In this paper, we discussed the synchronization and the hybrid synchronization of a class of chaotic financial systems. Under different initial conditions, two identical chaotic financial systems can achieve synchronization by designing a simple single variable controller, provide a criterion for variable chaotic system which can achieve antisynchronization algorithm, and applied it to this type of chaotic financial systems to achieve hybrid synchronization of chaotic financial systems, while the hybrid synchronization of the chaotic financial systems is realized by a simple controller. At the same time, in dealing with different situations, the controller can be changed, and the optimal controller can be chosen according to the length of the reaction time, so that the chaotic system can achieve synchronization and antisynchronization coexistence. In comparison with the existing results, the proposed controllers are simpler than those of the existing results. Finally, numerical simulations verify the correctness and the effectiveness of the proposed results.

2. Synchronization of Chaotic Financial Systems by a Single Variable Controller

The chaotic financial systems can be described by the following differential equation system: [5]:

$$\begin{align*}
\dot{x} &= z + (y - a)x \\
\dot{y} &= 1 - by - x^2 \\
\dot{z} &= -x - cz,
\end{align*}$$

(1)

where $x$, $y$, and $z$ represent the interest rate, investment demand, and price index, respectively; $a$, $b$, and $c$ are system parameters. And they are positive constants. By selecting an appropriate coordinate system and setting appropriate dimensions for each state variable, system (1) is transformed into simplified chaotic financial systems [6]:

$$\begin{align*}
\dot{x}_1 &= F_1 (x) = -m (x_1 + x_2) \\
\dot{x}_2 &= F_2 (x) = -x_2 - mx_1 x_3 \\
\dot{x}_3 &= F_3 (x) = n + mx_1 x_2,
\end{align*}$$

(2)

Figure 1: The chaotic attractor of the financial system (2).

where $F(x) = (F_1(x), F_2(x), F_3(x))^T$ is a continuous vector-valued function, $m, n$ are the system parameters, and $m, n > 0$. Let the right side of system (2) be zero; we can get two equilibrium points of system (2) as follows:

$$\begin{align*}
p_1 &= \left( \frac{\sqrt{mn}}{n}, -\frac{\sqrt{mn}}{n}, 1 \right), \\
p_2 &= \left( -\frac{\sqrt{mn}}{n}, \frac{\sqrt{mn}}{n}, 1 \right).
\end{align*}$$

(3)

If $m > 1$, the two equilibrium points $p_1(p_2)$ of system (2) are unstable. In particular, when $m = 3$ and $n = 15$, starting with $x_0 = (-2, 3, 4)^T$, system (2) is structurally unstable. Figure 1 shows the chaos and strange attractor of financial system (2).

In order to study the synchronization problem of the chaotic financial systems, let the system (2) be the driver system, and then the corresponding response system is as follows:

$$\begin{align*}
\dot{y}_1 &= F_1 (y) = -m (y_1 + y_2) \\
\dot{y}_2 &= F_2 (y) = -y_2 - my_1 y_3 \\
\dot{y}_3 &= F_3 (y) = n + my_1 y_2,
\end{align*}$$

(4)

where $F(y) = (F_1(y), F_2(y), F_3(y))^T$ is also a continuous vector-valued function.

For systems (2) and (4), we give definitions of complete synchronization and antisynchronization [19] as follows.

**Definition 1.** Consider drive system (2) and response system (4). Suppose that there is a diagonal matrix $\Lambda = \text{diag} (\lambda_1, \lambda_2, \ldots, \lambda_n)$ that makes $\lim_{t \to +\infty} \| y - \Lambda x \| = 0$ or $\lim_{t \to +\infty} |y_i - \lambda_i x_i| = 0$ $(i = 1, 2, \ldots, n)$. If $\lambda_i = 1$ $(i = 1, 2, \ldots, n)$, then system (2) is called complete synchronization with system (4). If $\lambda_i = -1$ $(i = 1, 2, \ldots, n)$, system (2) is called antisynchronization with system (4).

Let $e = (e_1, e_2, e_3)^T$ be the error space variable. The synchronization error is denoted by $e = y - x$. Hence
the synchronization error system of drive system (2) and response system (4) can be expressed as follows:

\[ \dot{e} = F(y) - F(x). \]  

(5)

So the error system is described as

\[ \begin{align*}
\dot{e}_1 &= F_1(x,e) = -m(e_1 + e_2) \\
\dot{e}_2 &= F_2(x,e) = -e_2 - m(e_1e_3 + x_3e_1 + x_1e_3) \\
\dot{e}_3 &= F_3(x,e) = m(e_1e_2 + x_1e_2 + x_2e_1).
\end{align*} \]  

(6)

From Definition 1, it is obvious that drive system (2) is fully synchronized with response system (4) if and only if \( \lim_{t \to \infty} ||e(t)|| = 0. \) In order to discuss the synchronization control problem of error system (6), some assumptions are introduced firstly.

(H1) If system (2) is a chaotic system and \( F_i \) satisfies the uniform Lipschitz condition, then there is \( \mu_i > 0 \) \( (i = 1, 2, 3) \), which makes system (6) satisfy

\[ e_i F_i(x,e) \geq \mu_i e_i^2 \quad (i = 1, 2, 3). \]  

(7)

(H2) Consider the uncontrolled synchronization error system (6). If some \( e_i = 0 \) \( (i = 1, 2, 3) \), then the subsystem is asymptotically stable, the design of a single variable controller to achieve synchronization control.

(H3) The design of a single variable controller is suited to \( u_i = k_i e_i, u_j = 0 \) \( (i, j = 1, 2, 3; j \neq i) \), where \( k_i \) satisfies \( k_i = -\gamma e_i^2 \) \( (i = 1, 2, 3) \), \( \gamma \) is an arbitrary positive numbers and generally \( \gamma = 1 \).

According to the control theory, synchronization error system (6) is represented by the controller \( U_1 = (u_1, u_2, u_3)^T \) as follows:

\[ \begin{align*}
\dot{e}_1 &= -m(e_1 + e_2) + u_1 \\
\dot{e}_2 &= -e_2 - m(e_1e_3 + x_3e_1 + x_1e_3) + u_2 \\
\dot{e}_3 &= m(e_1e_2 + x_1e_2 + x_2e_1) + u_3.
\end{align*} \]  

(8)

In particular, if \( e_1 = 0 \) and \( U_1 = (0, 0, 0)^T \), then system (6) can obtain the following subsystems:

\[ \begin{align*}
\dot{e}_2 &= -e_2 - mx_1e_3 \\
\dot{e}_3 &= mx_1e_2.
\end{align*} \]  

(9)

System (9) is globally asymptotically stable at the origin.

In order to achieve system synchronization, we design the controller \( U_1 \) for \( U_1 = (k_1e_1, 0, 0)^T \). Then control error system (6) can be expressed as

\[ \begin{align*}
\dot{e}_1 &= -m(e_1 + e_2) + k_1e_1 \\
\dot{e}_2 &= -e_2 - m(e_1e_3 + x_3e_1 + x_1e_3) \\
\dot{e}_3 &= m(e_1e_2 + x_1e_2 + x_2e_1),
\end{align*} \]  

(10)

where the feedback gain \( k_1 \) is adapted according to the following update law:

\[ \dot{k}_1 = -\gamma e_1^2. \]  

(11)

Normally, make \( \gamma = 1 \). System (10) and (11) can be called the augment system (\( \ast \)) and introduce a Lyapunov function as follows:

\[ V_1(e,k_1) = \frac{1}{2} e^T e + \frac{1}{2\gamma} (k_1 + L_1)^2, \]  

(12)

where

\[ L_1 > M_1 \sup_{x, e \in \Omega} \frac{e_2^2 + e_3^2}{e_1^2}, \quad M_1 = \max_{1 \leq i \leq 3} \mu_i. \]  

(13)

Then, the main results can be gotten as follows.

**Theorem 2.** Starting from any initial values of controlled error system (10), the orbit \( e(t) \) converges to the origin as \( t \to \infty \); that is, the synchronization of the stable chaotic financial systems with two different initial conditions is realized by the above controller \( U_1 = (k_1e_1, 0, 0)^T \).

**Proof.** Differentiating the function \( V_1 \) along the trajectories of the augment system (\( \ast \)), we obtain

\[ \dot{V}_1|_{(\ast)} = e_1 \dot{e}_1 + e_2 \dot{e}_2 + e_3 \dot{e}_3 + \frac{1}{\gamma} (k_1 + L_1) \dot{k}_1 \]

\[ = e_1 (F_1(x,e) + k_1 e_1) + e_2 \cdot F_2(x,e) + e_3 \cdot F_3(x,e) + \frac{1}{\gamma} (k_1 + L_1) (-\gamma e_1^2) \]

\[ = e_1 \cdot F_1(x,e) + e_2 \cdot F_2(x,e) + e_3 \cdot F_3(x,e) \]

\[ - L_1 e_1^2 \leq M_1 \left( e_2^2 + e_3^2 \right) - L_1 e_1^2. \]

Therefore, by (13),

\[ \dot{V}_1|_{(\ast)} < 0 \]  

(15)

Then the system is uniformly asymptotically stable at the equilibrium point. So the conclusion is certified.

In order to verify the results of the above theory, we carried out numerical simulations to select the following initial conditions: \( x_0 = (-2, 3, 4)^T, y_0 = (4, -1, -2)^T \), and \( k_1(0) = -1 \). In Figure 2, when the controller is activated, the initial errors are \( e = (e_1, e_2, e_3)^T = (-6, -4, -6)^T \) and show the time response of the synchronization errors \( e_1, e_2, e_3 \) and the error system is dynamic stability. In Figure 3, the state variables are plotted, and \( x_1, x_2, x_3 \) are synchronized with \( y_1, y_2, y_3 \). Figures 2 and 3 indicate that the synchronization of the chaotic financial systems is achieved.

### 3. Hybrid Synchronization in the Chaotic Financial Systems

In the above section, we just discuss the synchronization of chaotic financial systems. But in reality, we need to deal with more hybrid synchronization chaotic financial systems.
Step 1. Without loss of generality, first select the variable $x_1$. If $F_1(x) = F_1(x_1) + F_2(x_2, \ldots, x_n)$ is an odd function or $F_1(x_1) = \alpha x_1$, then $E_1 = x_1 + y_1$ can be made, where $\alpha$ is a real number.

Step 2. If $F_2(x_2, \ldots, x_n) = \alpha_2 x_2 + F_3(x_3, \ldots, x_n)$, we should set $E_2 = x_2 + y_2$, where $\alpha_2$ is a real number. Else, if $F_2(x) = F_2(x_2) + F_3(x_1, x_3, \ldots, x_n)$ is an odd function or $F_2(x_2) = \alpha x_2$, we can set $E_2 = x_2 + y_2$, where $\alpha$ is a real number. Then, according to the condition that the origin is the equilibrium point of the error system, determine whether $E_2 = x_2 + y_2$ is suitable. If not, then $e_2 = y_2 - x_2$.

Step 3. When $i \leq n$, $E_i = y_i + x_i$ or $e_i = y_i - x_i$ can be set by the similar procedure in Step 2.

According to the above algorithm, because $F_1(x) = -m(x_1 + x_2)$, $F_1(x)$ is an odd function, $E_1 = x_1 + y_1$ can be built; similarly, $E_2 = x_2 + y_2$ also can be set. If $E_3 = x_3 + y_3$ was built, then there is

$$\dot{E}_3 = 2n + m (x_1 x_2 + y_1 y_2)$$

$$= 2n + m (E_1 E_2 - x_1 x_2 - x_2 E_1 + 2x_1 x_2) .$$

(17)

It is clear that $E = 0$ is not an equilibrium point of error system (17), and $F_3 = n + mx_3$ is not an odd function. In fact, the left hand side of error system (17) equals zero. However, the right hand side of error system (18) is not equal to zero but equals $2n + 2mx_3x_2$. Therefore, $e_3 = y_3 - x_3$ can be set and obtain the error system given as follows.

Among them, make $y_1 = E_i - x_i$ ($i = 1, 2$), $y_3 = e_3 + x_3$, get the error system

$$\dot{E}_1 = f_1 (x, y, e_3, E) = -m (E_1 + E_2)$$

$$\dot{E}_2 = f_2 (x, y, e_3, E) = -E_2 - m (E_1 e_3 + x_1 e_3 - x_3 E_1)$$

$$\dot{e}_3 = f_3 (x, y, e_3, E) = m (E_1 E_2 - x_1 E_2 - x_2 E_1) .$$

(18)

where $E = (E_1, E_2)^T$.

According to the control theory, synchronization error system (18) is represented by the controller $U = (u_1, u_2, u_3)^T$ as follows:

$$\dot{E}_1 = f_1 (x, y, e_3, E) = -m (E_1 + E_2) + u_1$$

$$\dot{E}_2 = f_2 (x, y, e_3, E)$$

$$= -E_2 - m (E_1 e_3 + x_1 e_3 - x_3 E_1) + u_2$$

$$\dot{e}_3 = f_3 (x, y, e_3, E) = m (E_1 E_2 - x_1 E_2 - x_2 E_1) + u_3 .$$

Equation (18) is a hybrid synchronization error system. Here, similar to the previous discussion, we make the following assumptions about error system (18).

For error system (18), there exists $\lambda_i > 0$ ($i = 1, 2, 3$), which is subject to

$$E_i f_i (x, y, e_3, E) \leq \lambda_i \dot{E}_i^2 , \quad i = 1, 2$$

$$e_3 f_3 (x, y, e_3, E) \leq \lambda e_3^2 .$$

(20)
In addition, for uncontrolled synchronization error system (18), if we make \( E_j = 0 \) \((j = 1, 2)\) rather than \( e_3 = 0, \) then the subsystem \( \dot{e}_3 = F_3(x, 0, e_3, E) \) is asymptotically stable, respectively, and \( i \neq j \) \((i, j = 1, 2)\). So we can design a single variable controller \( u_i = p_i E_i \) \((s, j = 1, 2)\), to achieve synchronization and antisynchronization coexistence. Here \( p_i = -\gamma E_i^2, \gamma \) is a positive number and generally \( \gamma = 1. \)

We design some simpler controller for error system, respectively, as follows.

### 3.1. Control Error System under \( U_2 = (p_1 E_1, 0, 0)^T \)

If \( E_1 = 0, \) then the subsystem of (18) is

\[
\begin{align*}
\dot{E}_2 &= -E_2 - mx_1 e_3 \\
\dot{e}_3 &= -mx_1 E_2.
\end{align*}
\]

(21)

It is globally asymptotically stable at the origin.

Now, we add the controller \( U_2 = (p_1 E_1, 0, 0)^T \) to response system (4) and the control error system, which is indicated as follows:

\[
\begin{align*}
\dot{E}_1 &= -m(E_1 + E_2) + p_1 E_1 \\
\dot{E}_2 &= -E_2 - m(E_1 e_3 + x_1 e_3 - x_3 E_1) \\
\dot{e}_3 &= m(E_1 E_2 - x_1 E_2 - x_2 E_1),
\end{align*}
\]

(22)

where the feedback gain \( p_1 \) is adapted according to the following update law:

\[ \hat{p}_1 = -\gamma E_i^2, \]

(23)

where \( \gamma > 0 \) is an arbitrary number. In general, we set \( \gamma = 1. \)

In order to facilitate the analysis, make system (22) and (23) be called the augment system (\(*\ast\)), and introduce a Lyapunov function as follows:

\[
V_2(E, e_3, p_1) = \frac{1}{2}(e_3^2 + E^T E) + \frac{1}{2\gamma}(p_1 + L_2)^2,
\]

(24)

where

\[
L_2 > M_2 \sup_{x_i \neq 0} \frac{e_3^2 + E^T E}{E_i^2}, \quad M_2 = \max_{1 \leq i \leq 3} \lambda_i.
\]

(25)

Then, give the following main result.

**Theorem 4.** Starting from any initial values of controlled error system (22), the orbit \( (E(t), e(t))^T \) converges to the origin as \( t \to \infty; \) that is, the synchronization of the stable chaotic financial systems with two different initial conditions is realized by the above controller \( U_2 = (p_1 E_1, 0, 0)^T. \)

**Proof.** Firstly, introduce a Lyapunov function (24), and it satisfied (25).

Then, differentiating the function \( V_2 \) along the trajectories of the augment system, we obtain

\[
V_2 |_{(**)} = E_1 \dot{E}_1 + E_2 \dot{E}_2 + e_3 \dot{e}_3 + \frac{1}{\gamma} (p_1 + L_2) \hat{p}_1
\]

\[
= E_1 (f_1(x, y, e_3, E) + k_2 E_1) + E_2 \cdot f_2(x, y, e_3, E) + e_3 \cdot f_3(x, y, e_3, E)
\]

\[
+ \frac{1}{\gamma} (k_2 + L_2) (-\gamma E_i^2)
\]

\[
= E_1 \cdot f_1(x, y, e_3) + E_2 \cdot f_2(x, y, e_3, E)
\]

\[
+ e_3 \cdot f_3(x, y, e_3, E) - L_2 E_1^2
\]

\[
\leq M_2 (E_1^2 + E_2^2 + e_3^2) - L_2 E_1^2 < 0.
\]

(26)

By (24) and (25), we derive that

\[
V_2 |_{(**)} < 0.
\]

(27)

Then the system is uniformly asymptotically stable at the equilibrium point. So the conclusion is certified.

\[ \square \]

**Remark 5.** Theorem 4 shows that the coexistence of synchronization and antisynchronization can be achieved by the above controller \( U_2 = (p_1 E_1, 0, 0)^T \) in the same chaotic financial system.

To illustrate the correctness of the above result, we carry out numerical simulations with the same initial conditions and \( k_2(0) = -1. \) In Figure 4, when the controller is activated, the initial errors are \( (E_1, E_2, e_3)^T = (2, 2, 2)^T \) and show the time response of the hybrid synchronization errors, and the error system is dynamic stability. Figure 5 shows that the state variables \( x_1, x_2 \) are synchronized with \( y_1, y_2, \) and \( x_3 \) is synchronized with \( y_3 \). Figures 4 and 5 indicate that the hybrid synchronization of the chaotic financial systems is achieved.

### 3.2. Control Error System under \( U_3 = (0, p_2 E_2, 0)^T \)

If \( E_2 = 0, \) then subsystem of equation (18) is

\[
\begin{align*}
\dot{E}_1 &= -m(E_1 + E_2) \\
\dot{e}_3 &= -mx_1 E_2.
\end{align*}
\]

(28)

It is globally asymptotically stable at the origin.

We add the controller \( U_3 = (0, p_2 E_2, 0)^T \) to response system (4) and the control error system, which is indicated as follows:

\[
\begin{align*}
\dot{E}_1 &= -m(E_1 + E_2) \\
\dot{E}_2 &= -E_2 - m(E_1 e_3 + x_1 e_3 - x_3 E_1) + p_2 E_2 \\
\dot{e}_3 &= m(E_1 E_2 - x_1 E_2 - x_2 E_1),
\end{align*}
\]

(29)

where the feedback gain \( k_3 \) is adapted according to the following update law:

\[ \hat{p}_2 = -\gamma E_i^2, \]

(30)

where \( \gamma > 0 \) is an arbitrary number.
Figure 4: Get the error system asymptotically stable with controller $U_2 = (p_2E_1, 0, 0)^T$.

Figure 5: This figure shows that $x_1, x_2$ antisynchronize $y_1, y_2$, while $x_3$ synchronizes $y_3$, respectively.

Theorem 6. Starting from any initial values of controlled error system (23), the orbit $(E(t), e(t))^T$ converges to the origin as $t \to \infty$; that is, the synchronization of the stable chaotic financial systems with two different initial conditions is realized by the above controller $U_3 = (0, p_2E_2, 0)^T$.

The proof is similar to Theorem 4. In fact, we can introduce a Lyapunov function as follows:

$$V_3(E, e_3, p_2) = \frac{1}{2} (e_3^2 + E^T E) + \frac{1}{2} (p_2 + L_3)^2,$$

where

$$L_3 > M_3 \sup_{x_i \neq 0} \frac{e_3^2 + E^T E}{E_2^2}, \quad M_3 = \max_{1 \leq i \leq 3} \lambda_i.$$  \hspace{1cm} (31)

Remark 7. The coexistence of synchronization and antisynchronization can be also achieved by the above controller $U_3 = (0, p_2E_2, 0)^T$. Figures 6 and 7 show that the above results.

To illustrate the correctness of the above result, we carry out numerical simulations with the same initial conditions and $k_2(0) = -1$. In Figure 6, when the controller is activated, the initial errors are $(E_1, E_2, e_3)^T = (2, 2, 2)^T$ and show the time response of the hybrid synchronization errors and the error system is dynamic stability. Figure 7 shows that the state variables $x_1, x_2$ are antisynchronized with $y_1, y_2$ and $x_3$ is synchronized with $y_3$. Figures 6 and 7 indicate that the hybrid synchronization of the chaotic financial systems is achieved.
By using different controller for the error of system (18), the hybrid synchronization effects presented by $U_2 = (p_1E_1,0,0)^T$ and $U_3 = (0,p_2E_2,0)^T$ are different. Under the control of $U_2 = (0,p_1E_2,0)^T$, hybrid synchronization effect of the reaction time is short, and under the control of $U_3 = (p_1E_1,0,0)^T$ it is in a long time. Therefore, for the actual financial system, we can design a more appropriate controller according to the time demand of the system to reach the equilibrium state.

4. Conclusion and Future Work

In this paper, we have investigated the synchronization and hybrid synchronization of the chaotic financial systems. First, a single variable controller has been presented to synchronize two identical chaotic finance systems with different initial conditions. Second, use a feasible algorithm to determine the partial vector which can realize antisynchronization in chaotic financial system; while other variables can realize synchronization, the hybrid synchronization of the finance system has been realized by a single variable controller as well. It should be pointed out that the obtained controllers in this paper are simpler than those of the existing results. It is convenient to change the controller to get the desired synchronous simulation effect. Numerical simulations have verified the correctness and the effectiveness of the proposed results. There are more complex dynamical behaviors in this finance chaotic system than the normal one. In addition, if the occurrence of time delay or parameter is uncertain, the system is worth further study. It is believed that the system will have broad applications in various chaos-based information systems.
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