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1. Introduction

Credit derivatives pricing is a mathematical modeling process derived from the real world, where the environment of the existing and dependent markets has various random and fuzzy characteristics. Because the human mind that describes and builds pricing models exhibits uncertainty, the thinking process of mathematical modeling is characterized by randomness and fuzziness. This derives from two sources. On the one hand, as the process of observation and application of statistics is objectively uncertain and inexact, some data will inevitably be erroneous due to the interference of some objective factors as well as some variables not being accurately estimated. On the other hand, in the process of making market investment decisions, investors will inevitably bring in their subjective judgments, which will also affect the market; this is subjective uncertainty. The market, therefore, contains many uncertain factors and factors affecting the pricing of financial products are not only random, but are also uncertain. Fuzzy theory is a powerful tool to deal with nonrandom uncertainty, but when both randomness and fuzziness are combined, a new “fuzzy random” comes into being. Research into “fuzzy random” provides a new theoretical basis for credit derivatives pricing theory and is a useful and necessary supplement to traditional theory of pure random credit derivative pricing. With this in mind, scholars have begun to use fuzzy random theory in the field of financial pricing and try to use it to describe the fuzziness that appears in the financial product pricing process.

Buckley [1] was the first scholar to introduce fuzzy information into financial analysis. He built a new future value, present value, and internal rate of return into the fuzzy form expression, based on the theory of fuzzy mathematics. He discussed the fuzzy morphology of internal rate of return and constructed a new fuzzy form to describe it. Carlsson and Fullér [2] were the first scholars to introduce fuzzy random analysis into asset pricing, using fuzzy mathematics theory to construct a new “fuzzy” Black-Scholes pricing formula. At the same time they combined it with the fuzzy random properties of real world pricing, deriving the fuzzy real option pricing formula. Muzzioli and Torricelli [3] looked at fuzziness in the amplitude of asset price rises and declines, based on the fuzzy attributes of implied volatility in underlying asset prices, and constructed a fuzzy form expression for a one- or two-stage binomial option tree model. Yoshida et al. [4, 5] discussed the pricing problems of European and American
financial options by introducing stochastic model fuzzy logic. The literature [6–22], furthermore, discusses the problem of option pricing in fuzzy random environments and has summed up, in recent years [23], the application of fuzzy information to option pricing. Almost all the literature, however, concentrates on option pricing problems; there has been very little work on credit derivative pricing in fuzzy random environments. When E. Agliardi and R. Agliardi [24, 25] first introduced the fuzzy tool into credit risk analysis, they proposed a structural model for defaultable bonds in a fuzzy environment and derived a fuzzy form pricing model for the defaultable bonds. Vassiliou [26] proved that a fuzzy market is viable if and only if an equivalent Martingale measure exists. He described the evolution of credit migration of a defaultable bond as an inhomogeneous semi-Markov process with fuzzy states, and investigated the asymptotic behavior of the survival probability in each fuzzy state given in the absence of default. Wu et al. [27–29] proposed a reduced-form intensity-based model under fuzzy environments and presented some applications of this methodology for pricing defaultable bonds and credit default swap (CDS). However, no scholars have considered the total return swap pricing model in a fuzzy random environment, even though this has become a significant problem to be studied.

Inspired by the literature [24, 27], we will combine fuzziness and randomness to study, for the first time, the total return swap pricing problem under fuzzy random environments. Based on the volatility in financial markets, we assume that the magnitude and frequency of asset jumps are triangular fuzzy numbers. At the same time, in order to consider the effect of interest rate risk on the total return swap pricing, we assume that the market short-term interest rate satisfies the CIR model and fuzzify it as a numerical interval. We then use a structural model to infer the probability of default of the reference asset and finally get the explicit fuzzy form expression of the total return swap pricing model. The advantages of this model lie in the following: Not only can we consider the uncertainty of the value jump diffusion process, but we can also consider the reliability of an investor’s subjective judgment of the fuzzy information presented to him in the financial market (the subjective judgment of fuzzy information and the assumption of risk neutral pricing are not in conflict). Meanwhile, an appropriate price range will give investors more flexibility in making a choice and make the model results more precisely representative of the actual market environment.

2. The Basic Knowledge of Fuzzy Mathematics

In this section, we review some of the basic concepts of fuzzy mathematics, because these are used in the discussion that follows.

Definition 1 (see [30]). A fuzzy set $\bar{A}$ in $R$ is a set of ordered pairs $\bar{A} = \{(x, \mu(x)) : x \in X\}$, where $\mu(x)$ is the membership function or grade of membership or degree of compatibility or degree of truth of $x \in X$ which maps $x \in X$ on the real interval $[0, 1]$.

The $\gamma$-cut of a fuzzy set $\bar{A}$ is defined by $\bar{A}_\gamma = \{x \in R \mid \mu(x) \geq \gamma\}$ for all $\gamma \in [0, 1]$. In addition, $\bar{A}$ is called a normal fuzzy set if there exists an $x$, such that $\mu(x) = 1$, and $\bar{A}$ is called a convex fuzzy set if $\mu_\gamma(x) = min(\mu_\gamma(x), \mu_\gamma(y))$ for all $x \in [0, 1]$. Let $\bar{a}$ be a fuzzy subset of $R$, if the following conditions are satisfied: (1) $\bar{a}$ is a normal and convex fuzzy set, (2) its membership function $\mu_\gamma(x)$ is upper semicontinuous, and (3) the $\gamma$-cut set $\bar{a}_\gamma$ is bounded for each $\gamma \in [0, 1]$; then $\bar{a}$ is called a fuzzy number [31]. According to [16], if $\bar{a}$ is a fuzzy number, then its $\gamma$-cut set $\bar{a}_\gamma$ is a compact and convex set; that is, $\bar{a}$ is a closed interval in $R$; then the $\gamma$-cut set of $\bar{a}$ can be denoted by $\bar{a}_\gamma = [\bar{a}_\gamma^-, \bar{a}_\gamma^+]$.

A triangular fuzzy number $\bar{a}$ with membership function $\mu_\gamma(x)$ is defined as follows:

$$\begin{align*}
\mu_\gamma(x) &= \begin{cases} 
1 - \frac{x - a_1}{a_2 - a_1}, & \text{if } a_1 \leq x \leq a_2, \\
1 - \frac{x - a_2}{a_3 - a_2}, & \text{if } a_2 \leq x \leq a_3, \\
0, & \text{otherwise}.
\end{cases}
\end{align*}$$

(1)

Here $[a_1, a_2, a_3]$ is the supporting interval and the membership function has peak in $a_2$. A triangular fuzzy number $\bar{a}$ is denoted by $\bar{a} = [a_1, a_2, a_3]$. The $\gamma$-cut set of $\bar{a}$ is described as $\bar{a}_\gamma = [a_1(1 - \gamma), a_2(1 - \gamma)]$.

Ref. [32] discussed the arithmetic of any two fuzzy numbers. Let “$\cdot$” be a binary operator $+, -, \cdot, /$, between two fuzzy numbers $\bar{a}$ and $\bar{b}$. The membership function of $\bar{a} \cdot \bar{b}$ is given by $\mu_{\gamma a \cdot b} = \sup_{(x,y)\in[\bar{a}_\gamma \cdot \bar{b}_\gamma]} \min[\mu_\gamma(x), \mu_\gamma(y)]$.

Proposition 2 (see [32]). Let $\bar{a}$ and $\bar{b}$ be two fuzzy numbers, and $\bar{a}_\gamma = [\bar{a}_\gamma^-, \bar{a}_\gamma^+]$ and $\bar{b}_\gamma = [\bar{b}_\gamma^-, \bar{b}_\gamma^+]$. Then $\bar{a} + \bar{b}, \bar{a} - \bar{b}, \bar{a} \cdot \bar{b}$ and $\bar{a} / \bar{b}$ are also the fuzzy numbers and their $\gamma$-cut sets are given by $(\bar{a} + \bar{b})_\gamma = [\bar{a}_\gamma^+ + \bar{b}_\gamma^+, \bar{a}_\gamma^- + \bar{b}_\gamma^-], (\bar{a} - \bar{b})_\gamma = [\bar{a}_\gamma^+ - \bar{b}_\gamma^+, \bar{a}_\gamma^- - \bar{b}_\gamma^-], (\bar{a} \cdot \bar{b})_\gamma = \min[\bar{a}_\gamma^+ \bar{b}_\gamma^+, \bar{a}_\gamma^- \bar{b}_\gamma^-, \bar{a}_\gamma^- \bar{b}_\gamma^+, \bar{a}_\gamma^+ \bar{b}_\gamma^-], \max[\bar{a}_\gamma^+ \bar{b}_\gamma^+, \bar{a}_\gamma^- \bar{b}_\gamma^-, \bar{a}_\gamma^- \bar{b}_\gamma^+, \bar{a}_\gamma^+ \bar{b}_\gamma^-]$ for all $\gamma \in [0, 1]$.

If the $\gamma$-cut set $\bar{b}_\gamma$ does not contain zero $\forall \gamma \in [0, 1]$, then $\bar{a} / \bar{b}$ is also a fuzzy number and its $\gamma$-cut set is

$$\begin{align*}
\left(\frac{\bar{a}}{\bar{b}}\right)_\gamma &= \left[\min\left\{\frac{\bar{a}_\gamma^- \bar{b}_\gamma^+, \bar{a}_\gamma^+ \bar{b}_\gamma^-}{\bar{b}_\gamma^+, \bar{b}_\gamma^-}, \frac{\bar{a}_\gamma^- \bar{b}_\gamma^+, \bar{a}_\gamma^+ \bar{b}_\gamma^-}{\bar{b}_\gamma^+, \bar{b}_\gamma^-}\right\}, \\
&\max\left\{\frac{\bar{a}_\gamma^- \bar{b}_\gamma^+, \bar{a}_\gamma^+ \bar{b}_\gamma^-}{\bar{b}_\gamma^+, \bar{b}_\gamma^-}, \frac{\bar{a}_\gamma^- \bar{b}_\gamma^+, \bar{a}_\gamma^+ \bar{b}_\gamma^-}{\bar{b}_\gamma^+, \bar{b}_\gamma^-}\right\}\right].
\end{align*}$$

(2)

In addition, if $\lambda > 0$, then we have $(\lambda \bar{a})_\gamma = [\lambda \bar{a}_\gamma^-, \lambda \bar{a}_\gamma^+]$, $\gamma \in [0, 1]$.

Proposition 3 (see [31]). Let $f(x_1, x_2, \ldots, x_n)$ be a real-valued function defined on $R^n$ and $\bar{a}_1, \bar{a}_2, \ldots, \bar{a}_n$ are $n$ fuzzy numbers. Let $f : R^n \to F$ be a fuzzy-valued function induced
by \( f(x_1, \ldots, x_n) \) via the extension principle. Suppose that each \( \{x_1, \ldots, x_n\} : r = f(x_1, \ldots, x_n) \) is a compact subset of \( \mathbb{R}^n \) for \( r \) in the range of \( f \). Then \( f(\bar{a}_1, \bar{a}_2, \ldots, \bar{a}_n) \) is a fuzzy number and its \( \gamma \)-cut set is \( \tilde{f}_\gamma = \{f(x_1, \ldots, x_n) : x_1 \in (\bar{a}_1)_{\gamma}, \ldots, x_n \in (\bar{a}_n)_{\gamma}\} \).

Next, we review the fuzzy random variables, which take values in fuzzy number.

**Definition 4** (see [33]). A fuzzy-number-valued map \( X \) is called a fuzzy random variable if \( \{(\omega, x) \in \Omega \times \mathbb{R} | X(\omega)(x) \geq \gamma \} \) is measurable for all \( \gamma \in [0, 1] \). It is called integrably bounded if both \( \omega \to X_\omega(\gamma) \) and \( \omega \to X_\omega'(\gamma) \) are integrable for all \( \gamma \in [0, 1] \).

### 3. Main Results

The total return swap is a special type of credit derivative; the two sides involved in the contract are generally banks and hedge funds. One side of the total return swap will receive the interest plus capital gains or capital losses on the reference credit assets of the contract during the period, and the other side will get the fixed or floating cash flow that is independent of the value of the credit on the credit assets. The credit protection buyer of the contract will transfer all benefits obtained from the reference credit assets to the credit protection seller and get a prior agreement on the rate of return. The rate can be a floating rate or a fixed rate. In other words, the total return swap can not only transfer the credit risk, but can also transfer the interest rate risk and other risks. Thus in total return swap pricing, we need to consider both credit risk and interest rate risk, following the research methods in the literature [34].

In the total return swap agreement, we assume that the credit protection buyer is \( A \) and the credit protection seller is \( B \). The interest on reference credit assets plus value added will be paid to party \( B \) by party \( A \) (if the value is negative, then the corresponding minus), and the LIBOR plus agreement spreads will be paid to party \( A \) by party \( B \) (the spread in this agreement is the so-called total return swap price or fair premium).

LIBOR is the London Interbank Offered Rate, as well as the benchmark interest rate in the international financial market relative to the most floating interest rates, and LIBOR rates are common for 3 months and 6 months. A special LIBOR interest rate model was given in the literature [35] as

\[
L(t, T) = (\rho(t, T) - \rho(t, T + \delta))\delta \rho(t, T + \delta); \quad \text{they called } L(t, T) \text{ the forward LIBOR rate, and, when } t = T, \text{ it is } L(t, T) \text{ as the spot LIBOR rate, and } \delta \text{ is known as the LIBOR period.}
\]

is the price of default-free zero coupon bonds at time \( t \), whose maturity payment is \( S \).

We assume that the value of reference credit assets at time \( t_0 \) is \( V_0 \), the face value is \( F \), and the interests are paid in the discrete point times \( 0 < t_1 < t_2 < \cdots < t_N = T \), and the reference entity and the total return swap have the same due date \( T \). So the party \( A \) will pay a total cash flow in the future as follows:

\[
\text{cf}_A = \sum_{i=1}^{N} C_i \times 1_{[t_i, t_{i+1})} + (F - V_0) \times 1_{[t_N, T]};
\]

where \( C_i \) is the interest paid by the reference entity at time \( t_i \), which is known at the time \( t_0 \) and \( 1_{[t_i, t_{i+1})} \) is the default index function; that is, the value of function is 1 when the reference asset default occurred; otherwise the function value is 0; \( \tau \) is the reference asset default time. Meanwhile, the party \( B \) will pay a total cash flow in the future as follows:

\[
\text{cf}_B = \sum_{i=1}^{N} \left( L(t_{i-1}, t_{i-1}) + s \right) \times \delta \times NV \times 1_{[\tau t_{i-1})} + (1 - \delta') \times F \times 1_{[\tau t_{N)])};
\]

where, \( L(t_{i-1}, t_{i-1}) \) is the LIBOR rate at time \( t_{i-1} \), \( s \) is the fair premium for the total return swap, \( NV \) is the nominal principal of the total return swap contract, and \( \delta' \) is the default recovery rate for the reference entities, and they meet \( \delta' \in [0, 1] \).

Under the risk neutral measure, according to the no arbitrage pricing principle, the expectation of the present value of the cash flow paid by the party \( A \) and party \( B \) shall be equal to

\[
E^Q[D(t_i) \cdot \text{cf}_A] = E^Q[D(t_i) \cdot \text{cf}_B];
\]

specifically, there are the following equations:

\[
E^Q \left[ \sum_{i=1}^{N} D(t_i) \times C_i \times 1_{[t_i, t_{i+1})} + D(t_N)(F - V_0) \times 1_{[t_N, T]} \right]
\]

\[
\times 1_{[\tau t_{N})]}
\]

\[= E^Q \left[ \sum_{i=1}^{N} D(t_i) \left( L(t_{i-1}, t_{i-1}) + s \right) \times \delta \times NV \times 1_{[\tau t_{i-1})} + (1 - \delta') \times F \times 1_{[\tau t_{N})]};
\]

thus, the calculation formula of the fair premium of the total return swap can be obtained as follows:

\[
s = \frac{E^Q \left[ \sum_{i=1}^{N} D(t_i) \times C_i \times 1_{[t_i, t_{i+1})} + D(t_N)(F - V_0) \times 1_{[t_N, T]} \right]}{E^Q \left[ \sum_{i=1}^{N} D(t_i) \times \delta \times NV \times 1_{[\tau t_{i-1})} \right]}
- \frac{E^Q \left[ \sum_{i=1}^{N} D(t_i) L(t_{i-1}, t_{i-1}) \times \delta \times NV \times 1_{[\tau t_{i-1})} \right] + E^Q \left[D(t_i) \left(1 - \delta' \right) \times F \times 1_{[\tau t_{N})]}
\]}{E^Q \left[ \sum_{i=1}^{N} D(t_i) \times \delta \times NV \times 1_{[\tau t_{i-1})} \right]}.\]
where $E^Q$ represents the expected value of the risk neutral measure and $D(t)$ is the account process or discount factor. Obviously, the key to solving formula (7) lies in the calculation of the probability of default and the description of interest rate risk.

### 3.1. Default Distribution in a Fuzzy Random Environment

In this paper, the default time of reference entity is calculated by the first-arrival model of the structure model, because it has a strong explanatory power to the reality of the event of default. The structural model was first proposed in the literature [36] where the author considered the default event an endogenous variable related to the company's asset value. At the time, he used the company's asset value and liability information to establish a default model. In this paper, we assume that the reference asset value $V(t)$ follows the geometry Lévy process,

$$V_t = V_0 e^{X_t}, \quad V_0 > 0,$$

where $X_t$ represents the Lévy process; according to the formula of the Lévy-Khintchine, we know that the Lévy process can be decomposed into a possible infinite accumulation of Brownian motion and independent Poisson processes with drift, so we can assume that $X_t = \mu t + \sigma W_t + \sum_{i=1}^{\infty} Y_i$, where, $N(t)$ is a Poisson process with a strength parameter of $\lambda > 0$, $W_t$ stands for the standard Brownian movement for the Wiener process defining the asset value, and $\{Y_i\}$ represent a sequence of independent and identically distributed nonnegative random variables, which are used to describe the jump size of the asset value; the density function is an asymmetric double exponential distribution has a unique advantage in the characterization of the jump intensity $\lambda$ and jump amplitude $\bar{n}_1, \bar{n}_2$ of asset value are triangular fuzzy numbers.

**Lemma 5 (see [37]).** For arbitrary positive real number $\alpha > 0$, equation $G(\theta) = \alpha$ has and only has four real roots $\beta_{1,\alpha} < \beta_{2,\alpha} < -\beta_{3,\alpha} < -\beta_{4,\alpha}$, and they meet the following conditions:

$$-\infty < -\beta_{4,\alpha} < -\eta_2 < -\beta_{3,\alpha}, \quad 0 < \beta_{1,\alpha} < \eta_1 < \beta_{2,\alpha} < \infty.$$

As mentioned above, under the condition of the market having a variety of uncertain factors, the factors affecting the pricing of financial products are not only randomness, but also fuzziness. In order to highlight the influence of fuzziness in the process of asset value jumping on the pricing of derivatives, in this paper, we assume that the representation of the characterization of the jump intensity $\lambda$ and jump amplitude $\bar{n}_1, \bar{n}_2$ of asset value are triangular fuzzy numbers.

$$\lambda_{\gamma} = \left[ \lambda - (1 - \gamma) a_0, \lambda + (1 - \gamma) b_0 \right],$$

$$\bar{n}_{1,\gamma} = \left[ \eta_1 - (1 - \gamma) a_1, \eta_1 + (1 - \gamma) b_1 \right],$$

$$\bar{n}_{2,\gamma} = \left[ \eta_2 - (1 - \gamma) a_2, \eta_2 + (1 - \gamma) b_2 \right],$$

$$\gamma \in [0,1], \quad \lambda > 0, \quad \eta_1 > 1, \quad \eta_2 > 0,$$

$$a_0 = \lambda d_0^\gamma,$$

$$b_0 = \lambda d_0^{\bar{\gamma}},$$

$$a_1 = \eta_1 d_1^\gamma, $$

$$b_1 = \eta_1 d_1^{\bar{\gamma}},$$

$$a_2 = \eta_2 d_2^\gamma, $$

$$b_2 = \eta_2 d_2^{\bar{\gamma}},$$

$$0 < d_0^\gamma, d_0^{\bar{\gamma}}, d_1^\gamma, d_1^{\bar{\gamma}}, d_2^\gamma, d_2^{\bar{\gamma}} < 1,$$

where $\gamma$ stands for the subjective judgment reliability on fuzzy information in the financial market (a restriction is needed on the values of $\gamma$ in order to avoid negativity and allow for an interpretation as jump intensity and amplitude; for example, we can assume that $\gamma \in [0,1]$). As a result, if we assume $\beta_{1,\alpha}, \beta_{2,\alpha}$ are the only two positive real root of $G(\theta) = \alpha$, then, based on the literature [30, 37], we can derived the $\gamma$-cut set of the positive real root of the equation $G(\theta) = \alpha$ under the fuzzy random environment.

$$\bar{\beta}_{1,\alpha,\gamma} = \left[ \beta_{1,\alpha} - (1 - \gamma) a_2, \beta_{1,\alpha} + (1 - \gamma) b_2 \right],$$

$$\bar{\beta}_{2,\alpha,\gamma} = \left[ \beta_{2,\alpha} - (1 - \gamma) a_4, \beta_{2,\alpha} + (1 - \gamma) b_4 \right],$$

$$\gamma \in [0,1],$$

$$a_2 = \beta_{1,\alpha} d_0^\gamma,$$

$$b_2 = \beta_{1,\alpha} d_0^{\bar{\gamma}},$$

$$a_4 = \beta_{2,\alpha} d_1^\gamma,$$

$$b_4 = \beta_{2,\alpha} d_1^{\bar{\gamma}},$$

$$0 < d_0^\gamma, d_0^{\bar{\gamma}}, d_1^\gamma, d_1^{\bar{\gamma}}, d_2^\gamma, d_2^{\bar{\gamma}} < 1.$$
When the reference value is lower than the default threshold \( K \) (where \( K \) is determined by exogenous factors and assumed to be constant), then the default event will happen, so that the default time is defined as \( \tau = \inf\{t \geq 0, V_t \leq K\} = \inf\{t \geq 0, X_t \leq K'\} \), \( K' = \log K/V_0 < 0 \); therefore, the distribution function of the reference entity default time is

\[
F(t) = F(\tau \leq t) = F\left( \inf_{0 \leq s \leq t} X_s \leq K' \right);
\]

then the default time has the following Laplace conversion formula under the fuzzy random environment: \( F^Q(\eta^{-\alpha\tau}) = \left( (\eta_1 - \bar{\eta}_1)/\bar{\eta}_1 \right) (\bar{\eta}_2/\bar{\eta}_1) e^{-K'\bar{\eta}_1} + ((\bar{\eta}_2 - \bar{\eta}_1)/\eta_1)(\bar{\eta}_1/\bar{\eta}_1) e^{-K'\bar{\eta}_1} \). The same time, the distribution function of default time can be derived by the definition of Laplace Transformation, \( \hat{F}(t) = F(\tau \leq t) = \int_0^\infty e^{-st} F(t) dt \); then, according to the above Laplace Gaver-Stehfest inversion algorithm, we can get the analytic expression of the default time distribution function \( F(t) = F(\tau \leq t) \approx \lim_{n \to \infty} \hat{F}^n(t) \), where

\[
\hat{F}^n(t) = \frac{\log 2}{t} \frac{(2n)!}{n!(n-1)!} \sum_{k=0}^{n} (-1)^k \binom{n}{k} \hat{F}\left( (n+k) \log 2 - \frac{2k}{t} \right).
\]

In order to accelerate the convergence, a linear sum approximation is given. In the fifth section of the literature [37], the authors point out that, in the Gaver-Stehfest algorithm, if \( n = 1,2 \) terms are omitted in the formula \( \hat{F}^n(t) \), the stability of numerical calculation can be increased; that is, when \( n \) is large enough we have \( F(t) = \sum_{k=1}^{n} (-1)^{n-k} (n^2/k! (n-k)) \hat{F}^n_{k+2}(t) \); at the same time, we have \( \sum_{k=1}^{n} (-1)^{n-k} (n^2/k! (n-k)) \hat{F}^n_{k+2}(t) - F(t) = o(n^{-k}), n \to \infty \). And when the \( n \) value is between 5 and 10, the algorithm can quickly converge. Finally, the \( \gamma \)-cut set of the triangular fuzzy number of the default distribution of the reference asset value is obtained in the fuzzy random environment.

\[
\bar{F}_\gamma(t) = \left[ F(t) - (1 - \gamma) a_5, F(t) + (1 - \gamma) b_5 \right],
\]

\( \gamma \in [0,1] \).

3.2. Interest Rate Risk in Fuzzy Random Environment. For the description of interest rate risk, this paper follows the CIR (Cox-Ingersoll-Ross) model; that is, \( dr_t = \alpha' (k' - r_t) dt + \sigma' \sqrt{r_t} dW_t \), where \( \alpha' \) represents the rate of return, \( k' \) represents the long-term average level, \( \sigma' \) stands for the fluctuation of interest rate, and \( dW_t \) stands for the standard Brownian movement for the Wiener process defining the interest rate. Then the price of default-free zero coupon bond is \( p(t,T) = E^Q[D(t)] = E^Q\left[ \exp(- \int_0^T r_t ds) \right] \).

According to the conclusion of [38], we have \( p(t,T) = e^{-r C(t,T) - A(t,T)} \), where

\[
C(t,T) = \frac{e^{\rho(T-t)} - e^{\rho(T-t)}}{(\rho + (1/2) \alpha') e^{\rho(T-t)} + (\rho - (1/2) \alpha') e^{-\rho(T-t)}},
\]

\[
A(t,T) = \frac{-\alpha' k'}{t^T} C(s,T) ds,
\]

\( \rho = 1/2 \sigma'^2 + 2 \alpha'^2 \).

As, due to unforeseen circumstances or man-made flaws, financial data may not be timely or records not accurate, interest rates in different banks or financial institutions may not be the same. Although the differences may be minute, it is not reasonable to assume that they are constant. In order to reflect the influence of fuzziness on interest rates, this paper also assumes that the market short-term interest rates are triangular fuzzy numbers.

\[
\bar{r}(t) = [r(t) - (1 - \gamma) a_5, r(t) + (1 - \gamma) b_5],
\]

\( \gamma \in [0,1] \).

**Theorem 6.** Suppose that the market short-term interest rate \( \bar{r}(t) \) satisfies the CIR model, then the \( \gamma \)-cut of the price of default-free zero coupon bond, whose face value is \( S1 \) and expiration date is \( T \), can be written as \( \bar{p}_\gamma(t,T) = [\bar{p}_\gamma^-, \bar{p}_\gamma^+] \), where the left and right end, respectively, are

\[
\bar{p}_\gamma^-(t,T) = e^{-(1-(1-\gamma)\eta')C(t,T) - A(t,T)},
\]

\( \gamma \in [0,1] \).

**Proof.** Based on the monotonicity of the function and Proposition 2, we can come to the conclusion. \( \Box \)

3.3. The Total Return Swap Pricing Model with Fuzzy Analysis. Because the first-arrival model is used in this paper to describe the default time of reference, and as it is assumed that the default time and the interest rate process are independent of each other, we can derive the following triangular fuzzy form of the total return swap pricing formula.

**Theorem 7.** The \( \gamma \)-cut set left end point of triangular fuzzy form of TRS pricing formula is
\[
\begin{align*}
&\frac{-L(t_{i-1}, t_{i-1})}{\delta \times NV \times \sum_{i=1}^{N} e^{-(1-(1-\gamma)\kappa) r C(t_{i}, T) - A(t_{i}, T)}} \times (1 - (1 - (1 - \gamma) d^+) F(t_i)) \\
&\times \frac{\delta \times NV \times \sum_{i=1}^{N} e^{-(1-(1-\gamma)\kappa) r C(t_{i}, T) - A(t_{i}, T)}}{\delta \times NV \times \sum_{i=1}^{N} e^{-(1-(1-\gamma)\kappa) r C(t_{i}, T) - A(t_{i}, T)}} \times (1 - (1 - (1 - \gamma) d^-) F(t_i)) \\
&\times \frac{(1 - \delta') \times F \times e^{-(1-(1-\gamma)\kappa) r C(\tau, T) - A(\tau, T)}}{\delta \times NV \times \sum_{i=1}^{N} e^{-(1-(1-\gamma)\kappa) r C(t_{i}, T) - A(t_{i}, T)}} \times (1 + (1 - \gamma) d^+) F(t_N).
\end{align*}
\]

Proof. In the fuzzy random environment, according to formula (7) and the properties of expectation \(E^Q\) can be abbreviated as \(E\), we have the following conclusions:

\[
E \left[ \sum_{i=1}^{N} D(t_i) \times \delta \times NV \times 1_{[\tau, \iota]} \right]_Y^+
= L(t_{i-1}, t_{i-1}) \times \delta \times NV \\
\times \sum_{i=1}^{N} e^{-(1-(1-\gamma)\kappa) r C(t_{i}, T) - A(t_{i}, T)} \\
\times (1 - (1 - (1 - \gamma) d^-) F(t_i)) \\
\times \sum_{i=1}^{N} e^{-(1-(1-\gamma)\kappa) r C(t_{i}, T) - A(t_{i}, T)} \\
\times (1 + (1 - \gamma) d^+) F(t_N).
\]

\[
\begin{align*}
E \left[ \sum_{i=1}^{N} D(t_i) L(t_{i-1}, t_{i-1}) \times \delta \times NV \times 1_{[\tau, \iota]} \right]_Y^+
&= L(t_{i-1}, t_{i-1}) \times \delta \times NV \\
&\times \sum_{i=1}^{N} e^{-(1-(1-\gamma)\kappa) r C(t_{i}, T) - A(t_{i}, T)} \\
&\times (1 - (1 - (1 - \gamma) d^-) F(t_i)) \\
&\times \sum_{i=1}^{N} e^{-(1-(1-\gamma)\kappa) r C(t_{i}, T) - A(t_{i}, T)} \\
&\times (1 + (1 - \gamma) d^+) F(t_N).
\end{align*}
\]

Bring the result of the above expectation into formula (7) and according to the monotonic property of the function, we can come to the conclusion.}

\section*{Theorem 8.} The \(\gamma\)-cut set right end point of triangular fuzzy form of the total return swap pricing formula is

\[
\begin{align*}
\bar{\gamma}^+_Y &= \frac{C_i \times \sum_{i=1}^{N} e^{-(1-(1-\gamma)\kappa) r C(t_{i}, T) - A(t_{i}, T)}}{\delta \times NV \times \sum_{i=1}^{N} e^{-(1+(1-\gamma)\kappa) r C(t_{i}, T) - A(t_{i}, T)}} \\
&\times (1 - (1 - (1 - \gamma) d^-) F(t_i)) \\
&\times \frac{(1 - \delta') \times F \times e^{-(1-(1-\gamma)\kappa) r C(\tau, T) - A(\tau, T)} \times (1 + (1 - \gamma) d^+) F(t_N)}{\delta \times NV \times \sum_{i=1}^{N} e^{-(1-(1-\gamma)\kappa) r C(t_{i}, T) - A(t_{i}, T)}} \times (1 - (1 - (1 - \gamma) d^-) F(t_i)) \\
&\times \frac{(1 - \delta') \times F \times e^{-(1-(1-\gamma)\kappa) r C(\tau, T) - A(\tau, T)} \times (1 - (1 - \gamma) d^+) F(t_N) \times (1 + (1 - \gamma) d^+) F(t_i)}{\delta \times NV \times \sum_{i=1}^{N} e^{-(1-(1-\gamma)\kappa) r C(t_{i}, T) - A(t_{i}, T)}} \times (1 - (1 - (1 - \gamma) d^-) F(t_i)) \\
&\times \frac{(1 - \delta') \times F \times e^{-(1-(1-\gamma)\kappa) r C(\tau, T) - A(\tau, T)} \times (1 - (1 - \gamma) d^+) F(t_N) \times (1 + (1 - \gamma) d^+) F(t_i)}{\delta \times NV \times \sum_{i=1}^{N} e^{-(1-(1-\gamma)\kappa) r C(t_{i}, T) - A(t_{i}, T)}} \times (1 - (1 - (1 - \gamma) d^-) F(t_i)).
\end{align*}
\]

Proof. In the fuzzy random environment, according to formula (7) and the properties of expectation \(E^Q\) can be abbreviated as \(E\), we have the following conclusions:

\[
E \left[ \sum_{i=1}^{N} D(t_i) \times \delta \times NV \times 1_{[\tau, \iota]} \right]_Y^+
= \delta \times NV \times \sum_{i=1}^{N} e^{-(1+(1-\gamma)\kappa) r C(t_{i}, T) - A(t_{i}, T)} \\
\times (1 - (1 + (1 - \gamma) d^+) F(t_i)),
\]

\[
E \left[ \sum_{i=1}^{N} D(t_i) \times C_i \times 1_{[\tau, \iota]} \right]_Y^+
= \delta \times NV \times \sum_{i=1}^{N} e^{-(1+(1-\gamma)\kappa) r C(t_{i}, T) - A(t_{i}, T)} \\
\times (1 - (1 + (1 - \gamma) d^+) F(t_i)).
\]
Other related parameters are as follows: \( NV = 1, V_0 = 0.8, \) and \( F = 1. \) Through the R-software simulation calculation, we can get the results of Figures 1–4 (the credit spreads unit in base points). Noting 1. In Theorems 7 and 8, \( F(t) \approx \sum_{k=1}^{n} (-1)^{n-k} (k^n / k! (n - k)!)(\bar{s}_y + \bar{s}^+_y)/2. \)

4. Model Simulation Analysis

In this section, we first simulate the default probability of the double exponential jump diffusion process in a random environment (no fuzziness, that is, the reliability index \( y = 1 \)); then we give the simulation performance of Theorems 7 and 8; that is, the simulation performance of the left and right ends of the fuzzy form of the total return swap fair premium \( y \)-cut set is given. More specifically, both the influence of the fuzzy degree of market information and the investor’s subjective judgment reliability on the premium section of the total return swap are investigated. The parameters involved in the simulation process are in Table 1.

Table 1: Parameter configuration.

<table>
<thead>
<tr>
<th>Parameter classification</th>
<th>Parameter name</th>
<th>Parameter hypothesis and configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time parameter</td>
<td>Expiration date ( T )</td>
<td>At present, the largest trading volume of TRS contract is 5 years; therefore, hypothesize that ( T = 5 )</td>
</tr>
<tr>
<td></td>
<td>Premium payment date ( t_i )</td>
<td>According to international practice, the premium payment cycle is usually a quarter; that is, ( \Delta t_i = 0.25 )</td>
</tr>
<tr>
<td>Discount parameter</td>
<td>LIBOR</td>
<td>The benchmark interest rate in the international financial market is London Interbank Offered Rate and usually is 0.5 or 1</td>
</tr>
<tr>
<td></td>
<td>Risk-free interest rate ( r )</td>
<td>( r ) use period counting rates or yields</td>
</tr>
<tr>
<td>Default parameter</td>
<td>Default recovery rate ( \delta' )</td>
<td>Reference to international common assumptions, suppose that ( \delta' = 0.5 )</td>
</tr>
<tr>
<td></td>
<td>Default threshold ( K )</td>
<td>The default threshold selection can be divided into endogenous and exogenous; we assume that ( K ) is a constant and decided by exogenous factors</td>
</tr>
</tbody>
</table>

According to the R-softwaresimulationcalculation, we can get the results of Figures 1–4 (the time parameter \( \delta' = 0.5 \)).

Note 2. In order to simplify the discussion, inspired by the literature [4], we give a reasonable hypothesis: the divergence factor \( a_5, b_5 \) can be assumed to be \( a_5 = c^+F(t), b_5 = d^-F(t) \), where \( 0 < c^+, d^- < 1 \) (so \( c^+, d^- \) will correspond with \( a_5, b_5 \), which will be able to characterize the degree of fuzziness of information). The assumption is feasible because the divergence factor \( a_5, b_5 \) is associated with the fuzziness of the volatility of financial markets. Therefore there are the following results: \( \tilde{F}_y(t) = [(1 - (1 - \gamma)d^-)F(t), (1 + (1 - \gamma)c^+)\gamma(t)], \gamma \in [0, 1]. \)

In the uncertain economic system with both fuzziness and randomness, the fair premium of the total return swap is represented as a fuzzy interval, in order to facilitate financial participants for decision making, we can use the defuzzification method to remove the fuzziness; the relevant literature can be found in [39–42].

Inference 1. In the fuzzy random environment, the probability mean of the fair premium of the total return swap with fuzzy analysis obtained by the no arbitrage pricing principle is

\[
M(\tilde{\gamma}) = \int_0^1 f(y) \left( \frac{\tilde{s}_y + \tilde{s}_y^+}{2} \right) dy.
\]
Discrete Dynamics in Nature and Society

Figure 1: Default probability of double exponential jump diffusion process ($K = 0.8, \gamma = 1$).

Figure 2: Sensitivity analysis of investors’ subjective reliability to premium ($c^+ = d^+ = 0.5, c^- = d^- = 0.1, T = 1$).

Figure 3: Sensitivity analysis of the degree of fuzzy information on premium ($\gamma = 0.8, T = 1$).

Figure 4: Sensitivity analysis of the degree of fuzzy information on premium ($\gamma = 0.8, T = 1$).

Figure 1 shows that once the asset value has touched the default threshold, the probability of default will increase sharply, which reflects the impact of asset value jump diffusion on corporate default. Figure 2 shows that when the duration of the total return swap contract and the degree of fuzziness of market information are fixed, the length of the total return swap fair premium $\gamma$-cut set is gradually shortened with an increase in the investor’s subjective judgment reliability (the value of $\gamma$ represents the personal reliability); that is, the lower and upper bounds are gradually closer. Figures 3(a) and 3(b) show that when the duration of the total return swap contract and the reliability index are fixed, the triangular fuzzy form price range will increase with the degree of fuzziness of information. Figure 4 shows that when the degree of fuzziness of market information and the reliability index are fixed, the triangular fuzzy form price range will increase rapidly with an increase in the contract period (a price cap change is more significant, because we set a larger fuzziness for the price upper bound). This simulation shows that both degree of fuzziness in market information and subjective judgment reliability have significant impacts on price changes in the total return swap. The swap price range is proportional to the fuzziness of information and is inversely proportional to subjective judgment reliability. When the duration of the contract becomes longer, market uncertainty will be significantly enhanced with a consequent rapid widening of the price range of the contract. When compared to related literature [34, 43], our new fuzzy form TRS pricing model can consider more factors influencing
default, is closer to the real complexity of the dynamics of default, can employ the membership function to describe the fuzzy phenomenon, and enables the fuzzy phenomenon to be estimated in two kinds of states: the possible degree and impossible degree and a state that can simultaneously reflect the fuzziness and the randomness of financial markets.

5. Conclusion

This paper is based on the fuzziness of information that characterizes real financial markets; it then derives a fuzzy pricing formula for total return swaps using the double exponential jump diffusion model. The conclusion is obtained by simulation. By reducing the fuzziness in market information and by improving the investor’s subjective judgment reliability, a more efficient pricing for the total return swap in a fuzzy random environment is revealed. The advantage of this model lies in using both random analysis and fuzzy numbers to identify more uncertain sources in the process of the jump diffusion of asset values and the subjective judgment of investors in the financial markets so as to broaden the scope of possible credit spreads. The proposed model can thus be used as a new tool for TRS pricing. Of course, there are some deficiencies in this paper. Due to limited market data, we did not check the model parameters against market data, and this will be a focus of our future research. Meanwhile, controlling for robustness of model results, that is, the stability of the model results, is also a goal of further research.
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