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This paper presents some analytical results on production and order dynamics in the context of a discrete-time VMI supply chain system composed of one retailer and one manufacturer. We firstly derive the lower bound and upper bound on the range of inventory fluctuations for the retailer under unknown demand. We prove that the production fluctuations can be interestingly smoothed and stabilized independent of the delivery frequency of the manufacturer used to satisfy the retailer’s demand, even if the retailer subsystem is unstable. The sufficient and necessary stability condition for the whole supply chain system is obtained. To further explore the production fluctuation problem, the bullwhip effect under unknown demand is explored based on a transfer function model with the purpose of disclosing the influences of parameters on production fluctuations. Finally, simulation experiments are used to validate the theoretical results with respect to inventory and production fluctuations.

1. Introduction

Vendor-managed inventory (VMI) is a well-known collaborative program [1–3], in which a retailer propagates inventory information and point of sales data to its supplier, while the upstream supplier makes replenishment decision for both the retailer and itself. Since it was pioneered by Wal-Mart in the early 1980s [4], VMI has been successfully implemented by many leading firms from different industries, such as Glaxosmithkline [5], Nestle and Tesco [6], Boeing and Alcoa [7], and Shell Chemical [8].

The benefits of VMI for both suppliers and retailers have been extensively studied in the literature [9–11]. For vendors, the VMI program improves decision-making flexibility since they gain the right to determine the amount and timing of the order for retailers, which further leads to reduced bullwhip effect [12] and better utilization of manufacturing capacity, as well as better synchronization of replenishment planning [13]. For retailers, VMI saves ordering cost and inventory cost and ensures the customer service level through signing VMI contracts. For example, a supplier will be penalized once the inventory of retailer exceeds certain ranges [14]. To successfully implement the VMI program, how to make use of the flexibility of decision-making in inventory control to benefit both upstream and downstream members is a highly challenging problem.

Most of the existing literature has focused on game theory or optimization models [15–19], while this paper explores the impact of replenishment parameters on the inventory and production dynamics [20], which are closely related to the total costs. Significant costs can be incurred by production fluctuations due to frequently switching production quantities up and down, which further complicate the activities in labor force arrangement, capacity adjustment, and equipment maintenance and management. However, in a dynamic system with uncertain demand, deriving optimal solutions from an optimization model incorporating all these cost components is impractical. Furthermore, in practice, through information sharing even with order batching [21–24], VMI has become one of the frequently employed programs for eliminating bullwhip effect [23, 25, 26]. This implies that production can be smoothed and transportation cost can be
saved via the implementation of VMI program. However, we notice that the majority of existing bullwhip literature has ignored the interaction between inventory and production fluctuations.

In a VMI system, the upstream supplier has the flexibility to determine the amount and timing of the replenishment order for the retailer. However, as mentioned, the supplier might be penalized once the retailer’s inventory exceeds the predetermined range. Therefore, in order to reduce penalty cost, the supplier should know how the replenishment parameters for the retailer affect the range of inventory fluctuations of the retailer. In addition, the supplier should also consider the production or ordering cost and inventory cost for the whole system when designing its own replenishment policies. In this paper, we aim to answer three questions for the implementation of VMI: (1) How the replenishment rules designed by the supplier for itself and retailer affect the stability, inventory fluctuations, and production smoothing for the entire system under uncertain demand? (2) What is the trade-off between inventory fluctuations and production fluctuations? Specifically, what actions can be taken to limit inventory and order fluctuations. This question will be addressed in terms of stability. As investigated in the literature, stability is a fundamental problem for any dynamical system including supply chain systems [21, 27, 28]. After being disrupted, the state of a stable system will return to its steady state gradually. Actually, a stable supply chain system tends to be resilient in the presence of demand disruptions [29]. Furthermore, stability analysis simplifies the parameters selection and performance optimization. For a stable supply chain system, stability limits the fluctuation of inventory and order in a certain range after the sudden change of demand. By contrast, unstable designs will cause undesirable fluctuations for order and inventory, which leads to high cost due to inventory accumulation or stockouts. (3) How the replenishment parameters affect the magnitude of production smoothing for the manufacturer.

Specifically, we attempt to explore the inventory and production fluctuations in the context of a VMI supply chain system composed of a manufacturer and a retailer. The manufacturer uses a reorder point policy to manage the retailer’s inventory and the APIOBPCS (automatic pipeline, inventory, and order based production control system) for production control [12, 30]. The contributions of this paper lie in threefold. Firstly, we analytically studied the impact of reorder point, delivery frequency, lead time, and demand characteristics on the range of the retailer’s inventory under uncertain demand by extending a more generalized replenishment policy. Secondly, we derived the necessary and sufficient stability conditions of the VMI system for arbitrary lead times by considering the interaction between the retailer subsystem and the manufacturer subsystem, which are significant due to the development of global supply chains and complicated manufacturing process [31]. We prove that production fluctuations are independent of the replenishment parameters in the reorder point policy. Besides, we demonstrate that although the production of the upstream manufacturer can be perfectly smoothed without paying extra attention to the quantity and frequency of replenishment for the retailer, the parameters in the reorder point policy have significant influences on the inventory fluctuations for both retailer and manufacturer. Finally, to further quantify the production smoothing magnitude, the impact of all the decision parameters on the robust bullwhip metric is further studied based on a transfer function model. The results of this research provide insightful guidelines on the implementation of VMI program.

The remainder of this paper is organized as follows. Section 2 introduces related literature. Section 3 describes the VMI model in terms of the retailer subsystem and manufacturer subsystem. Section 4 studies the stability and inventory oscillations for the retailer subsystem. The production smoothing effect and inventory fluctuation for the manufacturer are studied in Section 5. Section 6 focuses on the robustness of the bullwhip effect problem under uncertain demand. This paper is concluded in Section 7.

2. Literature Review

Over the past decades, the advantages of VMI program have been extensively discussed. The shift of the authority of inventory control from downstream enables the supplier to choose the time and quantity for each replenishment order and also the route to transport the required goods to multiple retailers. It was well recognized that VMI brings more advantages over information sharing alone [4, 32–35]. In Fry et al. [14], a (z, Z) type contract was included in a VMI supply chain and the authors found that such a supply chain performs better than traditional supply chains. Lee et al. [3] studied the benefits and coordination problem for four business scenarios: traditional system, integrated system, VMI with stockout-cost sharing, and VMI with fixed transfer payments. Ben-Daya et al. [15] compared the benefits for three distinct supply chains, two of which were in the context of vendor-managed inventory consignment partnership. However, the supplier and retailer might belong to different companies or a vertically integrated company. The result showed that flexibility of the supplier has significant influences on the benefits of the vendor. Dong et al. [36] examined the benefits of the VMI program via empirical analysis, from which the results showed that inventory and stockout reductions might be realized at different times following the implementation of VMI. That is, inventory reduction initially may be the major benefit to distributor from VMI, while the benefits of stockout reduction may be realized after the first year. Lu et al. [9] studied the impact of two kinds of overconfidence on the inventory decision-making from a behavioral perspective. The study demonstrated behavioral factors might, to some extent, enhance the supplier’s profit through continuous effort.

Although the opportunities of VMI are evident in many industries, the benefit allocation and coordination problem has been argued continuously [3, 37, 38]. A number of authors argued that the majority of the benefits from VMI tend to flow to the supplier, rather than to the retailer [32]. Lee and Cho [39] examined the problem of designing a VMI contract with consignment stock and stockout-cost sharing in a (Q, r) inventory system between a supplier
and a retailer. The result showed that the retailer may not always benefit from VMI. However, Mishra and Raghunathan [40] found that VMI intensifies the competition among manufacturers of competing brands, thus providing benefits to retailers. Pan and So [41] analyzed the interaction among the assembler and two component suppliers under a VMI contract. One supplier has uncertainty in the supply process, in which the actual number of components available for assembly is equal to a random fraction of the production quantity. Under deterministic and stochastic demand, the optimal component prices offered by the assembler are derived.

In addition to the previous literature, optimal replenishment policies of VMI supply chain systems with multiple retailers have been studied frequently over the recent years [17, 42–45]. Nevertheless, we see that the existing literature has ignored the dynamic fluctuations of order and inventory, which can be hardly incorporated into the previous optimization or game-theory based models. Although our VMI model is similar to an early work by Disney and Towill [12], we generalized their model by allowing for free adjustment of the amount and timing of replenishment frequency. Another important difference is that we pay attention to the trade-off between the production smoothing and inventory fluctuations by providing some analytical results, while their work is focused on simulation experiments.

3. Model Description and Analysis

3.1. Description for the VMI System. Consider a periodic-review, single item VMI supply chain system composed of a retailer and a manufacturer. In a VMI program, the retailer should provide the manufacturer with demand and inventory information. On the basis of these information, the manufacturer makes replenishment decision to control the inventory for both the manufacturer and the retailer.

The timing of the events in each period is assumed as follows. At the beginning of each period $t$, the manufacturer puts its newly finished work-in-progress (WIP) inventory into a warehouse. Assume that there is a fixed production lead time, $L_f$, for the manufacturer to finish an order. At the same time, the retailer also receives its replenishment order from the manufacturer to recover its inventory. It takes the manufacturer $L_f$ periods to dispatch each replenishment order for the retailer. Note that one extra period is included in $L_f$ and $L_t$ to cope with the events order because the replenishment decisions are made at the beginning of each period. After putting final products into a warehouse, the manufacturer forecasts the demand for the coming period according to realized demand data. Then the manufacturer makes the production decision for itself and the replenishment decision for the retailer by reviewing the inventory information regarding the retailer’s inventory level, in-transient inventory, and reorder point, as well as the manufacturer’s own inventory level and WIP inventory. This is the essential difference in comparison with traditional supply chain models. To keep the model linear, we also assume that all the orders of the retailer which can not be satisfied immediately are backlogged. Finally, during the remaining time of each period, the retailer fulfills customer demand and any unfilled orders are also backlogged.

To be more general, we assume that the demand of the retailer is unknown but bounded by $D_t \in [d_{min}, d_{max}]$, in which $d_{min}$ and $d_{max}$ represent the lower bound and upper bound, respectively. The demand uncertainty is caused by a lot of factors, such as promotions, technological innovations, seasonal changes, and economical or political events. To cope with these uncertain factors, the manufacturer uses an adaptive reorder point policy to manage the retailer’s inventory. The reorder point $R_t$ is updated by

$$R_t = R_{t-1} + \theta_t (G \times D_{t-1} - R_{t-1}),$$

(1)

where $\theta_t$, $0 \leq \theta_t \leq 1$, is a coefficient to smooth the reorder point while the parameter $G$ is used to adjust service level. We note that the reorder point satisfies $G d_{min} \leq R_t \leq G d_{max}$ as long as $G d_{min} \leq R_1 \leq G d_{max}$. Once the inventory position of the retailer, $I_P$, is below the reorder point, an replenishment order will be triggered automatically or manually. The amount of the retailer’s replenishment order $Q_t$ is determined by the following reorder point policy:

$$Q_t = \begin{cases} \rho D_{t-1} & \text{if } I_P < R_t, \\ 0 & \text{if } I_P \geq R_t, \end{cases}$$

(2)

in which the parameter $\rho$ is used to control the replenishment frequency for the retailer. Note that the reorder policy in Disney and Towill [12] is a special case when $\rho = 1$, which imposes a constraint on the amount of each order and limits the decision-making flexibility for the manufacturer to adjust the replenishment frequency to achieve economical scale. In our model, we add this parameter $\rho$ allowing for freely adjusting the frequency of replenishment for the retailer, which essentially affects the performance of the whole system. Actually, the retailer might determine the value for $\rho$ according to its inventory capacity and demand characteristics. We argue that the parameter $\rho$ plays a different role in contrast to the parameter $G$ in (1). The parameter $\rho$ is used to determine the replenishment frequency, while $G$ is used to set the reorder point and balance the trade-off between inventory cost and service level. In practice, if the distance between the manufacturer and the retailer is large, the manufacturer might choose a large $\rho$ to save transportation cost. Finally, we advocate that the parameter setting for $G$ and $\rho$ should consider all the cost components.

In a VMI system, a vendor makes replenishment decisions based on information sharing with respect to downstream member’s demand and inventory. In our periodic inventory model, the balanced equations for the retailer’s inventory level, $I_{r,t}$, and in-transient inventory, $G I_T$, are, respectively, represented as

$$I_{r,t} = I_{r,t-1} + Q_{t-L_t} - D_{t-1}$$

(3)
and
\[ GIT_t = GIT_{t-1} - Q_{t-L_t} + Q_{t-1}. \] (4)

The inventory position of the retailer is further obtained as
\[ IR_{r,t} = IL r,t + GIT_t. \] Similarly, the difference equations for the manufacturer’s inventory level and WIP are, respectively, represented as
\[ IL_{m,t} = IL_{m,t-1} + P_{t-L_t} - Q_{t-1} \] (5) and
\[ WIP_t = WIP_{t-1} - P_{t-L_t} + P_{t-1}. \] (6)

The exponential smoothing algorithm is accurate for short-term forecasting and easy to implement [30]; thus the manufacturer uses it to forecast the demand for the coming period. It should be noted that the change of reorder point should be incorporated into the forecasting process. The forecasting algorithm is obtained as
\[ F_t = F_{t-1} + \theta_f [D_{t-1} + \theta_r (G \times D_{t-1} - R_{t-1}) - F_{t-1}], \] (7) where \( \theta_f \) is the smoothing coefficient with \( 0 \leq \theta_f \leq 1 \). A small \( \theta_f \) helps smoothing order fluctuations, while a large \( \theta_f \) is more appropriate to respond to volatile demand.

The replenishment rule used by the manufacturer for production decision is called APIOBPCS [30]. In traditional supply chains, the replenishment decisions for upstream members are made by themselves, whereas the replenishment decision in a VMI model should exploit systematic information. For this purpose, we define system inventory as
\[ SI_t \equiv IR_{r,t} + IL_{m,t} + GIT_t - R_t. \] (8)
The replenishment rule for the manufacturer is represented as
\[ P_t = F_t + \alpha \left[ TINT - SI_t \right] + \alpha^{wip} \left( L_m \times F_t - WIP_t \right), \] (9) where \( \eta \) is the parameter to establish the target value of inventory level \( TINT = \eta \times F(t) \), \( L_m \) is the production lead time, \( L_m \times F_t \) is the desired value of WIP level, and \( \alpha \) and \( \alpha^{wip} \) are two replenishment parameters for recovering the inventory level and the WIP level. As the demand is uncertain, the target level for inventory and WIP should be updated adaptively. Essentially, the replenishment rule (9) is a proportional controller with two feedback loops. The two parameters significantly increases the flexibility to meet practical requirements. However, the feedback mechanism, the inventory interaction between the retailer and the manufacturer, coupled with the production lead time, makes the dynamics of VMI system highly complicated.

3.2. A Transfer Function Model via Transformation of Difference Equations. In the literature, the production smoothing behavior is usually characterized by bullwhip effect metrics [46]. To facilitate the study of production smoothing in terms of bullwhip effect, we develop a transfer function model by treating the demand of the retailer as input and the production of the manufacturer as output. Unlike existing methods in the literature, in which transfer functions are derived by combining the components of block graphs [30], we directly obtain the transfer function by formulating a state space model and manipulating the difference equations using z-transform [47]. This change avoids the complicated computation process of the well-known Mason’s gain formula [48].

From the replenishment rule (9), we obtain
\[ P_t - P_{t-1} = \left[ 1 + \alpha \eta + \alpha^{wip} (L_f - 1) \right] \times (F_t - F_{t-1}) \]
\[ - \alpha \left[ SI_t - SI_{t-1} \right], \]
\[ - \alpha^{wip} \left( WIP_t - WIP_{t-1} \right). \] (10)

By the definition of system inventory, we can derive
\[ SI_t - SI_{t-1} = P_{t-L_t} - D_{t-1} - \theta_r (GD_{t-1} - R_{t-1}) \] (11)
Substituting (6) and (11) into (10), we further have
\[ P_t - P_{t-1} = \left[ 1 + \alpha \eta + \alpha^{wip} (L_f - 1) \right] \]
\[ \cdot \theta_f \left[ D_{t-1} + \theta_r (G \times D_{t-1} - R_{t-1}) - F_{t-1} \right] \]
\[ - \alpha \left[ P_{t-L_t} - D_{t-1} - \theta_r (GD_{t-1} - R_{t-1}) \right] \]
\[ - \alpha^{wip} \left( P_{t-1} - P_{t-L_t} \right). \] (12)

From (12), it is very interesting to observe that for arbitrary demand processes, the parameter \( \rho \) is irrelevant to the production dynamics. In traditional supply chains, order batching is frequently used to achieve transportation scale and reduce transportation cost. However, it is well recognized that order batching with low delivery frequency is one of the main causes of production fluctuations. In contrast to traditional supply chains, (12) demonstrates that, under the VMI program, the manufacturer can dispatch goods to the retailer with a low frequency to reduce transportation cost while not disrupting the execution of production schedules. In this sense, we conclude that transportation cost and production cost can be reduced simultaneously in a VMI system.

A state space model can be developed directly from (1), (7), and (12) by defining \( X_t \equiv (R_t, F_t, P_t)^T \) as the state vector, \( U_t \equiv D_t \) as input variable, and \( Y_t \) as the output variable. Define \( \psi(\alpha, \alpha^{wip}, L_f) \equiv 1 + \alpha \eta + \alpha^{wip} (L_f - 1) \), a state space model is obtained as
\[ X_t = AX_{t-1} + A_d X_{t-L_t} + BU_t, \]
\[ Y_t = CX_t, \] (13) where
Although the stability of the VMI system has been discussed in Disney and Towill [30], the obtained results are limited to small or specified lead times. Furthermore, the previous literature has ignored the interaction between the retailer and manufacturer. In particular, they failed to consider the dynamics of the retailer, which might be due to the fact that the model in Disney and Towill [30] only considers the special case $\rho = 1$, which simplifies the dynamics of the retailer subsystem.

In this section, we begin by studying the stability and inventory oscillation of the retailer. In the VMI program, the retailer may assume the risk of incurring high inventory cost or poor customer service level. To avoid such a problem, the retailer can increase its benefits by signing effective contractual agreements, which are characterized by the penalty cost once the retailer’s inventory beyond an upper bound or a lower bound. To reduce the penalty cost and maintaining satisfactory service level for the retailer, the manufacturer must clarify how the replenishment rule affects the range of inventory fluctuations of the retailer. To this end, as a first step, we shall now discuss the inventory fluctuation range of the retailer under uncertain demand with Theorem 1.

**Theorem 1.** Assume that $R_1 < I_r \leq (G + \rho)d_{\text{max}} - d_{\text{min}}$ and $\rho \geq 1$. Define $IL_{r,t} = IL_{r,t} - D_t$ as the inventory level of the retailer at the end of each period, then the retailer’s inventory position satisfies

$$Gd_{\text{min}} - d_{\text{max}} \leq IL_{r,t} \leq (G + \rho)d_{\text{max}} - d_{\text{min}};$$

and $IL_{r,t}$ satisfies

$$Gd_{\text{min}} - (L_r \rho + 2)d_{\text{max}} \leq IL_{r,t} \leq (G + \rho)d_{\text{max}} - 2d_{\text{min}}.$$  

**Proof.** Let $I_r$ be the initial inventory of the retailer and $R_1$ be the reorder point in the first period. We set $I_r \geq R_1$ and $Gd_{\text{min}} \leq R_1 \leq Gd_{\text{max}}$. Because the inventory position is less than the reorder point, the manufacturer will not dispatch goods to the retailer until the retailer’s inventory position drops below the reorder point. The dynamics for the retailer’s
inventory level and reorder point are depicted in Figure 1. Without loss of generality, we assume that \( IP_{r,t} \geq R_t \) for \( t < t_1 \), \( IP_{r,t} < R_t \) for \( t_1 \leq t < t_2 \), and \( IP_{r,t} \geq R_t \) when \( t = t_2 \). In the first stage \( t < t_1 \), we have \( Q_t = 0 \) and \( Gd_{\text{min}} \leq R_t \leq IP_{r,t} \). In the second stage \( t_1 \leq t < t_2 \), because \( IP_{r,t} < R_t \) the manufacturer should send the replenishment order to the retailer, which is given by \( Q_t = \rho D_{t-1} \). For \( t = t_1 \), we have

\[
IP_{r,t_1} = IP_{r,t_1-1} - D_{t_1-1} \geq Gd_{\text{min}} - d_{\text{max}}.
\]  

(20)

When \( t_1 < t < t_2 \)

\[
IP_{r,t+1} = IP_{r,t+1-1} + \rho D_{t+1-1} - D_{t+1-1}.
\]  

(21)

and

\[
IP_{r,t} = IP_{r,t+1-1} + \sum_{i=0}^{t-1} (\rho - 1) D_{t+1-i} - D_{t-1}.
\]  

(22)

Because \( \rho \geq 1 \), the upper bound and lower bound for the inventory position \( IP_{r,t} \) are obtained by

\[
Gd_{\text{min}} - d_{\text{max}} \leq IP_{r,t} \leq Gd_{\text{max}} - d_{\text{min}}.
\]  

(23)

Inequality (23) implies that there exists a lower bound for \( IP_{r,t} \) once it drops below the reorder point. In the third stage \( t \geq t_2 \), we still have \( Gd_{\text{min}} \leq R_t \leq IP_{r,t} \) and

\[
IP_{r,t+1} = IP_{r,t+1-1} + \rho D_{t+1-1} - D_{t+1-1} \leq (G + \rho) d_{\text{max}} - d_{\text{min}}.
\]  

(24)

Further, we can obtain

\[
IP_{r,t+1} = IP_{r,t+1-1} + \rho D_{t+1-1} - D_{t+1-1} \leq IP_{r,t}.
\]  

(25)

It means that once the inventory position is higher than the reorder point, it starts to decrease. The inventory level at the end of each period for the retailer is represented as

\[
IL'_{r,t} = IP_{r,t} - \sum_{i=1}^{L_r} Q_{t-i} - D_t.
\]  

(26)

Further, we directly obtain

\[
Gd_{\text{min}} - (L_r \rho + 2) d_{\text{max}} \leq IL'_{r,t} = IP_{r,t} - \sum_{i=1}^{L_r} Q_{t-i} - D_t \leq (G + \rho) d_{\text{max}} - 2d_{\text{min}}.
\]  

(27)

It completes the proof of Theorem 1.

From Theorem 1, we see that the retailer subsystem is BIBO stable if and only if \( \rho \geq 1 \). When \( \rho < 1 \), the retailer subsystem will be destabilized because its demand can not be sufficiently satisfied and its inventory will decrease continuously. In addition, Theorem 1 also provides us some managerial insights. The retailer’s service level is mainly determined by the parameter \( G \), which is employed to set the reorder point. A large \( G \) results in better customer service level but incurs high inventory cost and leads to negative effect to cause huge inventory oscillations. As mentioned, the delivery frequency for the retailer is determined by \( \rho \); that is, a large value of \( \rho \) can be exploited to reduce transportation cost. However, high delivery frequency also increases inventory fluctuations. As the replenishment lead time increases, the retailer’s inventory cost might increase. Actually, it is well recognized that lead time is one of the main causes of the bullwhip effect. Finally, demand uncertainties are also key drivers for high inventory cost.

5. Inventory and Production Fluctuations of the Manufacturer

Under the VMI program, the manufacturer manages both its own inventory and the retailer’s inventory based on systematic information. The shifting of the authority of inventory control and information sharing, two main properties of a VMI supply chain system, must affect the dynamics properties of the entire system. Disney and Towill [30] studied the stability of a similar VMI supply chain model using transfer function approach. However, they only provided the stability results for small lead times while ignoring inventory fluctuations of the VMI supply chain system. For example, the shipment policy used by the manufacturer to control the retailer’s inventory will certainly affect the retailer’s dynamics, as emphasized in the previous section. Meanwhile, the retailer’s dynamics have great influences on the dynamics of the manufacturer. Wei et al. [21] studied the stability of the discrete APIOBPCS model for a single manufacturer, the methods in which can be extended to a two-echelon VMI supply chain system in Section 4.

As mentioned, if \( 0 < \theta_r < 1 \) and \( 0 < \theta_f < 1 \), the two variables \( F_r \) and \( R_t \) will be bounded within certain ranges. Because final demand and demand forecast signal can be treated as external perturbations, from (12), we see that the stability of the production process of the manufacturer is determined by

\[
P_t = (1 - \alpha^{wipp}) p_{t-1} + (\alpha^{wipp} - \alpha) p_{t-L_f}.
\]  

(28)
We recall that $\rho < 1$ will result in more and more inventory shortages for the retailer. In this situation, the retailer subsystem can be hardly stable. Then, an interesting phenomenon arises. The manufacturer’s production process can be stable even if the retailer’s inventory is unstable. Here, we must distinguish the stability of the manufacturer’s production process from the stability of the manufacturer subsystem. We say that the production process is stable as long as the variable $P$ is bounded, while the stability for the manufacturer subsystems requires both its inventory related variables, such as $S_I$ and $IL_{m,f}$, and production process $P$, are all bounded. Actually, this interesting result is due to the fact that the production decision of the manufacturer is made based on system inventory $S_I$, which is defined as $S_I = IP_{rz} - R_i + IL_{m,f}$, rather than $IL_{m,f}$. Thus, we can get the conclusion that even though $\rho < 1$, the production process can be stable, but the manufacturer’s inventory will increase continuously. Thus, we can draw an initial conclusion that there must be a trade-off between inventory fluctuations and production fluctuations. This result is also the key difference between VMI systems and traditional supply chain systems. This result will be further discussed with more details by simulation experiments later. As a result, if $\rho \geq 1$, the stability of (28) guarantees the stability for the entire VMI supply chain system.

In fact, the stability of (28) has been discussed in Wei et al. [21] by studying a single manufacturer. Here we can obtain a necessary and sufficient stability condition for the VMI supply chain by Theorem 2.

**Theorem 2.** Let $L_f \geq 2$. Then the VMI supply chain is stable if and only if $|1 - \alpha^w| < L_f/(L_f - 1)$, $\rho \geq 1$, and

$$
(a) \quad |1 - \alpha^w| - 1 < \alpha^i - \alpha^w < [2 + (\alpha^w)\cos^2\phi - 2|1 - \alpha^w|\cos\phi]^{|L_f|/2}
$$

$$
(b) \quad |1 - \alpha^i| < 1 \quad \text{and} \quad |\alpha^i - \alpha^w| < [2 + (\alpha^w)^2 - 2\alpha^w - 2|1 - \alpha^w|\cos\phi]^{|L_f|/2}
$$

where $\phi$ is the solution in $(0, \pi/L_f)$ of $|1 - \alpha^w| = \sin(L_f\phi)/\sin(L_f\phi - \phi)$.

It should be remarked that $|1 - \alpha^w| < L_f/(L_f - 1)$ guarantees only one solution for $|1 - \alpha^w| = \sin(L_f\phi)/\sin(L_f\phi - \phi)$ in $(0, \pi/L_f)$. From Theorem 2, we see that the stability boundaries for even or odd production lead times are quite different. Based on Theorem 2, we can draw precise stability boundaries or stable regions for arbitrary production lead times.

In order to simplify the selection of replenishment parameters ensuring the system is stable, we can further obtain the stability condition independent of the production lead time, which is introduced in Theorem 3. The proof for Theorem 3 is similar to the proof for the Proposition 4.3 in Wei et al. [21] and we will not include the details here.

**Theorem 3.** The VMI supply chain is stable if $\rho \geq 1$ and

$$
|1 - \alpha^w| + |\alpha^w - \alpha^i| < 1.
$$

In fact, the precise stable regions gradually converge to the stable region independent of production lead times as the production lead time increases. Figure 2 shows the stable regions in the $\alpha^w - \alpha^i$ plane for different production lead times, in which $P - Region$ represents precise stable regions tailored for specific lead times with Theorem 2, and $S - Region$ represents the stable region independent of lead times. It is obvious that the area of $S - Region$ will cover most of the areas of the precise stable region $P - Region$ as the production lead time increases. It implies that the $S - Region$ simplifies the selection of replenishment parameters.

From above, we see that the production process of the manufacturer can be smoothed even with low delivery frequency determined by the manufacturer to control retailer’s inventory. In this sense, the manufacturer can reduce transportation cost and production cost simultaneously. However, the manufacturer must be cautious to determine the replenishment frequency or the size of order batching, because there still exists a trade-off between inventory cost and production cost caused by production fluctuations. This trade-off will be further explored via simulation experiments in the next section.

### 6. Simulation Experiments

In the simulation experiments, we will firstly validate the theoretical results on the range of inventory fluctuations of the retailer subsystem. Then, we will study the dynamics interaction between the retailer and the manufacturer. Finally, the impact of different parameters on the production smoothing will be numerically studied with the worst-case bullwhip measure.

#### 6.1. Inventory Fluctuations of the Retailer

We will validate the theoretical results with uniformly distributed demand $D_t \sim [d_{min},d_{max}]$. The reason we choose uniformly distributed demand is that the upper bound and lower bound can be readily known. It is worth noting that the above results can be applied to other demand functions as long as we know the maximal value and the minimal value of the demand data. Based on Theorem 1, we define $\varphi_1 \triangleq (G + \rho)d_{max} - 2d_{min}$ and $\varphi_2 \triangleq Gd_{min} - (L_r + 2)d_{max}$ as the upper bound and lower bound of the retailer’s inventory, respectively. Further, we measure the range of inventory fluctuation as

$$
\Delta_\rho \triangleq \varphi_1 - \varphi_2 = (G + 2)(d_{max} - d_{min}) + \rho(1 + L_r)d_{max}.
$$

In the simulations, we compute the retailer’s system performance by four metrics: replenishment frequency, $FR_r$, the customer service level metric, $SL_r$, the maximal value of inventory level, $IL_{max}$, and the minimal value of inventory level, $IL_{min}$. Assume that we simulate the retailer’s dynamics for $N$ periods. Then the metric $FR_r$ is represented by

$$
FR_r \triangleq \frac{C(Q_t)}{N},
$$

where $C(Q_t)$ records the number of periods that the manufacturer should deliver a replenishment order to the retailer.
Figure 2: The stability boundaries for the VMI supply chain system.

(Q_t > 0). It means that a higher FR_t will result in a higher frequency of replenishment order. As a result, the metric FR_t is closely relevant to the transportation cost. The transportation cost can be saved for a small FR_t. The customer service level metric SL_t is represented as

\[ SL_t = \frac{S(I'_{L_N})}{N}, \]

where \( S(I'_{L_N}) \) is the number of periods satisfying \( I'_{L_N} > 0 \). The service level is high if the value of \( SL_t \) is large.

The other two metrics \( IL_{max} \) and \( IL_{min} \) are defined as

\[ IL_{max} = \max \{ I'_{L_{N_0}}, I'_{L'}, \ldots, I'_{L_N} \}, \]

and

\[ IL_{min} = \max \{ I'_{L_{N_0}}, I'_{L'}, \ldots, I'_{L_N} \}, \]

in which \( N_0 \) is the starting period used to eliminate the influence of initial data on system performance. Based on these four metrics, four groups of simulations are designed to observe the impact of demand fluctuations, \( G \), \( \rho \), and \( L_r \) on system performance. In the simulation, we set \( N = 5000 \), \( N_0 = 200 \), and \( L_r = 100 \). Theoretical results and simulation results are compared in Table 1.

Table 1 well validates the results obtained previously. The first group of simulation experiment \( G_1 \) demonstrates that demand fluctuations are closely related to inventory
fluctuations. Meanwhile, demand uncertainty could result into poor customer service level. The second group $G_2$ shows that increasing the parameter $G$ will improve customer service level. However, high inventory fluctuations will occur if the parameter $G$ is sufficiently large. In the third group of simulation, it is obvious that increasing $\rho$ increases the delivery frequency for the retailer. This means that the generalized replenishment policy (2) is more flexible in determining the replenishment frequency than $\rho = 1$. However, Theorem 1 illustrates that a large $\rho$ contributes to inventory fluctuations. Actually, in the third group of simulation $G_3$, it is also interesting to observe that $\rho = 1$ can make the manufacturer lose control of the retailer’s inventory because $FR_r = 1$. This situation leads to low customer service level because the reorder point loses its ability to limit the retailer’s inventory. The final simulation group $G_4$ validates the result that long lead time brings difficulties for inventory control.

6.2. Production and Inventory Fluctuations of the Manufacturer. We shall now simulate the system with a unit step signal as the demand input, which is represented by

$$D_t = \begin{cases} 
1 & \text{if } t \geq 1, \\
0 & \text{if } t < 1. 
\end{cases} \quad (35)$$

The step signal is widely used in testing dynamical systems. Actually, the step signal can be used to model sudden change of customer demand due to accidental events. The well-known Supply Chain Operations Reference (SCOR) model also measures supply chain performance in response to a step change in demand. In this subsection, we select a common group of parameter setting: $\theta_r = \theta_f = 1/9$, $G = 4$, $L_r = 2$, $I_r = 5$, $R_1 = 0$, and $I_f = 0$. In the following, in order to figure out the reason why the production process can be stabilized even if the retailer subsystem is destabilized with $\rho < 1$, we will firstly explore the dynamic properties under two different scenarios, namely, $\rho < 1$ and $\rho > 1$. Then, we will validate the stability results derived previously.

### 6.2.1. Production and Inventory Dynamics

In the case when $\rho < 1$, the retailer subsystem is destabilized. In the simulation experiments, we firstly set $\rho = 0.8$, $\alpha' = 0.25$, and $\alpha_w\rho = 0.5$. The production and inventory dynamics for the VMI system in response to the step signal input are shown in Figures 3(a) and 3(b). Figure 3(a) shows that the production process, $P_t$, and system inventory, $SI_t$, are stable. However, $\rho < 1$ causes serious outcome that the inventory levels for both the retailer and the manufacturer are divergent or unstable. In particular, the customer demand of the retailer can never be fully satisfied because the replenishment amount is always less than realized demand. Even if the production process is smoothed, the manufacturer accumulates high inventory, which will further lead to extra inventory cost. Thus, we should avoid selecting the parameter setting $\rho < 1$.

The advantages of $\rho > 1$ are shown in Figures 3(c) and 3(d) by setting $\rho = 3$, $\alpha' = 0.25$, and $\alpha_w\rho = 0.5$. This parameter setting falls into the stable region determined by Theorems 2 and 3. In this situation, the delivery frequency is decreased to reduce transportation cost. Although the replenishment order for the retailer fluctuates with a large magnitude, the production dynamics is still smoothed. In this sense, the production cost due to machine startup or labor force scheduling can be saved. However, the manufacturer should be cautious on selecting the delivery frequency or determining the value for $\rho$, as the inventory fluctuations magnitude might be large for both the retailer and the manufacturer, which increases inventory cost for the retailer and penalty cost for the manufacturer. As introduced in the previous section, $\rho = 1$ may lead to a situation that the reorder point makes no sense for large value of $G$, while incorporating the parameter $\rho$ improves the flexibility for the manufacturer to manage the retailer’s inventory greatly. In practice, managers should make a balanced decision towards transportation cost, inventory cost, and production cost.

### 6.2.2. Validation for Stability Results

Here we simply test the stability results for $\rho = 1$, $L_f = 9$, and $\alpha_w\rho = 1.2$. In such

<table>
<thead>
<tr>
<th>Groups</th>
<th>Parameter values</th>
<th>Theoretical results</th>
<th>Simulation results</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$d_{\min}$</td>
<td>$d_{\max}$</td>
<td>$G$</td>
</tr>
<tr>
<td>$G_1$</td>
<td>10</td>
<td>40</td>
<td>4</td>
</tr>
<tr>
<td>$G_2$</td>
<td>10</td>
<td>80</td>
<td>4</td>
</tr>
<tr>
<td>$G_3$</td>
<td>10</td>
<td>120</td>
<td>4</td>
</tr>
<tr>
<td>$G_4$</td>
<td>10</td>
<td>40</td>
<td>2</td>
</tr>
</tbody>
</table>
a situation, the necessary and sufficient stable condition for the VMI supply chain system becomes $0.3858 < \alpha^i < 2$. In the simulation, we consider two scenarios: unstable scenario, $\alpha^i = 0.32$, and stable scenario, $\alpha^i = 0.42$. The inventory dynamics for the VMI supply chain system are shown in Figure 4. Figure 4(a) shows the dynamics for $\alpha^i = 0.32$, in which all the state variables diverge as time passes. Unstable design always bring high inventory and production cost as a result of inventory fluctuations. Thus, unstable behavior should be avoided by selecting appropriate replenishment parameters. In contrast, Figure 4(b) shows the stable behavior for $\alpha^i = 0.42$. In a stable system, inventory and production will return to steady state even under sudden change of customer demand.

6.3. A Worst-Case Bullwhip Effect Study. For a manufacturer, reducing production fluctuations is significant because it is closely related to production cost. Smoothing production process helps arranging labor force, deciding the manufacturing capacity, and also enlarging the life of production machines. It is well recognized that production fluctuations can be smoothed by mitigating the bullwhip effect [46]. Actually, stability is a fundamental step for smoothing production fluctuations because it makes no sense to study the bullwhip for an unstable supply chain system. In the following, based on the stability conditions in Theorems 2 and 3, we will further study the production smoothing behavior in terms of the worst-case bullwhip effect based on the transfer function model (17).
The bullwhip effect problem has received considerable attention since it causes high cost for upstream firms in a supply chain firm due to the distortion of demand information. The majority of the literature focuses on the bullwhip effect of supply chain system for specific demand with statistical method and control theory method \[50\]. However, the customer demand in real life is highly uncertain over time and the probability distribution used to approximate real life demand can be inaccurate or unreliable \[51\]. To this end, we aim to understand the bullwhip effect of the VMI supply chain by combining the state space model and transfer approach for unknown demand. As mentioned, the state space model can be readily constructed from the difference model, which can be conveniently used to derive transfer functions. As mentioned, it is complicated to derive transfer functions by combining block graphs. Here we study the bullwhip effect for unknown demand using transfer function because it is easier to calculate the robust bullwhip metric.

Assume that \( G(z) \) is the transfer function by selecting \( P_t \) as output and \( D_t \) as input in the frequency domain. Then the worst-case bullwhip effect metric \[21, 52\] is represented as

\[
W^2_{2, I} = \left( \sup_{w \in [0, 2\pi]} |G(z)|_{z \in e^{i\omega}} \right)^2, \tag{36}
\]

where \(|G(z)|\) is the modulus of the transfer function \( G(z) \). From the definition (36), we see that the metric \( W^2_{2} \) is the squared worst-case amplification of \( G(z) \) across all \( w \in [0, 2\pi] \). The most important property is that \( W^2_{2} \) is independent of customer demand. In particular, the VMI supply chain system experiences no bullwhip effect when \( W^2_{2} < 1 \).

Using Matlab 7.0, we can calculate the value of \( W^2_{2} \) based on the transfer function model (17) accurately. The following numerical analysis will disclose the influences of replenishment parameters, production lead time, and forecasting parameters on the worst-case bullwhip effect for unknown demand. We see that the parameter \( \rho \) is not included in the state space model (13) and thus it has no influence on the smoothness of production fluctuations. Meanwhile, the robust metric \( W^2_{2} \) is irrelevant to the retailer’s lead time \( L_r \). Here we focus on the influences of \( \alpha_i^*, \alpha_{wip}^*, G, \) and \( \theta_f \) on the worst-case bullwhip effect.

When \( L_f = 3, \eta = 1, G = 4, \) and \( \theta_r = \theta_f = 0.2 \), Figures 5(a) and 5(b) show the relationship between replenishment parameters and the worst-case bullwhip \( W^2_{2} \). For a specified \( \alpha_{wip}^* \), the bullwhip effect will be very serious if we increase the value of \( \alpha_i^* \). In contrast, for a specified \( \alpha_i^* \), the relationship between \( \alpha_{wip}^* \) and \( W^2_{2} \) roughly follows a convex function. It means that, for fixed \( \alpha_i^* \), there exists an optimal \( \alpha_{wip}^* \) to dampen production fluctuations. Figure 5(c) shows the impact of parameter \( G \) on the bullwhip metric \( W^2_{2} \). It has been emphasized that the parameter \( G \) can be used to adjust the customer service level of the retailer. A large \( G \) produces a high reorder point and thus brings extra inventory cost. However, Figure 5(c) indicates that increasing the value of \( G \) will cause serious production fluctuations. Figure 5(d) shows the impact of demand forecasting parameter \( \theta_f \) on the robust performance. It is quite clear to see that a large value of \( \theta_f \) causes higher bullwhip effect for unknown demand. This phenomenon can be intuitively explained by the forecasting algorithm (7); that is, a small \( \theta_f \) smooths the demand signal. A large \( \theta_f \) implies that demand forecast follows the
Figure 5: The impact of system parameters on the worst-case bullwhip.

7. Discussions and Conclusions
This paper has investigated the dynamics of a VMI supply chain system composed of one manufacturer and one retailer. To provide guidelines for the manufacturer to better manage the retailer’s inventory, we firstly explored the fluctuation range of the retailer’s inventory. We found that the retailer’s inventory fluctuations are mainly influenced by demand characteristics, delivery frequency, lead time, and other parameters. Specifically, the magnitude of the retailer’s inventory fluctuation is an increasing function of the parameter $\rho$, which reflects the delivery frequency. We notice that $\rho = 1$ might cause poor customer service because in this situation, the reorder point might lose its ability to control the retailer’s inventory. This result means that incorporating the parameter $\rho$ into the VMI model not only enhances the flexibility of decision-making, but also is useful in improving system performance. In practice, the upstream manufacturer should make replenishment decisions by optimizing inventory cost, transportation cost, and production cost simultaneously.

The shifting of the authority to manage the retailer’s inventory and information sharing certainly affect the dynamics for the manufacturer. Based on the difference equations, we investigated the dynamical properties of the entire VMI supply chain system. It is interesting to demonstrate that, under the VMI program, the production process can be stabilized even if the retailer subsystem is unstable. This result seems to be favorable for the manufacturer; however, the retailer will face serious shortages because the manufacturer fails to satisfy the demand of the retailer. Until present, the majority of the literature on the dynamics of the VMI supply chain system is limited to simulation studies. For example, Disney et al. [53] showed that, under the VMI program, the manufacturer can choose a large delivery frequency to achieve economical scale without causing serious production...
fluctuations. It means that production cost and transportation cost can be reduced simultaneously, which is one of the advantages of VMI. In this paper, we confirm this result through theoretical analysis. However, we emphasize that managers should be cautious on determining the delivery frequency used to satisfy the retailer's demand. Although a high delivery frequency might be helpful in reducing transportation cost, the inventory cost of the retailer and the manufacturer can increase and the customer service level of the retailer can be very poor.

Based on the difference equations, we also studied the stability of the VMI supply chain. Stability is a fundamental problem for production smoothing. Although the production decision of the manufacturer is based on system inventory, we found that the stability condition of the VMI supply chain is very similar to a one-echelon production and inventory control system, as has been studied in Wei et al. [21]. To simplify the selection of replenishment parameters, we also obtained the stable region independent of the production lead time. Furthermore, we found that the stable region independent of the production lead time approximates the precise stable region as the production lead time increases. We further also studied production smoothing in terms of the worst-case bullwhip effect of the VMI supply chain system for unknown demand based on a transfer function method. Based on the transfer function of the VMI supply chain system, we numerically validate the effectiveness of the robust metric.

It is worth noting that this paper focuses on a VMI supply chain with a relatively simple structure and specific assumptions. In practice, the VMI program can be implemented for multiple supplier systems or distribution networks. In addition, a realistic supply chain system must be nonlinear [54]; thus incorporating nonlinearities into VMI models is a significant problem deserving future research.
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