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1. Introductory Notes

Methods for calculating the generalized inverses are a topic of current investigation in computational mathematics (see, e.g., [1, 2]). Enormous amount of work in the topic of generalized inverses has been done during the past 63 years. E.H. Moore (1920) was a pioneer in the area of a generalized algebraic matrix inverse. But intense activities started since 1955 [3, 4]. Note that R. Penrose (1955, 1956), C.R. Rao and S.K. Mitra (1971), and G.H. Golub and W. Kahan (1965) are just a couple of names who have contributed significantly in the area of generalized matrix inverse and its applications leaving very little scope for others to contribute in this area.

The terms “the minimum-norm least squares inverse,” “the Moore-Penrose inverse,” and “the pseudo-inverse” of a matrix are much more used than the term “Drazin inverse.” This unique inverse is globally used for solving linear systems and linear optimization problems.

The fundamental partitioning method of Greville for calculating generalized inverses was discussed in [3]. This method demands many operations and clearly includes more round-off errors. A lot of computational schemes for computing the Drazin inverse lack numerical stability or slow convergence and accordingly it is requisite to study and propose new iterations for this aim.

It is known that cumulative rounding errors must be canceled completely, which is only doable via “symbolic computations.” For such a case, variables are handled in the exact form, yielding no loss of precision in the process of computation. However, once the dimension of the input matrix is big, the calculation of its Drazin inverse via symbolic methods would be so time-consuming. This encouraged researchers to recommend computational stable and fast iterative methods for such a purpose; see, e.g., [5–7].

The author in [8] investigated that, in case of having the following square singular linear system

\[ Ax = b, \]  

the general solution can be represented as follows:

\[ x = A^D b + (I - AA^D) z, \]  

using the Drazin inverse, where \( z \in \mathcal{R}(A^{k-1}) + \mathcal{N}(A) \).

Let \( \mathbb{C}_{N \times N}^{N \times N} \) and \( \mathbb{C}_r^{N \times N} \) indicate the collection of \( N \times N \) complex matrices and ones having rank \( r \), respectively. Furthermore, with \( A^*, \mathcal{R}(A), \text{rank}(A), \text{and } \mathcal{N}(A) \), we indicate the conjugate transpose, the range, the rank, and the null space of the matrix \( A \in \mathbb{C}_{N \times N} \), respectively.

In the study of associative rings and semigroups, Drazin in the fundamental work [9] showed a different type of generalized inverse that does not possess the reflexivity feature.
while commuting with the entry/element. The significance of this type of inverse and its calculation was then completely provided by Wilkinson in [10].

Before continuing, it is required to recall several useful definitions in what follows.

**Definition 1.** The smallest nonnegative integer $k$, so that
\[ \text{rank}(A^{k+1}) = \text{rank}(A^k), \]
(3)
is named as the index of $A$ and it is shown by $\text{ind}(A)$.

**Definition 2.** Assume that $A$ is an $n \times n$ complex matrix; then the Drazin inverse $A^D$ of the matrix $A$ is a unique matrix $V$ that satisfies the following conditions
\begin{align*}
V^k A V &= V, \quad (1^k) \\
V A V &= V, \quad (2) \\
A V &= V A, \quad (3)
\end{align*}
wherein $k = \text{ind}(A)$ is the matrix index of $A$.

Recal that once $\text{ind}(A) = 1$, then $V$ is named as the group inverse of $A$. In addition, if $A$ is nonsingular, hence it is straightforward to observe that $\text{ind}(A) = 0$, and $A^D = A^{-1}$.

Note that the idempotent matrix $\text{AA}^D$ is the projector on $\mathfrak{A}(A^D)$ alongside $\mathcal{N}(A^D)$, whereas $\mathfrak{A}(A^D)$ denotes the range of $A^D$ and $\mathcal{N}(A^D)$ is the null space of $A^D$. Also, if $A$ is nilpotent, then $A^D = 0$; see [11–14] for more.

Matrix iterations are sensitive upon the choice of the first approximation ($V_0$) to initiate the scheme and observe the convergence to $A^D$. Practically speaking, the iterative methods (like the Schulz-type iterations) are effective (particularly for sparse matrices having sparse inverses) but an issue lies in the initial value. However, this requirement was lifted by several suitable initial values in the literature. A vast discussion on choosing the initial choice $V_0$ is given in the work [15].

In this work, we concentrate on proposing and investigating a novel matrix iteration for calculating the Drazin inverse quickly and efficiently with a clear concentration on decreasing the elapsed CPU times in contrast to several well-known competitors in the literature. To do this, an analytical discussion will be furnished to manifest the behavior of the presented method. It is proven that the novel approach has a high convergence order using fewer number of matrix-matrix multiplications; i.e., it has a better computational efficiency index.

After a short introduction in Section 1 and a brief review on the most common iterative schemes for calculating the Drazin inverse in Section 2, we propose a novel iterative method for computing the Drazin inverse. Section 3 unfolds our contributed method as a novel high order efficient method. Section 4 furnishes a discussion regarding its convergence rate. Next in Section 5, we study the complexity of the iterative methods to analytically select the best iterative expression. In Section 6, we numerically investigate the application and usefulness of the novel scheme in the calculation of the Drazin inverse. A clear decrease of the elapsed CPU time will be seen therein. Ultimately in Section 7, summary and comments are brought forward.

### 2. The Literature

One of the fundamental techniques to calculate the inverse of a nonsingular complex matrix $A$ is the Schulz method given in [16] as follows:
\[ V_{n+1} = V_n (2I - AV_n), \quad n = 0, 1, 2, \ldots, \]
(5)\]wherein $I$ is the unit matrix of the same dimension as $A$.

In 2004, Li and Wei in [17] proved that the matrix method of Schulz (5) could be applied for calculating the Drazin inverse of square matrices having real or complex eigenvalues. They proposed the following initial matrix
\[ V_0 = V_0 = \alpha A^k, \quad I \geq \text{ind}(A) = k, \]
(6)\]wherein the parameter $\alpha$ should be selected such that the following criterion holds
\[ \|I - AV_0\| < 1. \]
(7)\]Using the initial matrix of the form (6) along with (5) results in a quadratically convergent iterative scheme for calculating the well-known Drazin inverse.

Let us now briefly review some of the higher order iteration schemes for such a purpose. The notion of the need for efficient schemes is the fact that (5) is slow at its initial stage of iterates, and this would increase the computational burdensome of the scheme applied for matrix inversion.

Li et al. in [18] studied and discussed an iterative method in the following formulation
\[ V_{n+1} = V_n \left[ I + \frac{1}{2} (I - AV_n) (I + (2I - AV_n)^2) \right], \]
(9)\]
with cubic convergence rate and also presented another scheme for calculating $A^{-1}$ (and similarly for $A^D$ using a suitable initial value) of the same order as it is provided in the coming formula:
\[ V_{n+1} = V_n \left( I + R_n (I + R_n (I + R_n) ) \right), \]
(10)\]in which $R_n = I - AV_n$. As another instance, a ninth-order matrix iteration can be written as follows:
\[ V_{n+1} = V_n \left( I + R_n (I + R_n (I + R_n (I + R_n (I + R_n (I + R_n (I + R_n (I + R_n)))))) \right), \]
(11)\]for efficient schemes is the fact that (5) is slow at its initial stage of iterates, and this would increase the computational burdensome of the scheme applied for matrix inversion.

Li et al. in [18] studied and discussed an iterative method in the following formulation
\[ V_{n+1} = V_n \left[ I + \frac{1}{2} (I - AV_n) (I + (2I - AV_n)^2) \right], \]
(9)\]with cubic convergence rate and also presented another scheme for calculating $A^{-1}$ (and similarly for $A^D$ using a suitable initial value) of the same order as it is provided in the coming formula:
\[ V_{n+1} = V_n \left( I + R_n (I + R_n (I + R_n) ) \right), \]
(10)\]in which $R_n = I - AV_n$. As another instance, a ninth-order matrix iteration can be written as follows:
\[ V_{n+1} = V_n \left( I + R_n (I + R_n (I + R_n (I + R_n (I + R_n (I + R_n (I + R_n (I + R_n)))))) \right), \]
(11)\]in which $R_n = I - AV_n$. As another instance, a ninth-order matrix iteration can be written as follows:
Generally speaking, applying Schröder’s general iteration (often named as Schröder-Traub’s sequence [20]) to the nonlinear matrix equation
\[ AV = I, \]  
(12)
one can obtain the following scheme [21]:
\[ V_{n+1} = V_n \left( I + R_n + R_n^2 + \cdots + R_n^{m-1} \right) \]
(13)
of order \( m \), needing \( m \) Horner’s matrix products, whereas \( R_n = I - AV_n \).

3. Proposing a New Method

Now, we propose a high order scheme which is computationally efficient in terms of the number of matrix-matrix multiplications. Let us first consider a tenth-order method using (13) as follows:
\[ V_{n+1} = V_n \left( I + R_n \right) \]
(14)
To improve the performance of this scheme, we factorize (14) as much as possible so as to decrease the number of matrix-matrix products. First we can obtain
\[ V_{m+1} = V_n \left( I + R_n \left( I + R_n + R_n^2 \right) \left( I + R_n^3 + R_n^4 \right) \right) \]
(15)
which includes seven matrix-matrix multiplications.

By further factorizations and simplifications, we can propose the following iterative method:
\[ V_{n+1} = V_n \left( I + R_n \left( I + \alpha R_n^2 + R_n^4 \right) \left( I + \beta R_n^2 + R_n^4 \right) \right) \]
(16)
with only 6 matrix-matrix products per cycle where
\[ \alpha = \frac{1}{2} \left( 1 - \sqrt{3} \right), \]
(17)
\[ \beta = \frac{1}{2} \left( 1 + \sqrt{3} \right). \]

Obtaining \( \alpha \) and \( \beta \) so as to reduce the matrix products is new and not easy. In fact, we should solve a system of equations in symbolic environment so as to do such a task.

The Schulz-type iterations such as (16) are numerically stable; i.e., they have the self-correcting characteristic and are exactly based upon matrix multiplication per cycle. Multiplication is efficiently parallelizable for special matrices. The method (16) could be mixed with sparse-saving techniques so as to decrease the burdensome of matrix-matrix products per cycle.

We can now apply (16) with tenth convergence rate for calculating the Drazin inverse when the first value is selected as follows:
\[ V_0 = \frac{2}{\text{Tr}(A^{k+1})} A_k, \]
(18)
or
\[ V_0 = \frac{1}{2 \| A \|_2} A^k, \]
(19)
wherein \( \text{Tr}(\cdot) \) stands for the trace of an arbitrary square matrix with index \( k \).

Before providing the main theorems regarding the convergence analysis and the rate of convergence of the proposed method, we recall the following lemmas.

**Proposition 3** (see [22]). Let \( M \in C^{n×n} \) and \( \epsilon > 0 \) be given. There is at least one matrix norm \( \| \cdot \| \) so that
\[ \rho (M) \leq \|M\| \leq \rho (M) + \epsilon, \]
where \( \rho (M) \) indicates the set of all eigenvalues of \( M \) (in the maximum of absolute value sense).

**Proposition 4** (see [22]). If \( P_{LM} \) indicates the projector on a space \( L \) along a space \( M \), then
(i) \( P_{LM}Q = Q \) iff \( \Re(Q) \subseteq L \);
(ii) \( QP_{LM} = Q \) iff \( \Re(Q) \supseteq M \).

4. Convergence Analysis

**Theorem 5.** Assume that \( A \in C^{N×N} \) is a singular square matrix. In addition, let the initial value \( V_0 \) be selected via (6) or (18). Thence, the matrices \( V_{n=0}^{∞} \) generated via (16) satisfy the following error estimate for calculating the Drazin inverse:
\[ \frac{\| A^k - V_n \|}{\| A^k \|} \leq \| I - AV_0 \|^{10^\alpha}. \]
(21)
Also the convergence speed is ten.

**Proof.** Let us write
\[ R_{n+1} = I - AV_{n+1} = I - A \left( V_n \left( I + R_n \right) \right) \]
(22)
\[ \cdot \left( I + \alpha R_n^2 + R_n^4 \right) \left( I + \beta R_n^2 + R_n^4 \right) \right) = I \]
\[ - A \left( V_n \left( I + R_n \right) \left( I + R_n + R_n^2 \right) \left( I + R_n^3 + R_n^5 \right) \right) \]
\[ = I \]
\[ - A \left( V_n \left( I + R_n \right) \left( I + R_n + R_n^2 \right) \left( I + R_n^3 + R_n^5 \right) \right) \]
\[ = \left( I - AV_n \right)^{10} = R_n^{10}, \]
(22)
wherein \( \alpha \) and \( \beta \) are defined in (17). Applying an arbitrary matrix norm on relation (22), it is possible to write down
\[ \| R_{n+1} \| \leq \| R_n \|^{10}. \]
(23)
Since \( V_0 \) is chosen as in (6) or (18), it follows that
\[ \Re (V_0) \subseteq \Re \left( A^k \right). \]
(24)
This could now state that
\[ \mathcal{R}(V_n) \subseteq \mathcal{R}(V_{n-1}). \]  
(25)

Thus, we can conclude that
\[ \mathcal{R}(V_n) \subseteq \mathcal{R}(A^k), \quad n \geq 0. \]  
(26)

Similarly if the novel scheme for the Drazin inverse is defined by left multiplying of \( V_n \), we can state that
\[ \mathcal{N}(V_n) \supseteq \mathcal{N}(A^k), \quad n \geq 0. \]  
(27)

Now, an application of definition of the Drazin inverse yields
\[ AA_D = A^D A = P_{\mathcal{R}(A^k)}F(A^k). \]  
(28)

Proposition 4 along with (26), (27), and (28) could lead to
\[ V_n AA_D = V_n = A^D AV_n, \quad n \geq 0. \]  
(29)

To complete the proof, we proceed in what follows. The error matrix \( \delta_n = A^D - V_n \) satisfies
\[ \delta_n = A^D - V_n = A^D - A^D AV_n = A^D (I - AV_n) \]
\[ = A^D R_n. \]  
(30)

Using (23), we obtain
\[ \|\delta_n\| = \|A^D\| \|R_n\| \leq \|A^D\| \|R_0\|^{10^t}, \]  
(31)

which is a confirmation of (21). As a direct result of (31) and Proposition 4, we can obtain
\[ A\delta_{n+1} = AA_D - AV_{n+1} = AA_D - I + I - AV_{n+1} \]
\[ = AA_D - I + R_{n+1}. \]  
(32)

Considering (22) and applying several simplifications, we obtain that
\[ A\delta_{n+1} = AA_D - I + R_n^{10^t}. \]  
(33)

Applying the idempotent property \((I - AA_D)^I = (I - AA_D), \quad t \geq 1 \) being a positive integer from now on, and the following fact of (29):
\[ (I - AA_D) A\delta_n = (I - AA_D) A (A^D - V_n) \]
\[ = V_n - AA_D V_n = 0, \]  
(34)

we obtain for each \( t \geq 1 \) that (here we use (34) in simplifications)
\[ (R_n)^I + AA_D - I = (I - AV_n)^I + AA_D - I \]
\[ = (I - AA_D + AA_D - AV_n)^I \]
\[ + AA_D - I \]
\[ = ((I - AA_D) + A\delta_n)^I + AA_D - I \]
\[ = I - AA_D + (A\delta_n)^I + AA_D - I \]
\[ = (A\delta_n)^I. \]  
(35)

From (35) and (33), we have
\[ A\delta_{n+1} = (A\delta_n)^I. \]  
(36)

Finally, we get that
\[ \|A\delta_{n+1}\| \leq \|A\delta_n\|^{10^t}. \]  
(37)

It is now straightforward to calculate the error inequality of the proposed iteration (16) considering (37) and the second criterion of (4), when computing the Drazin inverse, as comes next
\[ \|\delta_{n+1}\| = \|V_{n+1} - A^D\| = \|A^D (AV_{n+1} - A^D A^D)\| \]
\[ = \|A^D (AV_{n+1} - A^D)\| \leq \|A^D\| \|A\delta_{n+1}\| \]
\[ \leq \|A^D\| \|\delta_n\|^{10^t}. \]  
(38)

The inequalities in (38) lead to the fact that \( V_n \rightarrow A^D \) as \( n \rightarrow +\infty \) with the tenth convergence speed. The proof is ended now. \( \square \)

Remark 6. An important issue is to find initial approximations \( V_0 \). In accordance with Proposition 3, \( V_0 \) must read as the following relation to guarantee the convergence in the Drazin inverse case:
\[ \max_{1 \leq i \leq t} |1 - \lambda_i (AV_0)| < 1, \]  
(39)

where
\[ \text{rank}(AV_0) = h, \]  
(40)

and \( \lambda_i(AV_0), \quad i = 1, 2, \ldots, h \), are eigenvalues of \( AV_0 \).

5. Efficiency Comparison

The computational complexity of the matrix inverse is \( O(mn^2) \), where the order of the matrix is \( m \times n \) (a rectangular matrix). Broadly speaking, if the complexity \( O(n^3) \) is brought down to \( O(n^2) \), where \( k < 3 \), say 2.9 for a general matrix, then it is definitely an achievement. Reducing the complexity by a linear factor is not attractive since what we have currently in 2018 is exa-flops computing speed and desktop and laptop computers are available in 100s of millions worldwide unlike the period during mid-20th centuries.

Thus, we calculate and compare theoretically the computational efficiencies of various schemes (5), (8), (9), (10), (11), and (16), since they all could converge to \( A^D \) upon the choice of a suitable initial value (6).

By considering a unit cost for the arithmetic operations, typical of the floating point calculations, we can take into account the inverse-finder informational efficiency index. This index applies two values \( \rho \) and \( \kappa \), which are for the convergence speed and the number of matrix-matrix products, respectively. Hence, this index is given by [20]
\[ IIEI = \frac{\rho}{\kappa}. \]  
(41)
Apart from this index, another useful one which is mainly in agreement with the CPU elapsed time of the iterative methods in numerical linear algebra is the computational efficiency index defined by [23]

$$CEI = \rho^{1/k}. \quad (42)$$

Therefore, a fruitful scheme in analytical standpoint should achieve the speed $\rho$ with fewer matrix products $k$ in contrast to the competitors (viz, $k \leq \rho$).

In Table 1, we provide a comparison of the number of matrix products and the rate of convergence, accompanied by (41) and (42) for various schemes. The results indicate that the proposed scheme in Section 3 is more efficient than its competitors.

As a matter of fact, one may observe that the proposed iteration (16) decreases the calculation burdensome via applying fewer operations and yields a better balance between the higher order and the computational load. This fact will be numerically investigated later in Section 6.

### 6. Experiments

This section studies issues associated with the computational accuracy and times of finding the Drazin inverse. The new iteration (16) is free from matrix power in its implementation and this allows one to apply it for finding generalized inverses easily. For computational comparisons, we have used the methods (5), (8), (9), (10), (11), and (16), denoted by “SM2,” “CM3,” “LM3,” “KMS4,” “HM9,” and “PM10,” respectively.

A couple of remarks are in order:

(i) The simulations are done in Mathematica 11.0 [24].

(ii) The time needed to obtain the approximate inverses is reported in seconds.

(iii) Whenever the elapsed times are reported, the compared methods are programmed in the same environment.

#### Experiment 1. The aim of this experiment is to calculate the Drazin inverse while the input matrix is [17]

$$A = \begin{bmatrix}
2 & 0.4 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-2 & 0.4 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-1 & -1 & 1 & -1 & 0 & 0 & 0 & -1 & 0 & 0 & 0 \\
-1 & -1 & -1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & -1 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & -1 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 & 2 & 0.4 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 2 & 0.4 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}, \quad (43)\]

with $k = \text{ind}(A) = 3$. The exact Drazin inverse is given by

$$A^D = \begin{bmatrix}
0.25 & -0.25 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1.25 & 1.25 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-1.66406 & -0.992187 & 0.25 & -0.25 & 0 & 0 & 0 & 0 & -0.0625 & -0.0625 & 0 & 0.15625 \\
-1.19531 & -0.679687 & -0.25 & 0.25 & 0 & 0 & 0 & 0 & -0.0625 & 0.1875 & 0.6875 & 1.34375 \\
-0.625 & -0.3125 & 0 & 0 & 0 & 0 & 0 & 0 & 0.25 & -0.25 & -0.875 & -1.625 \\
-1.25 & -0.9375 & 0 & 0 & 0 & 0 & 0 & 0 & -0.25 & 0.25 & -0.875 & -1.625 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1.25 & 1.25 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -0.25 & 0.25 & 0 & 0.25 \\
\end{bmatrix}. \quad (44)$$

The stopping termination is $\|V_{k+1} - V_k\|_\infty \leq \varepsilon$ with $\varepsilon = 10^{-8}$. Checking the conditions of Definition 2 for our proposed iterative method PM10 yields

$$\|A^{k+1}A^D - A^D\|_\infty = 3.69638 \times 10^{-12},$$

$$\left\| A^D A A^D - A^D \right\|_\infty = 8.43992 \times 10^{-10},$$

$$\left\| A A^D - A^D A \right\|_\infty = 3.75205 \times 10^{-10},$$

which supports the theoretical discussions.
The practical application of the new scheme (16) lies in several problems; see, for example, [25, 26]. For instance, in the process of resolving second-kind integral equations via Wavelet-like technique, the whole discretized problem will be yielded to calculate the inverse of a large sparse matrix [27].

Additionally, we can apply/use (16), as an approach to provide good preconditioners for speeding-up modern Krylov methods, such as GMRES or BiCGSTAB, for solving large scale sparse linear systems; see, e.g., [28]. For such a task, we need to define a new initial matrix defined in Table 2 [29].

In modern numerical linear algebra, schemes like (16) should be coded in sparse form using some well-known commands such as SparseArray[] to reduce the computational burden and preserve the sparsity feature of the approximate inverse per computing step.

It is necessary to test the behavior of the new method in a fair environment with a clear comparison taking into account various competitors. On the other hand, since the generation of random square matrices having Drazin inverses is difficult, in what follows, we compare various competitors in terms of the elapsed computational time so as to attain regular approximate inverses for large sparse matrices.

**Experiment 2.** The aim of this experiment is to compare the elapsed CPU times of different methods for the following 25 large sparse random complex matrices:

```math
SeedRandom[123]

n = 5000; number = 25;

Table[
  A[j] = SparseArray[
    Band[{1, 1}] -> 2.,
    Band[{1000, -50}, {n - 20, n - 25}] -> {2.8, RandomReal[] + I},
    Band[{600, 150}, {n - 100, n - 400}] -> {-RandomReal[3], 3. + 3 I}
    , {n, n}, 0.], {j, number}];
```

Here $I = \sqrt{-1}$. In this test, the stopping criterion is $\|V_{n-1} - V_n\|_1 \leq 10^{-6}$ and the maximum number of iterations allowed is set to 75. Moreover, the initial value is constructed via Form 3 of Table 2.

The results of comparisons for this test are presented in Figure 1. As is obvious, higher order methods require lower number of iterations to converge, thus we then put our focus on the computational time needed to satisfy the desired tolerance. As could be observed, our scheme (16) beats its competitors and also supports the analytical reports in Table 1.

**Experiment 3.** Here we rerun Experiment 2 with the stopping termination $\|V_{n-1} - V_n\|_1 \leq 10^{-4}$ and initial value chosen by Form 2 of Table 2. The results are summarized in Figure 2. Furthermore, to check the usefulness of PM10, we rerun

**Figure 1:** Comparison of the elapsed times for various methods in Experiment 2.

**Figure 2:** Comparison of the elapsed times for various methods in Experiment 3.

**Figure 3:** Comparison of the elapsed times for various methods in Experiment 3 for larger sizes $A_{10000 \times 10000}$ and a different initial value.
Table 1: A comparison on the calculational burdensome of various methods applying different indices.

<table>
<thead>
<tr>
<th>Methods</th>
<th>(5)</th>
<th>(8)</th>
<th>(9)</th>
<th>(10)</th>
<th>(11)</th>
<th>(16)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho$</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>9</td>
<td>6</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>IIEI</td>
<td>2/2 = 1</td>
<td>3/3 = 1</td>
<td>3/4 = 0.75</td>
<td>4/4 = 1</td>
<td>9/9 = 1</td>
<td>10/6 ≈ 1.666</td>
</tr>
<tr>
<td>CEI</td>
<td>$2^{1/2} \approx 1.414$</td>
<td>$3^{1/3} \approx 1.442$</td>
<td>$3^{1/4} \approx 1.316$</td>
<td>$4^{1/4} \approx 1.414$</td>
<td>$9^{1/9} \approx 1.276$</td>
<td>$10^{1/6} \approx 1.467$</td>
</tr>
</tbody>
</table>

Table 2: Several choices for $V_0$ (for calculating $A^{-1}$).

<table>
<thead>
<tr>
<th>Different ways</th>
<th>Form 1</th>
<th>Form 2</th>
<th>Form 3</th>
<th>Form 4</th>
<th>Form 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial value</td>
<td>$A$</td>
<td>$A$</td>
<td>$A$</td>
<td>$A^T$</td>
<td>$A^*$</td>
</tr>
<tr>
<td>$|A|_1$</td>
<td>$|A|_2$</td>
<td>$|A|_F$</td>
<td>$|A|_\infty$</td>
<td>$N |A|<em>1 |A|</em>\infty$</td>
<td>$|A|_2$</td>
</tr>
</tbody>
</table>

Experiment 2 with larger sizes matrices, i.e., when $n = 10000$, the stopping termination $\|V_{n+1} - V_n\|_\infty \leq 10^{-4}$ and initial value chosen by Form 1 of Table 2. The results of comparisons for this case are given in Figure 3.

The attained results have reverified the robustness of the proposed iterative method (16) by a clear reduction in the elapsed CPU times.

Note that the 10th-order method is better than a fourth-order method in CPU time. However, this is more tangible if a sharp initial approximation is chosen meaning that the 10th-order method arrives at the convergence phase quickly.

We also emphasise that the construction of any higher order method is meaningful only if we observe an improvement in CEI as discussed in Section 5. Accordingly, a member of the family (13) should be chosen such that we could arrive at the unknown parameters (e.g., like (17)) in order to improve CEI. An attempt to find an optimal iteration in this way is still a research topic in the field.

Remark 7. With the standard precision of 15 digits (most widely used globally, e.g., in Matlab or Mathematica), convergence of order 2 or 3 has been found to be computationally (amount of numerical computation) optimal [19].

7. Summary and Remarks

The Drazin inverse is investigated in the matrix theory (particularly in the topic of generalized inverses) and also in the ring theory; see, e.g., [30].

In this work, we have investigated a higher-order matrix scheme (16) for calculating the Drazin inverse. Convergence analysis of our scheme has been discussed and an investigation on the selection of the initial approximation so as to initiate the iterates and keep the convergence speed was furnished. We also discussed under what conditions the novel scheme can be taken into account for calculating the Drazin inverse of square matrices.

Furthermore, the total elapsed timings consuming of the proposed scheme (16) is low in contrast to the competitors of this type in the case of constructing approximate inverses.

Tackling on the generalization of the new scheme (16) for interval matrix inversion or the application of such matrix methods in option pricing in order to act as a preconditioner to reduce the ill-conditioning of the large sized matrices occurring in the process of pricing (see, e.g., [31]) could be taken into account as future investigations in this field of study.
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