In order to reduce the air pollution impacts by aircraft operations around airports, a fast and accurate prediction of air quality related to aircraft operations is an essential prerequisite. This article proposes a new framework with a combination of the standard assessment procedure and machine learning methods for fast and accurate prediction of air quality in airports. Instead of taking some specific pollutant as concerned metric, we introduce the air quality index (AQI) for the first time to evaluate the air quality in airports. Then, following the standard assessment procedure proposed by International Civil Aviation Organization (ICAO), the airports AQIs in different scenarios are classified with consideration of the airport configuration, actual flight operations, aircraft performance, and related meteorological data. Taking the AQI classification results as sample data, several popular supervised learning methods are investigated for accurately predicting air quality in airports. The numerical tests implicate that the accuracy rate of prediction could reach more than 95% with only 0.022 sec; the proposed framework and the results could be used as the foundation for improving air quality impacts around airports.

1. Introduction

Air quality degradation in airports is of concern due to the intensive growth of air traffic over years and its associated environmental risk to human health [1]. Recently, premature mortalities due to aircraft emissions within landing and takeoff (LTO) regime are estimated at about 4000 early deaths globally every year with monetized damages of $8.19 billion US dollars [2]. Airports located within nonattainment areas are required to implement measures to bring pollution levels into compliance [3]. Given that the airport-related sources of emissions are recognized to contribute to the degradation of air quality in airports by International Civil Aviation Organization [4], the Air Traffic Management (ATM) research community has been busy investigating different methods to reduce the air quality impacts of aircraft operations at airports; a fast and accurate prediction of air quality in airports with consideration of actual operations is an essential prerequisite.

Notably, significant achievements have been made in air quality evaluation at the airport level over the past two decades. The statistical methods had been proposed by many researchers to quantify the air quality impacts of aircraft activities at the airport level [5–10]. Carslaw et al. [11] presented approaches that aim to detect and quantify the airport contribution to NOx concentrations for a network of seven measurement sites close to the airport. Adamkiewicz et al. [12] used extensive monitoring of nitrogen dioxide (NO$_2$) with land-use regression (LUR) modeling techniques to determine the impact of proximity to the airport and local traffic on these concentrations. Carruthers et al. [13] conducted a quasi-Gaussian dispersion model nested within a trajectory model to calculate air quality. Lobo et al. [14] proposed the methodology for real-time measurements of aircraft engine specific particulate matter (PM) emissions and found that mass-based emissions for older technology engines were $3\times$ higher at takeoff than at idle state. Hsu et al. [15, 16] used high-resolution monitoring and flight activity data to quantify contributions from LTO to ultrafine particulate matter concentrations. Diez et al. [17] proposed a statistical approach for identifying air pollutant mixtures associated with aircraft departures at Los Angeles.
International Airport. The statistical methods could make fast and accurate predictions for the air pollutants in airports with observed data, but it is hard to quantify exactly the contribution from actual operations, which would be the key foundation for reducing the air quality impacts caused by aircraft operations in airports.

In order to assist member states in implementing best practices with respect to airport-related air quality, ICAO released the Airport Air Quality Manual and proposed a standard airport air quality assessment procedure related to airport operations, which includes two main areas: emissions inventory calculation and dispersion modeling of pollution concentrations [4]. In addition, some mature modeling systems are also recommended for pollution concentration assessment, such as AEDT, ADMS, ALAQS, and LASPORT. These systems can provide an efficient evaluation of air quality in airports with consideration of airport configuration, actual flight operations, aircraft performance and related meteorological data, etc. However, the assessment procedure is complex and time-consuming, which may take data collection time of several weeks and the execution time may vary from few minutes to tens of minutes for each running. Consider the frequent changes of the weather conditions and stochastic factors to actual operations in airports; the efficiency is facing huge concerns when these systems are used for real-time prediction.

In this research, motivated by recent improvements of accurate and efficiency made in artificial intelligence [18–22], we propose a new framework with a combination of the standard assessment procedure and machine learning methods for fast and accurate predicting air quality in airports. Instead of taking some specific pollutant as concerned metric, we introduce the air quality index (AQI) for the first time to evaluate the air quality in airports. Then, following the standard assessment procedure proposed by International Civil Aviation Organization (ICAO), the airports AQIs in different scenarios are classified with consideration of the airport configuration, actual flight operations, aircraft performance, and related meteorological data. Taking the AQI classification results as sample data, several popular supervised learning methods are investigated for developing the best prediction model with the highest accuracy.

The rest of the paper is organized as follows: Section 2 describes the data sources and types used in the research. Section 3 describes the proposed framework for air quality prediction in airports. Section 4 provides a Nanjing airport case study of the proposed methodology. Finally, Section 5 presents a summary and conclusions from the study.

2. Data Source

2.1. Actual Operations Data. The actual operations data including the scheduled, planned, and actual arrival, departure, and taxi operations at concerned airport are necessary for describing air traffic movements in the airport. The Civil Aviation Administration of China (CAAC) makes the data every year for analyzing of the performance of Chinese air transportation system. The flight plans are submitted by the operators to all air traffic centers where the aircraft is planned to fly; then the observed data would be recorded along with the plans’ executions. The actual operations data include aircraft type, operator, departure airport, arrival airport, taxi-out time, taxi-in time, data and time of the flight, and duration of the flight. Such data is processed to yield traffic volume data for fuel burns and emissions inventory calculation.

2.2. Aircraft Performance Data. Flights operational data acquired from actual operations data are useless alone in the study. We still need additional aircraft performance data for calculating the fuel burns and emissions inventory. Two sources of aircraft performance data used in the research are the Base of Aircraft Data (BADA) and the Aircraft Engine Emissions Databank (EDB) [23, 24].

BADA is a collection of files which specifies operation performance parameters for primary aircraft types published by EUROCONTROL. The information is designed for use in trajectory simulation and prediction algorithms within the domain of Air Traffic Management (ATM). For calculation of the fuel burns for different types of aircraft, some engine related information should be extracted from the database. The EDB is published by ICAO and contains information on exhaust emissions of those engines that have entered production. It provides the engine’s fuel flows and emission factors at various operating modes. EDB includes almost all kinds of engines used on civil aviation aircraft; the number of engines, the fuel flow rate of the engine under various operating conditions (taxi, takeoff, climb, and approach), and the emission indexes of nitrogen oxides and carbon monoxide are used in this research. Therefore, the data has high credibility, accuracy, and authority.

2.3. Meteorological Data. The third source of data, meteorological data of airport, is very important for dispersion modeling airport air quality assessment. Airports themselves issue Aviation Routine Weather Report (METAR) and Terminal Area/Aerodrome Forecast (TAF) which summarize local weather conditions. Both METAR and TAF data contain information on temperature, wind speed and direction, visibility, precipitation, cloud height, cloud cover, humidity, and pressure. Generally, METAR data are observational data and issued roughly hourly to ensure that reports keep up with changing weather conditions while TAF data are forecast data and updated every 6 hours. Thus, a collection of hourly observations of METAR data covering the concern airport would comprise an ideal dataset to evaluate airport air quality.

Hourly and daily statistics of four meteorological factors of METAR, temperature, humidity, wind speed, and pressure, were manually exported from web-interface of Weather Underground service. These variables are important parameters in dispersion modeling. Combining these weather variables with the actual operations data and aircraft performance data, we could assess emissions dispersion and air quality by adopting the publicly available and internationally recognized methods and yield label data for supervised learning where the goal is to classify the air quality in airport.
3. Methodology

We proposed an integration air quality prediction framework in airports, which includes two main parts: air quality classification in airports and the supervised learning for AQI prediction. The air quality classification in airport is mainly composed of air quality index calculation method, airport emissions inventory evaluation, and airport emissions dispersion modeling. In the supervised learning for prediction part, all the AQI level results for the airport are used as training examples; the supervised learning method is used to analyze the training data and produce an inferred function.

3.1. Air Quality Classification in Airports

3.1.1. Air Quality Index Calculation Method. Air quality refers to the condition of the air within our surrounding, and the AQI is commonly used by government to indicate the level of air pollution to the public [25]. Accordingly, we introduce AQI to evaluate the air quality in airports.

AQI is a dimensionless index that describes the status of air quality quantitatively; different countries have their own air quality indices. In China, the Ministry of Environmental Protection (MEP) has developed an AQI in 2012 which is used as the metric in our research [26]. This AQI is a number on a scale from 1 to 500, where a low value means good air quality and a high value means bad air quality. It can be calculated either per hour or per 24 hours, and the value can be also divided into six levels indicating increasing levels of health concern with different descriptors. For example, an AQI over 300 represents serious pollution while below 50 means the air quality is good, as shown in Table 1. Since people usually pay more attention to the health implications, the AQI level is used as prediction aim in the study.

To calculate the AQI level, an individual air quality index (IAQI) is assigned to concerned pollutant first; then the highest value of IAQI is identified as the final AQI, as

\[
AQI = \max \{IAQI_1, IAQI_2, \ldots, IAQI_n\} \tag{1}
\]

The concerned pollutants in AQI include carbon monoxide (CO), sulfur dioxide (SO2), nitrogen dioxide (NO2), and suspended particulates; the IAQI for each concerned pollutant is calculated by

\[
IAQI_p = \frac{IAQI_{HI} - IAQI_{Lo}}{BP_{HI} - BP_{Lo}} (C_p - BP_{Lo}) + IAQI_{Lo} \tag{2}
\]

where \(IAQI_p\) is the individual air quality index for pollutant \(p\), \(BP_{HI}\) represents the breakpoint that is greater than or equal to \(C_p\), \(BP_{Lo}\) represents the breakpoint that is less than or equal to \(C_p\), \(IAQI_{HI}\) indicates the individual air quality index value corresponding to \(BP_{HI}\), and \(IAQI_{Lo}\) indicates the individual air quality index value corresponding to \(BP_{Lo}\). The key input of (2) is the rounded concentration of concerned pollutant \(C_p\), which is calculated based on the emissions inventory and dispersion. Thus, we need to evaluate the airport emissions inventory first and then compute the pollutants concentration based on emissions dispersion model for the airport.

The aircraft related pollutant emissions in airports include \(NO_x, CO, HC, CO_2\), and \(SO_2\). Since the \(CO, NO_x\), and \(SO_2\) are main concerned air pollutants according to MEP, this paper composites these three pollutant emissions to estimate air quality. The IAQI breakpoints of different air pollution are shown in Table 2.

### Table 1: AQI and health implications.

<table>
<thead>
<tr>
<th>AQI</th>
<th>AQI levels</th>
<th>Descriptor</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 to 50</td>
<td>Level 1</td>
<td>good</td>
</tr>
<tr>
<td>51 to 100</td>
<td>Level 2</td>
<td>fine</td>
</tr>
<tr>
<td>101 to 150</td>
<td>Level 3</td>
<td>mildly polluted</td>
</tr>
<tr>
<td>151 to 200</td>
<td>Level 4</td>
<td>moderately polluted</td>
</tr>
<tr>
<td>201 to 300</td>
<td>Level 5</td>
<td>heavily polluted</td>
</tr>
<tr>
<td>301 to 500</td>
<td>Level 6</td>
<td>seriously polluted</td>
</tr>
</tbody>
</table>

3.1.2. Airport Emissions Inventory Evaluation. In the airport area, the main source of emissions is from the aircraft movement, which is defined as aircraft landings and takeoffs (LTO) by International Civil Aviation Organization (ICAO). The LTO cycle is based on times in mode data during high activity periods at major airports for four modes of engine operation: taxi/idle, takeoff, climb-out, and approach [4]. LTO operations have a significant contribution (up to 70%) to an airport’s pollutant emission inventory [3, 27, 28]. Other sources of emissions associated with aircraft movements considered in the study include the onboard auxiliary power units (APU) and aerospace ground support equipment (GSE). The ground transport travelling to and from airports is not considered in the airport.

Firstly, we follow the approach used by Martini et al. [29] in evaluating aircraft pollution and considering that aircraft only affects local air pollution when operating along the landing takeoff LTO cycle. The LTO cycle is split into four stages: idle (taxing or standing with engines on), takeoff, climb (up to 3000 ft), and approach (from 3000 ft to landing). The mass emission rates of aircraft are determined at specific percentages of rated thrust with different reference time by certificating authority as Table 3. In the operations, the time of taxi mode may change with different airports while the time of other three modes remain relatively stable. In our study, we use the observed taxi-in and taxi-out time instead of the reference taxi time to improve the accuracy of the evaluation.

We computed the LTO emissions produced by each aircraft/engine combination by matching BADA and EDB databases together. The BADA database contains information regarding the engine type and the number of engines on each aircraft model while the EDB database provides the emission factor for the four LTO phases and for each engine model. To compute the total quantity (\(P_{p,LTO}\)) of pollutant \(p\), produced by an aircraft during the LTP cycle, we apply the following equation:

\[
\sum_{k=1}^{4} t_k \times F_k \times E_{p,k} \tag{3}
\]
Table 2: IAQI breakpoints of different air pollutants.

<table>
<thead>
<tr>
<th>IAQI</th>
<th>CO 24-hour mean (μg/m³)</th>
<th>NO₂ 24-hour mean (μg/m³)</th>
<th>SO₂ 24-hour mean (μg/m³)</th>
<th>CO 1-hour mean (μg/m³)</th>
<th>NO₂ 1-hour mean (μg/m³)</th>
<th>SO₂ 1-hour mean (μg/m³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>50</td>
<td>2</td>
<td>40</td>
<td>50</td>
<td>5</td>
<td>100</td>
<td>150</td>
</tr>
<tr>
<td>100</td>
<td>4</td>
<td>80</td>
<td>150</td>
<td>10</td>
<td>200</td>
<td>500</td>
</tr>
<tr>
<td>150</td>
<td>14</td>
<td>180</td>
<td>475</td>
<td>35</td>
<td>700</td>
<td>650</td>
</tr>
<tr>
<td>200</td>
<td>24</td>
<td>280</td>
<td>800</td>
<td>60</td>
<td>1200</td>
<td>800</td>
</tr>
<tr>
<td>300</td>
<td>36</td>
<td>565</td>
<td>1600</td>
<td>90</td>
<td>2340</td>
<td>1600</td>
</tr>
<tr>
<td>400</td>
<td>48</td>
<td>750</td>
<td>2100</td>
<td>120</td>
<td>3090</td>
<td>2100</td>
</tr>
<tr>
<td>500</td>
<td>60</td>
<td>940</td>
<td>2620</td>
<td>150</td>
<td>3840</td>
<td>2620</td>
</tr>
</tbody>
</table>

Table 3: Reference emissions LTO cycle.

<table>
<thead>
<tr>
<th>LTO operating mode</th>
<th>Thrust setting</th>
<th>Time in operating mode (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Take-off</td>
<td>100%</td>
<td>0.7</td>
</tr>
<tr>
<td>Climb</td>
<td>85%</td>
<td>2.2</td>
</tr>
<tr>
<td>Approach</td>
<td>30%</td>
<td>4.0</td>
</tr>
<tr>
<td>Taxi</td>
<td>7%</td>
<td>26</td>
</tr>
</tbody>
</table>

where $N_{EN}$ represents the number of engines on an aircraft, $t_k$ is the time duration (s) at phase $k$, $F_k$ is the fuel flow rate (kg/s) of a single engine of the aircraft at phase $k$, and $E_{p,k}$ is the pollutant $p$ emission index (g/kg) of the aircraft at phase $k$.

The APU emissions ($P_{PAPU}$) of each aircraft are calculated using the following formula:

$$P_{PAPU} = N_{APU} \times E_{U,p} \times t_{APU}$$

where $N_{APU}$ represents the number of APU on the aircraft; $E_{U,p}$ is the pollutant $p$ emission index (g/kg) of the APU; $t_{APU}$ is the operating time of the APU.

The GSE emissions ($P_{GSE}$) for the aircraft are calculated using the following formula:

$$P_{GSE} = \sum_{j=1}^{m} E_{A,p,j} \times t_{j,GSE}$$

where $j$ represents the type of the GSE, $m$ is the total number of GSE types, $E_{A,p,j}$ is the pollutant $p$ emission index (g/kg) of the GSE $j$, and $t_{j,GSE}$ is the operating time of the GSE $j$.

3.1.3. Airport Emissions Dispersion Modeling. Based on the airport emissions inventory, the pollutants concentration of the airport can be computed by pollutants dispersion modeling. There are several alternative models are recommended by ICAO, among which the Aviation Environment Design Tool (AEDT) [30, 31] developed by Federal Aviation Administration (FAA) is used in the study for concentration calculations.

AEDT is a software system that models aircraft performance in space and time which can estimate noise, fuel consumption, and air quality consequence. The emissions dispersion module of AEDT uses the US National Environmental Protection Agency (EPA) Regulatory Model (AERMOD) for pollution dispersion modeling. Based on the diffusion statistics theory, the core of AERMOD air quality model is Gaussian diffusion model, which assumes that pollutant concentration distribution is subject to Gaussian distribution in a certain extent. The model system can be used for various emission sources including point source, volume source, and area source. In this study, the taxiing process of aircraft scenes is regarded as surface pollution source, and the taxiing process of aircraft takeoff is regarded as line pollution source. The diffusion formula of AEDT model under different conditions is as follows:

1. General diffusion formula:

$$\rho_T(x, y, z) = f \cdot \rho(x, y, z) + (1 - f) \cdot \rho(x, y, z_a)$$

$$\rho(x, y, z) = \frac{Q}{U} \cdot p(y, x) \cdot p(z, x)$$

$$f = 0.5 \cdot (1 + \Phi)$$

$$\Phi = \frac{\int_{z_i}^{H} \rho(x, y, z) dz}{\int_{z_0}^{H} \rho(x, y, z) dz}$$

where $\rho(x, y, z)$ is the total concentration; $\rho(x, y, z_a)$ is the elevation of topographic plume; $\Phi$ is the ratio of the plume mass to the total plume mass; $Q$ is the discharge rate of the source; $U$ is the effective wind speed; $p(y, x)$ and $p(z, x)$, respectively, represent the probability density function of horizontal and vertical concentration distribution; $f$ is the weight function; $z_a$ is the effective height; $z_i$ is the topographic height value of this point.

2. Diffusion formula for convective boundary layer:

$$\rho(x, y, z) = \rho_H(x, y, z) + \rho_x(x, y, z) + \rho_p(x, y, z)$$

where $\rho_H(x, y, z)$ is the total concentration; $\rho_x(x, y, z)$ is the elevation of topographic plume; $\rho_p(x, y, z)$ is the pollution concentration distribution of horizontal and vertical concentration distribution.
\[
\rho_d(x, y, z) = \frac{Q}{2\pi U\sigma_y} \cdot \exp \left[ \frac{y^2}{2\sigma_y^2} \right] \cdot \sum_{j=0}^{\infty} \sum_{m=0}^{\infty} \frac{\lambda_j}{2\sigma_j^2} \cdot \exp \left[ -\frac{(z - hj - 2mz_j)^2}{2\sigma_j^2} \right] + \exp \left[ -\frac{(z + hj + 2mz_j)^2}{2\sigma_j^2} \right]
\]

where \( \rho(x, y, z) \) is the total concentration of tobacco; \( \rho_d(x, y, z) \) is the direct discharge concentration of pollution sources; \( \rho_j(x, y, z) \) is the emission concentration of virtual source; \( \rho_y(x, y, z) \) is the concentration discharge of the coil source; \( \lambda_j \) is the Gaussian distribution weight coefficient; \( \lambda_1 \) is the upflow, \( \lambda_2 \) is the downflow; \( h_j \) is the effective source height; \( \sigma_j \) is the vertical diffusion coefficient.

(3) Stable boundary layer diffusion formula:

\[
\rho(x, y, z) = \frac{Q}{U} \cdot F_z \cdot F_y
\]

\[
F_z = \frac{1}{\sqrt{2\pi\sigma_z}} \cdot \sum_{n=-\infty}^{\infty} \exp \left[ -\frac{(z - h_z + 2nh_z)^2}{2\sigma_z^2} \right] + \exp \left[ -\frac{(z + h_z + 2nh_z)^2}{2\sigma_z^2} \right]
\]

\[
F_y = \frac{1}{\sqrt{2\pi\sigma_y}} \cdot \exp \left[ -\frac{y^2}{2\sigma_y^2} \right]
\]

where \( \rho(x, y, z) \) is the total concentration of the plume; \( F_z \) is the dilution of smoke plume; \( F_y \) is the distribution of smoke plumes; \( h_z \) is the plume height; \( h_y \) is the maximum height of vertical mixing layer; \( \sigma_z \) and \( \sigma_y \) are the diffusion parameter of the plume in horizontal and vertical directions.

To calculate the pollutants concentration, beside terrain information around the airport, the major influence factors are the emissions inventory for different pollution and the main meteorological information including temperature, barometric pressure, wind speed, and humidity which can be obtained from the METAR data.

3.2. Supervised Learning for AQI Prediction. Based on the airport air quality classification method introduced in Section 3.1, we can construct the training set of air quality for the specific airport. Now we are interested in investigating different supervised learning algorithm to predict the air quality with different airport operational features in this section.

Supervised learning is the machine learning task of learning a function that maps an input to an output based on example input-output pairs. It infers a function from labeled training data consisting of a set of training examples [32, 33]. The main steps to solve a given problem are as follows:

(i) Determine the type of training examples. Before doing anything else, the user should decide what kind of data is to be used as a training set.

(ii) Gather a training set. The training set needs to be representative of the real-world use of the function. Thus, a set of input objects is gathered and corresponding outputs are also gathered, either from human experts or from measurements.

(iii) Determine the input feature representation of the learned function. The accuracy of the learned function depends strongly on how the input object is represented.

(iv) Determine the structure of the learned function and corresponding learning algorithm. For example, one may choose to use support vector machines or random forest.

(v) Complete the design. Run the learning algorithm on the gathered training set. Some supervised learning algorithms require the user to determine certain control parameters.

(vi) Evaluate the accuracy of the learned function. After parameter adjustment and learning, the performance of the resulting function should be measured on a test set that is separate from the training set.

A wide range of supervised learning methods are available to solve the air quality classification problem described above, and each method has its own strengths and weaknesses. However, subject to the dimensionality of the input space, noise of the output values, function complexity, and bias-variance tradeoff, no single one can guarantee the best solutions for the proposed problem. In this study, four widely used methods including the support vector machines (SVM), logistic regression, random forests, and ensemble learning methods are investigated to solve our problem. For each classifier, the parameters are set and tuned for the application while trying to find the tradeoff between accuracy and running time; a 10-fold cross validation procedure is used to avoid overfitting and improve the prediction accuracy.

Logistic regression is a technique borrowed by machine learning from the field of statistic [34]. It measures the relationship between the categorical dependent variable and two or more independent variables by estimating probabilities using a logistic function, which is the cumulative logistic distribution. The linear logistic regression classifier is implemented first. The SVM is a discriminative classifier formally defined by a separating hyperplane [35]. Given the labeled data, the method outputs an optimal hyperplane which categorizes new examples. It can efficiently perform both linear and nonlinear classification by using kernel trick to maximum-margin hyperplanes. Two kernels including the linear kernel (SVM-L) and exponential kernel (SVM-E) are tested in this study. Ensemble methods use multiple learning algorithms to obtain better predictive performance other than using any learning method alone. There exist several ensemble methods; the random forests which are based on a collection of decision trees, built up with some elements of
random choices, are tested in this study [36, 37]. The Artificial Neural Network (ANN) is not an algorithm, but rather a popular framework for many different machine learning algorithms to work together and process complex data inputs. It learns to perform tasks by considering examples, generally without being programmed with any task-specific rules. In this study, a multi-layer perceptron (MLP) which is a class of feedforward neural networks is explored for classification [38].

The different classification methods are implemented with Python as the programming language. The training and testing were executed on a Windows workstation with 2.10Ghz Intel Xeon E5-2620 and 16GB RAM.

4. Numerical Test

4.1. Data Preprocess. The proposed air quality classification framework is applied to a case study of the Nanjing Lukou International Airport (ZSNJ) using the actual operations data in the year 2017 from CAAC. ZSNJ is the second largest airport in eastern China. It now has more than 135 domestic air routes and about 25 international air routes operated by over 25 airlines. As illustrated in Figure 1, the airport consists of two 3600-meter parallel runways RWY06/24 and RWY07/25.

In the year 2017, there are 102,548 arrival flights and 102,520 departure flights in ZSNJ, and the actual operations data we collected including the flight number, aircraft type, departure airport, arrival airport, departure time, arrival time, off-block time, and on-block time. As mentioned in Section 3.1.2, the ground transport travelling to and from airports is not considered in the airport. In order to accurately estimate the aircraft emissions, the actual taxi-out time and the taxi-in time in ZSNJ are used in LTO cycle. The taxi-in time of a flight is calculated by departure time minus off-block time, and the taxi-in time is calculated by on-block time minus arrival time. Figure 2 illustrates the taxi-in and taxi-out time statistic data in ZSNJ.

By statistical analysis, there are 43 types of aircraft operating in the whole year; eight of them which include the A319, A320, A321, B733, B734, B737, B738, and B752 account for 94.5% of the operations in the whole year. Combining the BADA and the EDB database together, the flow rates and engine emissions index of CO and NOX for these aircraft types are shown in Table 4. According to the Airport Air Quality Manual (Doc 9889) released by ICAO [4], the emissions of SO2 are only related to the aircraft fuel consumption which is 1g/kg for all engine modes, and the converter efficiency from NOX to NO2 is set as 10%. Also, the values representative of APU and GSE emissions for each aircraft operation can also be found in the document and will not be listed here.
Table 4: Fuel rate and engine emissions index.

<table>
<thead>
<tr>
<th>Aircraft type and number of engines</th>
<th>Engine type</th>
<th>Fuel rate (kg/sec)</th>
<th>Fuel rate and Engine emissions index</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>T/O</td>
<td>C/O</td>
</tr>
<tr>
<td>A319 (2)</td>
<td>V2522-A5</td>
<td>0.97</td>
<td>0.817</td>
</tr>
<tr>
<td>A320 (2)</td>
<td>V2500-A1</td>
<td>1.11</td>
<td>0.924</td>
</tr>
<tr>
<td>A321 (2)</td>
<td>CFM56-5B2/2P</td>
<td>1.39</td>
<td>1.11</td>
</tr>
<tr>
<td>B733 (2)</td>
<td>CFM56-3-B1</td>
<td>0.946</td>
<td>0.792</td>
</tr>
<tr>
<td>B734 (2)</td>
<td>CFM56-3C-1</td>
<td>1.154</td>
<td>0.954</td>
</tr>
<tr>
<td>B737 (2)</td>
<td>JT8D-17A</td>
<td>1.173</td>
<td>0.9344</td>
</tr>
<tr>
<td>B738 (2)</td>
<td>CFM56-7B26</td>
<td>1.221</td>
<td>0.999</td>
</tr>
<tr>
<td>B752 (2)</td>
<td>RB211-535E4</td>
<td>1.86</td>
<td>1.51</td>
</tr>
</tbody>
</table>
Also, we obtained daily and hourly data for four meteorological factors which are the temperature (°F), humidity (%), wind speed (mph), and pressure (Hg) in ZSNJ from the Weather Underground website. There are 365 daily average observations and 8760 hourly observations from January 1, 2017, to December 31, 2017, and all data are used as inputs after normalization of ratings by z-scores.

4.2. Prediction Results Analysis. Take the AQI level as metric, and use the airport air quality classification method introduced in Section 3.1; we calculated the AQI levels for ZSNJ which were then used as the training set for the airport air quality prediction. Figure 3 illustrates the daily AQI levels and the flight volume for ZSNJ in 2017. The bottom axis reflects the day time, the green polyline represents the air quality with vertical coordinates on the left, and the column chart denotes the volume of arrival (blue) and departure (yellow) flights with vertical coordinates on the right. We reorder the AQI for ZSNJ in 2017 in Figure 4, and it can be seen that 61 days stayed at AQI level 1, 196 days stayed at AQI
level 2, 87 days stayed at AQI level 3, 18 days stayed at AQI level 4, 2 days stayed at AQI level 5, and 1 day stayed at AQI level 6. In total, 94.2% daily AQIs in 2017 stay at level 1, level 2, or level 3, with 5.8% days achieving as high as level 5 and level 6. Generally, the air quality in ZSNJ remains in acceptable range.

Similarly, Figure 5 shows one-week sample data of the hourly AQI and flight volume for ZSNJ from February 1 to February 7 in 2017. The hourly AQIs level show relatively larger fluctuations with more bad air quality data in total. In 2017, there are 8760 hours evaluated in total for ZNSJ airport, with about 94.8% hours staying at AQI level 1, level 2, or level 3, with 5.2% hours achieving as high as level 5 or level 6.

Take the evaluation results as training data; several supervised learning methods are used to develop a classifier for predicting the AQI of ZNSJ. The prediction analysis focuses on investigating the feasibility of predicting the air quality classification with selected features. Also, the results of the analysis compare the supervised learning methods in terms of accuracy, training, and testing times. In the light of the knowledge-based feature selection method [22], both weather-related features and operation features are selected for prediction. The explored features for prediction include the number of departure flights, the number of arrival flights, temperature, humidity, wind speed, and pressure. Logistic regression, SVM, MLP, and random forest are applied to classify daily and hourly AQI in ZSNJ; the results of analysis compare the 4 classifier performances in terms of accuracy, training, and running time on predicting the airport air quality. To avoid overfitting and improve the prediction accuracy, we implemented 10-fold cross validation procedures for the nonensemble methods, and 10 different training sets for the random forest method. The prediction accuracy, training, and testing time for different methods are illustrated in Table 5.

Figure 6 illustrates the performance result distributions in terms of accuracy for different machine learning methods and compares them for the two air quality datasets. For each machine learning method, a box-plot is chosen to represent the accuracy distribution, whose values can be observed on the left y-axis. Box-plot is a standardized form to illustrate data distribution. The bottom and top of the box, respectively, represent the 25th and 75th percentiles, and the line inside the box denotes the median. The bottom and top lines indicate the minimum and maximum values of the data considered. To show the variations of successful method, the lower accuracy value limit was intentionally set to 0.3. In summary, the ensemble method random forest provides the best accuracy results, respectively, giving 90.7% and 91.37% mean accuracy for daily dataset and hourly dataset. For the
nonensemble methods, all the accuracy means are less than 70% for both datasets, and the MLP shows the best accuracy of the three methods. Additionally, the accuracy of hourly dataset results appears to be better than daily dataset results.

Figure 7 illustrates the sensitivity analysis for random forest method used for hourly AQI prediction. Two important parameters which are the proportion of training set and the maximum depth per tree are adjusted to find the near optimal performance for the prediction accuracy rate. In the figure, the proportion of training set varies from 0.1 to 0.9 in 0.1 steps while the maximum depth per tree changes from 1 to 14 in 1 step. Three metrics which are the training accuracy rate, prediction accuracy rate, and the running time are analyzed with the adjustment of different parameters setting. Generally, both the training and prediction accuracy rates increase with the increase of maximum depth per tree. However, higher proportion of training set does not show significant impacts on the three metrics. Take the parameters setting for the maximum prediction accuracy rate in the sensitivity analysis. When the proportion of training set is 0.8 and the maximum depth per tree is 12, the training accuracy rate can reach as high as 98.29% while the prediction accuracy rate can reach 95.64% with only 0.022 seconds as running time.

### 4.3. Feature Importance Analysis

The analysis of feature importance enables us to discriminate and select the most impactful features on the classification results. Random forest method is selected to extract the features since it provided the best prediction results for air quality classification in the study case. Feature importance provides a score that indicates how valuable each feature was in the construction of the random forest trees within the model, and the higher score implicates more important feature in modeling.

All six features including the number of departure flights, the number of arrival flights, temperature, humidity, wind speed, and pressure are analyzed in the study, and both daily and hourly air quality data are investigated. Figure 8(a) shows that, for the daily air quality classification case, temperature is primarily dominating the other features and it is followed by the humidity and pressure. Since Nanjing is a city that has four distinct seasons and the temperatures vary obviously with season, this should be reason why temperature is more important than other factors. Also, the humidity has obvious correlation with precipitation; this may be why it is the second important feature. Figure 8(b) shows that, for the hourly air quality classification case, pressure is primarily dominating the other features and it is followed by the temperature and humidity. This may implicate that the temperature and
humidity are usually not changed much in one day, and the pressure can be the most important feature in air quality classification. Theoretically, the wind speed is an important feature which may affect the pollutants concentration; the results implicate that it is not the most important one in ZSNJ airport. Of special note is the fact that the departure and arrival fights do not occupy the dominating features in either daily or hourly classification. This may denote that although the aircraft is the source of pollutants in ZSNJ, the meteorological features have greater influence on the air quality classification.

5. Conclusion

Given recent improvements of accuracy and efficiency made in artificial intelligence, this paper proposes a framework for air quality classification in airports, which is aligned with exploring the applicability and effectiveness of several popular supervised learning algorithms. A novel hybrid classification approach is proposed starting with the airport air quality assessment, followed by supervised learning for classification. Also, the framework is applied to a case study of the Nanjing Lukou International Airport for numerical test; prediction results and feature importance are analyzed in the study. The main findings in the paper are summarized below.

The proposed air quality classification method could predict the AQI level for airports, and the study case of ZSNJ in 2017 shows that most daily AQIs stay around level 2 and level 3, with few days achieving level 5 and level 6 while the hourly AQIs levels show relatively larger fluctuations with more bad air quality data. For the air quality prediction, the ensemble method random forest provides the best accuracy results, respectively, giving 90.7% and 91.37% mean accuracy for daily dataset and hourly dataset, and the prediction accuracy rate of hourly dataset can even reach 95.64% with only 0.022 seconds as running time after the sensitivity analysis. According to the feature importance analysis, temperature is primarily dominating the other features and it is followed by the humidity and pressure in daily classification, while the pressure is primarily dominating the other features and it is followed by the temperature and humidity in the hourly air quality classification. In general, the meteorological features have greater influence on the air quality classification in ZSNJ, which is worthy of attention in alleviating the environmental impacts of aircraft in airports.

This present paper contributes to the field of ATM by bringing and adapting machine learning methods to solve air quality classification issue in airports. Future research may refer to optimization of aircraft operations in airports for environmental consideration.
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