Research Article

Analysis of Exponential Stability for Neutral Stochastic Cohen-Grossberg Neural Networks with Mixed Delays

Tianqing Yang, Zuoliang Xiong, and Cuiping Yang
Department of Mathematics, Nanchang University, Nanchang, Jiangxi 330031, China
Correspondence should be addressed to Zuoliang Xiong; xiong1601@163.com
Received 24 December 2018; Accepted 18 March 2019; Published 11 June 2019
Academic Editor: Seenith Sivasundaram

Copyright © 2019 Tianqing Yang et al. This is an open access article distributed under the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

This paper is concerned with the mean-square exponential input-to-state stability problem for a class of stochastic Cohen-Grossberg neural networks. Different from prior works, neutral terms and mixed delays are discussed in our system. By employing the Lyapunov-Krasovskii functional method, Itô formula, Dynkin formula, and stochastic analysis theory, we obtain some novel sufficient conditions to ensure that the addressed system is mean-square exponentially input-to-state stable. Moreover, two numerical examples and their simulations are given to illustrate the correctness of the theoretical results.

1. Introduction

Over the last few years, Cohen-Grossberg neural networks have been paid more and more attention because of their potential applications in various fields such as signal processing, image processing, pattern recognition, associative memory, programming problems, and combinatorial optimization (see [1–5]). Cohen-Grossberg neural networks model was first introduced by Cohen and Grossberg in 1983, which has become one of the most important neural network models (see [6, 7]). Compared with recurrent neural networks, Hopfield neural networks, and cellular neural networks, it is more challenging and interesting to build Cohen-Grossberg neural networks model. In particular, recurrent neural networks, Hopfield neural networks, and cellular neural networks can be regarded as exceptional cases of Cohen-Grossberg neural networks. Many researchers have further studied the effect of Cohen-Grossberg neural networks models and have obtained some reliable conclusions (see [8–10]). Therefore, it is greatly significant to investigate Cohen-Grossberg neural networks.

As we all know, the stability of Cohen-Grossberg neural networks plays an essential role in practical applications since it is a prerequisite to ensure that a real system works properly. Also, the existence of time delays cannot be ignored in real systems for various reasons, such as the finite switching speed of amplifiers, the congestions in the signal processing and transmission between neurons. The time delay may cause instability, oscillation, and divergence to stochastic neural network systems. Given the actual situation, a great number of stability results have been presented on stochastic delayed neural networks studied in the literature (see [11–17]). In addition, neutral-type neural network is a particular time delay system because its main feature that the derivative of system state is connected to delays. In the physical sense, the state trend of a neutral delay system is related to the past state and the current state. Many physical systems can be described as the neutral-type model in the real world. In [18, 19], the stability of neutral-type stochastic neural network has been studied. Meanwhile, the neutral-type time delay is quite different from distributed delays and constant delays. There is no doubt that the distributed delay generally has integral term and acts on probability space. The constant delay is constant and discrete, which means that the effect of the state is delayed by a fixed value on the system. It can be observed that most of the literature works mainly focus on three simple cases containing constant delays, distributed delays, and time-varying delays (see [20–22]). In fact, mixed delays have been considered to be more efficient in modeling neural network systems because these simple delays are often not feasible when neural network systems become more
complex. To sum up, it is of great significance to study the stability of stochastic Cohen-Grossberg neural networks with mixed delays.

Thankfully, there are a great number of stability results about the stochastic Cohen-Grossberg neural networks with mixed delays (see [23–26]). For example, by applying the LaSalle invariant principle of stochastic differential delay equations and the stochastic analysis theory as well as the adaptive feedback technique, Zhang and Deng [23] introduced several sufficient conditions to ensure the adaptive synchronization of Cohen-Grossberg neural network with mixed time-varying delays and stochastic perturbation. Based on a novel Lyapunov-Krasovskii functional and some new approaches and techniques, Zhu and Cao [26] investigated the problem of exponential stability for a class of Markovian jump impulsive stochastic Cohen-Grossberg neural networks with mixed time delays and known or unknown parameters.

Furthermore, it is worth considering that the control input has a great influence on the stochastic Cohen-Grossberg neural networks. Sontag first came up with the input-to-state stability to check robust stability. In [27–29], the mean-square exponential input-to-state stability is more common than the traditional exponential stability. Meanwhile, the traditional exponential stability consists of exponential stability, global asymptotical stability, and almost surely stability. As far as we know, the traditional stability is that the states of stochastic neural networks converge to the equilibrium point as time goes to infinity. However, it does not always happen in our real life. For instance, some systems including the pendulum, finance markets, and stock markets only remain bounded but necessarily converge to the equilibrium point. To date, few researchers have discussed the mean-square exponential input-to-state stability problem of stochastic Cohen-Grossberg neural networks due to the difficulty of mathematics. Hence, this situation encourages our current research.

Inspired by the above discussion, we will investigate the problem of the mean-square exponential input-to-state stability analysis for a class of the stochastic neutral-type Cohen-Grossberg neural networks with mixed delays in this paper. Different from the previous stability works, the mean-square exponential input-to-state stability of stochastic neutral-type Cohen-Grossberg neural network has not been investigated. By using the Lyapunov-Krasovskii functional, stochastic analysis theory, Itô formula, and Dynkin formula, the mean-square exponential input-to-state stability is obtained. Moreover, several examples and their simulations are given to illustrate the correctness and effectiveness of obtained results.

The remainder of this paper is structured as follows. In Section 2, we introduce the mathematical model of neutral stochastic Cohen-Grossberg neural networks, assumptions, and definition of the mean-square exponential stability. The main theoretical result and its proofs are derived in Section 3. In Section 4, two numerical examples and their simulations are given to guarantee the correctness of the proposed results. Finally, the conclusion and further discussion are presented in Section 5.

2. Model Description and Preliminaries

In this paper, we mainly focus on the following stochastic neutral-type Cohen-Grossberg neural networks with mixed delays:

\[
\begin{aligned}
& d\left[ x_i(t) - \sum_{j=1}^{n} p_{ij} x_j\left(t - \tau_0(t)\right) \right] = -\alpha_i(x_i(t)) \\
& \quad \cdot \beta_i(x_i(t)) - \sum_{j=1}^{n} a_{ij} f_j(x_j(t)) \\
& \quad - \sum_{j=1}^{n} b_{ij} g_j(x_j(t - \tau)) - \sum_{j=1}^{n} c_{ij} h_j(x_j(t - \tau_0(t))) \\
& \quad - \sum_{j=1}^{n} d_{ij} \int_{t-\tau(t)}^{t} l_j(x_j(s)) ds + u_i(t) \right] dt \\
& \quad + \sum_{j=1}^{n} \sigma_{ij}(x_i(t), x_j(t - \tau), x_j(t - \tau_0(t)), x_j(t - \tau_1(t)), x_j(t - \tau_2(t)), \ldots, x_j(t - \tau_n(t))) d\omega_j(t),
\end{aligned}
\]

\[i = 1, 2, \ldots, n.\]

With initial conditions \( x_i(t) = \phi_i(t), t \in [-\tau, 0] \), here \( x_i(t) \) is the state variable of the \( i \)th neuron at time \( t \); \( \alpha_i(x_i(t)) \) and \( \beta_i(x_i(t)) \) denote the amplification functions and behaved functions of the \( i \)th unit at time \( t \), respectively. The constants \( a_{ij}, b_{ij}, c_{ij}, \) and \( d_{ij} \) are the connection weight coefficients of the \( j \)th unit on the \( i \)th unit at time \( t \). \( f_j(x_i(t)), g_j(x_i(t)), h(x_i(t)), \) and \( l_j(x_j(t)) \) are the neuron activation functions of the \( j \)th unit at time \( t \). \( u_i(t) \) is the external constant input of the \( i \)th unit at time \( t \) and \( u(t) = (u_1(t), u_2(t), \ldots, u_n(t))' \) belongs to \( l_{\omega_0} \), where \( l_{\omega_0} \) represents the class of essentially bounded functions \( u \) from \([0, +\infty)\) to \( R^n \) with \( \|u\|_{\omega_0} = \text{esssup}_{t\geq0}\|u(t)\|, t \geq 0 < \infty \). The noise perturbation \( \sigma_{ij} : R^{n+3} \rightarrow R \) is a Borel measurable function, and \( \omega(t) = (\omega_1(t), \omega_2(t), \ldots, \omega_n(t)), t \geq 0 \) is an \( n \)-dimensional standard Brownian motion defined on the complete probability space \((\Omega, \mathcal{F}, P)\) with a natural filtration \( \{\mathcal{F}_t\}_{t \geq 0} \). \( \tau \) represents the constant delay and \( \tau_i(t) \) denotes the time-varying delay; \( \tau_i(t) = 0, 1, \ldots, n \) are distributed delays. \( \tau_i(t) = 0, 1, 2, \ldots, n \) are supposed to be differential and satisfy \( 0 \leq \tau_i(t) \leq \rho < 1, 0 \leq \tau_i(t) \leq \tau_i(0) = 0, 1, 2, \ldots, n \). Let \( \mathfrak{T} = \max_{t \geq 0}\{|\tau(t), \tau_0, \tau_1, \ldots, \tau_n|\} \).
Remark 1. In fact, let \( \tau = 0 \) and \( r_{ij}(t) = 0 (j = 2, \ldots, n) \) and replace \( \sigma_{ij}(x(t), r_{ij}(t)) \) with \( \sigma_{ij}(x(t), r_{ij}(t)) = 0 \) for all \( \tau \). Thus the conditions hold, and thus \( \text{Assumption 3.} \)

For all \( x, y \in \mathbb{R}, i = 1, 2, \ldots, n \),

\[
| \beta_j(x) - \beta_j(y) | \leq B_i |x - y|, \\
| f_i(x) - f_i(y) | \leq L_i |x - y|, \\
| g_i(x) - g_i(y) | \leq M_i |x - y|, \\
| h_i(x) - h_i(y) | \leq N_i |x - y|, \\
| l_i(x) - l_i(y) | \leq Q_i |x - y|,
\]

for all \( x, y \in \mathbb{R}, i = 1, 2, \ldots, n \).

Assumption 3. There exist positive constants \( \mu_{ij}, \nu_{ij}, \delta_{ij}, \psi_{ij}, \xi_{ij}, k_{ij} \) such that

\[
| \sigma_{ij}(x, y, z, k_1, k_2, \ldots, k_n) - \sigma_{ij}(x', y', z', k'_1, k'_2, \ldots, k'_n) |^2 \\
\leq \mu_{ij} |x - x'|^2 + \nu_{ij} |y - y'|^2 + \delta_{ij} |z - z'|^2 + \sum_{k=1}^{n} \xi_{ij}^k |k_i - k'_i|^2
\]

for all \( x, x', y, y', z, z', k_1, k_2, k_3, k_4, k_5, k_6, \ldots, k_n, k'_1, k'_2, \ldots, k'_n \) in \( \mathbb{R}, i, j = 1, 2, \ldots, n \).

Assumption 4. \( \alpha_j(0) = 0 \) or \( \beta_j(0) = f_j(0) = g_j(0) = h_j(0) = l_j(0) = u_j(0) = 0 \) for all \( i = 2, 3, \ldots, n \).

Assumption 5 (see [1]). \( \alpha_i(x_i(t)) \) are bounded functions, and there exist positive constants \( \overline{\alpha}_i \) and \( \overline{x}_i \) such that \( 0 < \overline{\alpha}_i \leq \alpha_i(x_i(t)) \leq \overline{\alpha}_i, i = 1, 2, \ldots, n \).

Assumption 6 (see [26]). There exist positive constants \( \eta_i \) such that \( x_i(t) \beta_i(x_i(t)) \geq \eta_i x_i^2(t), i = 1, 2, \ldots, n \).

Assumption 7. \( P = (p_{ij})_{n \times n} \) is a matrix, \( \| \cdot \| \) denotes the matrix norm which satisfies \( \rho_0 = \| P \| \in (0, 1) \).

Under Assumptions 2–4, it is not difficult to check that the Lipschitz and linear growth conditions hold, and thus there exists a unique solution of system (1). Let \( x(t; \phi) \) denote the solution which satisfies \( x(s) = \phi(s) \) on \( [-\tau, 0] \).
Proof. Let \( x(t; \phi) = x(t) \). To obtain the mean-square exponential input-to-state stability, we can construct the following Lyapunov-Krasovskii functional:

\[
V(t, x(t)) = \sum_{i=1}^{n} V_i(t, x(t)) \tag{7}
\]

where

\[
\begin{align*}
V_1(t, x(t)) &= e^{\lambda t} \sum_{j=1}^{n} q_j \left[ x_j(t) - \sum_{j=1}^{n} p_{ij} x_j(t - \tau_j(t)) \right]^2 \\
V_2(t, x(t)) &= \int_{-\tau}^{t} e^{\lambda s} \sum_{j=1}^{n} \left[ x_j(s) \right]^2 ds \\
V_3(t, x(t)) &= \int_{-\tau}^{t} e^{\lambda s} \sum_{j=1}^{n} w_{ij} \left[ x_j(s) \right]^2 ds \\
V_4(t, x(t)) &= n \sum_{j=1}^{n} \int_{-\tau}^{t} \left[ x_j(s) \right]^2 ds \sum_{j=1}^{n} q_j |d_{ij}| \left( 1 + \sum_{k=1}^{n} |p_{ik}| \right) \\
&\quad \cdot \int_{-\tau}^{t} \int_{j=1}^{\tau} \left[ x_j(s) \right]^2 e^{\lambda (t-s)} ds d\theta
\end{align*}
\]

By employing Itô formula, we get the following stochastic differential equation:

\[
dV(t, x(t)) = \mathcal{L}V(t, x(t)) dt + V_x(t, x(t)) \sigma(t) d\omega(t), \tag{9}
\]

where \( V_x(t, x(t)) = (\partial V(t, x(t))/\partial x_1), \ldots, \partial V(t, x(t))/\partial x_n \), \( \sigma(t) = (\sigma_j(t))_{n \times n}, \sigma_j(t) = \sigma_j(x(t), x_j(t - \tau_j(t)), x_j(t - \tau_j(t)), \ldots, x_j(t - \tau_\alpha(t))) \), and \( \mathcal{L} \) is the weak infinitesimal operator which satisfies

\[
\mathcal{L}V_1(t, x(t)) = \lambda e^{\lambda t} \sum_{j=1}^{n} q_j \left[ x_j(t) \right]^2 + 2 e^{\lambda t} \sum_{j=1}^{n} q_j \left[ x_j(t) \right]^2 + 2 e^{\lambda t} \sum_{j=1}^{n} q_j \left[ x_j(t) \right]^2 \\
- \sum_{j=1}^{n} p_{ij} x_j(t - \tau_j(t)) + 2 e^{\lambda t} \sum_{j=1}^{n} q_j \left[ x_j(t) \right]^2 + 2 e^{\lambda t} \sum_{j=1}^{n} q_j \left[ x_j(t) \right]^2 \\
- \sum_{k=1}^{n} \sum_{j=1}^{n} q_{kj} |d_{ij}| \left( 1 + \sum_{k=1}^{n} |p_{ik}| \right) \left[ x_j(s) \right]^2 e^{\lambda (t-s)} ds d\theta
\]

\[
- \sum_{j=1}^{n} a_{ij} f_j \left( x_j(t) \right) + \sum_{j=1}^{n} b_{ij} g_j \left( x_j(t - \tau) \right) \\
- \sum_{j=1}^{n} c_{ij} h_j \left( x_j(t - \tau_0(t)) \right) + \sum_{j=1}^{n} d_{ij} \\
\cdot \int_{t-\tau(t)}^{t} l_j \left( x_j(s) \right) ds + u_j(t) \right) + e^{\lambda t} \sum_{j=1}^{n} q_j \\
\cdot \sum_{j=1}^{n} e_j^2 \left( x_j(t), x_j(t - \tau), x_j(t - \tau_0(t)) \right) \\
x_j(t - \tau_1(t)), x_j(t - \tau_2(t)), \ldots, x_j(t - \tau_\alpha(t)) \right) \\
\leq 2 \lambda e^{\lambda t} \max_{1 \leq i \leq n} \left[ q_j \right] \left[ x_j^2(t) + p_j x_j^2(t - \tau_0(t)) \right] \\
- 2 e^{\lambda t} \alpha_i \left( x_i(t) \right) \beta_i \left( x_i(t) \right) \sum_{j=1}^{n} q_j x_j(t) \\
+ 2 e^{\lambda t} \alpha_i \left( x_i(t) \right) \beta_i \left( x_i(t) \right) \sum_{j=1}^{n} q_j \sum_{j=1}^{n} p_{ij} x_j(t - \tau_0(t)) \\
+ 2 e^{\lambda t} \alpha_i \left( x_i(t) \right) \sum_{j=1}^{n} q_j \sum_{j=1}^{n} p_{ij} x_j(t - \tau_0(t)) \\
- 2 e^{\lambda t} \alpha_i \left( x_i(t) \right) \sum_{j=1}^{n} q_j \sum_{j=1}^{n} p_{ij} x_j(t - \tau_0(t)) \\
\cdot \sum_{k=1}^{n} \sum_{j=1}^{n} q_{kj} |d_{ij}| \left( 1 + \sum_{k=1}^{n} |p_{ik}| \right) \left[ x_j(s) \right]^2 e^{\lambda (t-s)} ds d\theta
\]

\[
\cdot \sum_{k=1}^{n} a_{ik} f_k \left( x_k(t) \right) + 2 e^{\lambda t} \alpha_i \left( x_i(t) \right) \sum_{j=1}^{n} q_j x_j(t) \\
\cdot \sum_{k=1}^{n} b_{ik} g_k \left( x_k(t - \tau) \right) - 2 e^{\lambda t} \alpha_i \left( x_i(t) \right) \sum_{j=1}^{n} q_j x_j(t) \\
\cdot \sum_{k=1}^{n} p_{ik} x_j(t - \tau_0(t)) \sum_{k=1}^{n} b_{ik} g_k \left( x_k(t - \tau_0(t)) \right) \\
+ 2 e^{\lambda t} \alpha_i \left( x_i(t) \right) \sum_{j=1}^{n} q_j \sum_{j=1}^{n} p_{ij} x_j(t - \tau_0(t)) \\
- 2 e^{\lambda t} \alpha_i \left( x_i(t) \right) \sum_{j=1}^{n} q_j \sum_{j=1}^{n} p_{ij} x_j(t - \tau_0(t)) \\
\cdot \sum_{k=1}^{n} c_{ik} h_k \left( x_k(t - \tau_0(t)) \right) + 2 e^{\lambda t} \alpha_i \left( x_i(t) \right) \sum_{j=1}^{n} q_j x_j(t) \\
\cdot \sum_{k=1}^{n} d_{ik} \int_{t-\tau(t)}^{t} l_k \left( x_k(s) \right) ds - 2 e^{\lambda t} \alpha_i \left( x_i(t) \right) \sum_{j=1}^{n} q_j x_j(t) \\
\cdot \sum_{k=1}^{n} p_{ik} x_j(t - \tau_0(t)) \sum_{k=1}^{n} d_{ik} \int_{t-\tau(t)}^{t} l_k \left( x_k(s) \right) ds \\
+ 2 e^{\lambda t} \alpha_i \left( x_i(t) \right) \sum_{j=1}^{n} q_j x_j(t) u_j(t) + 2 e^{\lambda t} \alpha_i \left( x_i(t) \right)
\]
\[
\mathcal{L}V_1(t,x(t)) \leq 2\lambda e^{\lambda t} \max_{1 \leq i \leq n} \{q_i\}
\]
\[
\cdot \sum_{i=1}^{n} \left[ x_i^2(t) + \rho_0^2 x_i^2(t - \tau_0(t)) \right] - 2e^{\lambda t} \alpha_i(x_i(t)) \\
\cdot \beta_i(x_i(t)) \sum_{j=1}^{n} q_j x_j(t) + 2e^{\lambda t} \alpha_i(x_i(t)) \beta_i(x_i(t)) \sum_{j=1}^{n} q_j \\
\cdot \sum_{j=1}^{n} \left| p_{ij} \right| \left| x_j(t - \tau_0(t)) \right| + 2e^{\lambda t} \alpha_i(x_i(t)) L_j \sum_{j=1}^{n} q_j \\
\cdot \sum_{j=1}^{n} \left| a_{ij} \right| \left| x_j(t) \right| \left| x_j(t) \right| + 2e^{\lambda t} \alpha_i(x_i(t)) L_j \sum_{j=1}^{n} q_j \\
\cdot \sum_{j=1}^{n} \left| p_{ij} \right| \sum_{k=1}^{n} \left| a_{ik} \right| \left| x_k(t) \right| \left| x_j(t - \tau_0(t)) \right| \\
\cdot 2e^{\lambda t} \alpha_i(x_i(t)) M_i \sum_{j=1}^{n} q_j \sum_{j=1}^{n} \left| b_{ij} \right| \left| x_j(t - \tau) \right| \left| x_i(t) \right| \\
+ 2e^{\lambda t} \alpha_i(x_i(t)) M_i \sum_{j=1}^{n} q_j \sum_{j=1}^{n} \left| p_{ij} \right| \\
\cdot \sum_{k=1}^{n} \left| b_{ik} \right| \left| x_k(t - \tau) \right| \left| x_j(t - \tau_0(t)) \right| + 2e^{\lambda t} \alpha_i(x_i(t)) \\
\cdot \sum_{k=1}^{n} q_k \sum_{j=1}^{n} \left| q_{jk} \right| \left| x_j(t - \tau_0(t)) \right| \left| x_i(t) \right| \\
+ 2e^{\lambda t} \alpha_i(x_i(t)) N_k \sum_{j=1}^{n} q_j \sum_{j=1}^{n} \left| p_{ij} \right| \\
\cdot \sum_{k=1}^{n} \left| c_{ik} \right| \left| x_k(t - \tau_0(t)) \right| \left| x_j(t - \tau_0(t)) \right| \\
+ 2e^{\lambda t} \alpha_i(x_i(t)) Q_j \sum_{j=1}^{n} q_j \sum_{j=1}^{n} \left| d_{ij} \right| \left| x_i(t) \right| \\
\cdot \int_{t-\tau(t)}^{t} \left| x_j(s) \right| ds + 2e^{\lambda t} \alpha_i(x_i(t)) Q_j \sum_{j=1}^{n} q_j \sum_{j=1}^{n} \left| p_{ij} \right| \\
\cdot \sum_{k=1}^{n} \left| d_{ik} \right| \left| x_j(t - \tau_0(t)) \right| \left[ \int_{t-\tau(t)}^{t} \left| x_k(s) \right| ds \right]
\]
\[
\cdot 2e^{\lambda t} \alpha_i(x_i(t)) \sum_{j=1}^{n} q_j \left| x_j(t) \right| \left| u_i(t) \right| + 2e^{\lambda t} \alpha_i(x_i(t)) \\
\cdot \sum_{j=1}^{n} q_j \sum_{j=1}^{n} \left| p_{ij} \right| \left| x_j(t - \tau_0(t)) \right| \left| u_i(t) \right| \\
+ e^{\lambda t} \sum_{j=1}^{n} q_j x_j(t)^2 + e^{\lambda t} \sum_{j=1}^{n} q_j x_j(t - \tau)^2 \\
+ e^{\lambda t} \sum_{j=1}^{n} q_j x_j(t - \tau_0(t))^2 + \cdots \\
+ e^{\lambda t} \sum_{j=1}^{n} q_j x_j(t - \tau_n(t))^2.
\]

By using the elementary inequality \(2ab \leq a^2 + b^2\) and under Assumptions 5 and 6, we have
\[
\mathcal{L}V_1(t,x(t)) \\
\leq 2\lambda e^{\lambda t} \max_{1 \leq i \leq n} \{q_i\} \sum_{i=1}^{n} \left[ x_i^2(t) + \rho_0^2 x_i^2(t - \tau_0(t)) \right] \\
- 2e^{\lambda t} \alpha_i(x_i(t)) \sum_{i=1}^{n} q_i \left| x_i(t) \right|^2 \\
+ e^{\lambda t} \sum_{i=1}^{n} q_i \sum_{i=1}^{n} \left| p_{ij} \right| \left| x_j(t) \right|^2 \\
+ e^{\lambda t} \sum_{i=1}^{n} q_i \sum_{i=1}^{n} \left| q_{jk} \right| \left| x_k(t - \tau_0(t)) \right| \left| x_j(t) \right|^2 \\
+ e^{\lambda t} \sum_{i=1}^{n} q_i \sum_{i=1}^{n} \left| d_{ij} \right| \left| x_i(t) \right|^2 \\
+ e^{\lambda t} \sum_{i=1}^{n} q_i \sum_{i=1}^{n} \left| p_{ij} \right| \left| x_j(t - \tau_0(t)) \right|^2 \\
+ e^{\lambda t} \sum_{i=1}^{n} q_i \sum_{i=1}^{n} \left| d_{ij} \right| \left| x_i(t) \right|^2 \\
+ e^{\lambda t} \sum_{i=1}^{n} q_i \sum_{i=1}^{n} \left| p_{ij} \right| \left| x_j(t - \tau_0(t)) \right|^2 \\
+ e^{\lambda t} \sum_{i=1}^{n} q_i \sum_{i=1}^{n} \left| d_{ij} \right| \left| x_i(t) \right|^2 \\
+ e^{\lambda t} \sum_{i=1}^{n} q_i \sum_{i=1}^{n} \left| p_{ij} \right| \left| x_j(t - \tau_0(t)) \right|^2 \\
+ e^{\lambda t} \sum_{i=1}^{n} q_i \sum_{i=1}^{n} \left| d_{ij} \right| \left| x_i(t) \right|^2 \\
+ e^{\lambda t} \sum_{i=1}^{n} q_i \sum_{i=1}^{n} \left| p_{ij} \right| \left| x_j(t - \tau_0(t)) \right|^2 \\
+ e^{\lambda t} \sum_{i=1}^{n} q_i \sum_{i=1}^{n} \left| d_{ij} \right| \left| x_i(t) \right|^2.
\[+ e^{\lambda t} \mathbf{M} \sum_{i=1}^{n} \sum_{j=1}^{n} |p_{ij}| \sum_{k=1}^{n} |\eta_{ik}| \left[ |x_{k}(t) - r(t)|^2 \right] + e^{\lambda t} \mathbf{N} \sum_{i=1}^{n} \sum_{j=1}^{n} |p_{ij}| \sum_{k=1}^{n} |\eta_{ik}| \left[ |x_{k}(t) - r(t)|^2 \right] - \tau_{0}(t) \right]^2 + |x_{j}(t)|^2] + e^{\lambda t} \mathbf{N} \sum_{i=1}^{n} \sum_{j=1}^{n} |p_{ij}| \sum_{k=1}^{n} |\eta_{ik}| \left[ |x_{k}(t) - r(t)|^2 - \tau_{0}(t) \right]^2 + |x_{j}(t)|^2] + e^{\lambda t} \mathbf{Q} \sum_{i=1}^{n} \sum_{j=1}^{n} |d_{ij}| \left[ r_{x}(t) |x_{j}(t)|^2 + \int_{t-r_{x}(t)}^{t} |x_{j}(s)|^2 \, ds \right] + e^{\lambda t} \mathbf{Q} \sum_{i=1}^{n} \sum_{j=1}^{n} |d_{ij}| \left[ r_{x}(t) |x_{j}(t)|^2 - \tau_{0}(t) \right]^2 + |x_{j}(t)|^2] + e^{\lambda t} \mathbf{M} \sum_{i=1}^{n} \sum_{j=1}^{n} |p_{ij}| \sum_{k=1}^{n} |\eta_{ik}| \left[ |x_{k}(t) - r(t)|^2 \right] - \tau_{0}(t) \right]^2 + |x_{j}(t)|^2] + e^{\lambda t} \sum_{i=1}^{n} \sum_{j=1}^{n} |q_{ij} \eta_{ij}| \left[ |x_{j}(t) - r(t)|^2 \right] + e^{\lambda t} \sum_{i=1}^{n} \sum_{j=1}^{n} |q_{ij} \delta_{ij}| \left[ |x_{j}(t) - r_{x}(t)|^2 \right] + e^{\lambda t} \sum_{i=1}^{n} \sum_{j=1}^{n} |q_{ij} \xi_{ij}\eta_{ij}| \left[ |x_{j}(t) - r_{x}(t)|^2 \right] + e^{\lambda t} \sum_{i=1}^{n} \sum_{j=1}^{n} |q_{ij} \xi_{ij}\delta_{ij}| \left[ |x_{j}(t) - r_{x}(t)|^2 \right] + e^{\lambda t} \sum_{i=1}^{n} \sum_{j=1}^{n} |q_{ij} \xi_{ij}\alpha_{ij}| \left[ |x_{j}(t) - r_{x}(t)|^2 \right] - \tau_{0}(t) \right]^2 + |x_{j}(t)|^2] + e^{\lambda t} \sum_{i=1}^{n} \sum_{j=1}^{n} |r_{ij}\xi_{ij}\eta_{ij}| \left[ |x_{j}(t) - r_{x}(t)|^2 \right] + e^{\lambda t} \sum_{i=1}^{n} \sum_{j=1}^{n} |r_{ij}\xi_{ij}\delta_{ij}| \left[ |x_{j}(t) - r_{x}(t)|^2 \right] + e^{\lambda t} \sum_{i=1}^{n} \sum_{j=1}^{n} |r_{ij}\xi_{ij}\alpha_{ij}| \left[ |x_{j}(t) - r_{x}(t)|^2 \right] - \tau_{0}(t) \right]^2 \]
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\[ -e^{L(t-t_0(t))} \left( 1 - \tau_0(t) \right) \sum_{i=1}^{n} v_i \left| x_i(t - \tau_0(t)) \right|^2 \]
\[ \leq e^{L(t)} \sum_{i=1}^{n} v_i \left| x_i(t) \right|^2 - e^{L(t-\tau)} (1 - \rho) \]
\[ \sum_{i=1}^{n} v_i \left| x_i(t - \tau_0(t)) \right|^2 \]
\[ \mathcal{L} V_4 (t, x(t)) = e^{L(t)} \sum_{i=1}^{n} w_{ji} \left| x_j(t) \right|^2 \]
\[ - e^{L(t-t_0(t))} \left( 1 - \tau_0(t) \right) \sum_{i=1}^{n} w_{ji} \left| x_i(t - \tau_0(t)) \right|^2 \]
\[ \leq e^{L(t)} \sum_{i=1}^{n} w_{ji} \left| x_j(t) \right|^2 - e^{L(t-\tau)} (1 - \rho) \]
\[ \sum_{i=1}^{n} w_{ji} \left| x_i(t - \tau_0(t)) \right|^2 \]
\[ \mathcal{L} V_5 (t, x(t)) \]
\[ = e^{L(t)} \sum_{i=1}^{n} \sum_{j=1}^{n} q_{ij} \overline{\alpha}_j Q_j \left| d_{ij} \right| \left( 1 + \sum_{k=1}^{n} |p_{ik}| \right) \left| x_j(t) \right|^2 \]
\[ - \sum_{i=1}^{n} \sum_{j=1}^{n} q_{ij} \overline{\alpha}_j Q_j \left| d_{ij} \right| \left( 1 + \sum_{k=1}^{n} |p_{ik}| \right) \left| x_j(t) \right|^2 \]
\[ \leq e^{L(t)} \sum_{i=1}^{n} \sum_{j=1}^{n} q_{ij} \overline{\alpha}_j Q_j \left| d_{ij} \right| \left( 1 + \sum_{k=1}^{n} |p_{ik}| \right) \left| x_j(t) \right|^2 \]
\[ \sum_{i=1}^{n} \sum_{j=1}^{n} q_{ij} \overline{\alpha}_j Q_j \left| d_{ij} \right| \left( 1 + \sum_{k=1}^{n} |p_{ik}| \right) \left| x_j(t) \right|^2 \]
\[ \cdot \int_{t-t_0(t)}^{t} \left| x_j(s) \right|^2 ds \]

By condition (6), there exists a sufficiently small constant \( \lambda > 0 \) such that
\[ \mathcal{L} V (t, x(t)) \]
\[ \leq e^{L(t)} \sum_{i=1}^{n} \left\{ 2 \lambda \max_{j} [\alpha_j] \right\} \left[ 2 \max_{j} [q_{ij}] \right] \left| x_j(t) \right|^2 \]
\[ - 2 \lambda \sum_{j=1}^{n} \sum_{p_{ij}} \overline{\alpha}_j Q_j \left| d_{ij} \right| \left( 1 + \sum_{k=1}^{n} |p_{ik}| \right) \left| x_j(t) \right|^2 \]
\[ + 2 \lambda \sum_{j=1}^{n} \sum_{p_{ij}} \overline{\alpha}_j Q_j \left| d_{ij} \right| \left( 1 + \sum_{k=1}^{n} |p_{ik}| \right) \left| x_j(t) \right|^2 \]
\[ + \sum_{j=1}^{n} \sum_{p_{ij}} \overline{\alpha}_j Q_j \left| d_{ij} \right| \left( 1 + \sum_{k=1}^{n} |p_{ik}| \right) \left| x_j(t) \right|^2 \]
\[ + \max_{j=1}^{n} \left\{ \tau_j \right\} \tau \left( 1 + \sum_{i=1}^{n} \sum_{j=1}^{n} w_{ji} \right) \left| x_j(t) \right|^2 \]

Now, we need to define a stopping time as follows: \( \tau_k := \inf \{ s \geq 0 : \left| x(s) \right| \geq k \} \). By means of the Dynkin formula, we can obtain that
\[ \mathbb{E} V(t \wedge \tau_k , x(t \wedge \tau_k )) - \mathbb{E} V(0, x(0)) \]
\[ = \mathbb{E} \left[ \int_{0}^{t \wedge \tau_k} \mathcal{L} V(s, x(s)) ds \right], \]
that is
\[ \mathbb{E} V(t \wedge \tau_k , x(t \wedge \tau_k )) \]
\[ = \mathbb{E} V(0, x(0)) + \mathbb{E} \left[ \int_{0}^{t \wedge \tau_k} \mathcal{L} V(s, x(s)) ds \right]. \]

Letting \( k \rightarrow \infty \), then \( t \wedge \tau_k \rightarrow t \). According to the monotone convergence theorem, we have
\[ \mathbb{E} V(t, x(t)) \]
\[ \leq \mathbb{E} V(0, x(0)) \]
\[ + \left( e^{L(t)} - 1 \right) \sum_{i=1}^{n} q_{ij} \left( 1 + \sum_{k=1}^{n} |p_{ik}| \right) \left| x_i(t) \right|^2 \]
\[ \leq 2 \max_{j} [q_{ij}] \left( 1 + \sum_{k=1}^{n} |p_{ik}| \right) \tau \]
\[ + \max_{j=1}^{n} \left\{ \tau_j \right\} \tau_0 + \max_{j=1}^{n} \left\{ \sum_{i=1}^{n} w_{ji} \right\} \tau. \]
According to Definition 8, the trivial solution of system (1) is mean-square exponentially input-to-state stable. Thus, we complete the proof. \hfill \square

Remark 10. The mean-square exponential input-to-state stability problem of stochastic Cohen-Grossberg neural networks was investigated in [1]. However, the delay is limited to a time-varying delay \( \tau(t) \). In this paper, stochastic neutral-type Cohen-Grossberg neural networks discussed are generalized to the systems with mixed delays. They are more general than time-varying delay in [1]. Also, the mean-square exponential input-to-state stability problem for a class of stochastic recurrent neural networks with mixed delays was discussed in [11, 16]. But the neutral terms and Cohen-Grossberg models were not taken into account. Meanwhile, the Cohen-Grossberg neural networks include recurrent neural networks, Hopfield neural networks, and cellular neural networks. In other words, the systems considered in [11, 16] are special cases of system (1) in this paper.

Remark 11. Obviously, when \( u(t) \equiv 0 \), Theorem 9 reduces to the mean-square exponential stability of the neutral stochastic Cohen-Grossberg neural network. We can obtain the following corollary.

Corollary 12. Under Assumptions 2–7, if all the conditions of Theorem 9 hold, the trivial solution of system (1) with \( u(t) \equiv 0 \) is mean-square exponentially stable.

Moreover, when we replace \( \tau_j(t), j = 1, 2, \ldots, n \), with \( \tau_1(t) \) in system (1), system (1) reduces to the following stochastic delayed Cohen-Grossberg neural network:

\[
\begin{align*}
\frac{dx_i(t)}{dt} & = -\alpha_i(x_i(t)) - \beta_i(x_i(t)) - \sum_{j=1}^{n} p_{ij} x_j(t - \tau_j(t)) - \sum_{j=1}^{n} h_j g_j(x_j(t - \tau_j(t))) \\
& - \sum_{j=1}^{n} \sigma_j(x_j(t), x_j(t - \tau_j(t)), x_j(t - \tau_0(t))) + \sum_{j=1}^{n} \xi_j(t) \frac{d\omega_j(t)}{dt} \\
& + \sum_{j=1}^{n} d_j \int_{t-\tau_j(t)}^{t} l_j(x_j(s)) \, ds + u_i(t) \\
& - \sum_{j=1}^{n} d_j \int_{t-\tau_j(t)}^{t} l_j(x_j(s)) \, ds + u_i(t) \\
& - \sum_{j=1}^{n} \sigma_j(x_j(t), x_j(t - \tau_j(t)), x_j(t - \tau_0(t))) + \sum_{j=1}^{n} \xi_j(t) \frac{d\omega_j(t)}{dt}.
\end{align*}
\]

Moreover, we use the following assumption instead of Assumption 3.

Assumption 13. There exist nonnegative constants \( \mu_{ij}, \nu_{ij}, \delta_{ij} \), and \( \xi_{ij} \) such that

\[
|\sigma_{ij}(x, y, z, k) - \sigma_{ij}(x', y', z', k')|
\]
\[
\leq \mu_{ij} \| x - x' \|^2 + \nu_{ij} \| y - y' \|^2 + \delta_{ij} \| z - z' \|^2 \\
+ \xi_{ij} \| k - k' \|^2 ,
\]

for all \( x, x', y, y', z, z', k, k', i, j = 1, 2, \ldots, n \).

Then we can use the similar way to the proof of Theorem 9 to prove the next theorem. Thus, we get the following.

**Theorem 14.** Based on Assumptions 2, 3, 4, 5, 6, and 13, the trivial solution of system (24) is mean-square exponentially input-to-state stable, if there exist positive constants \( q_i, r_i, v_i, w_i (i = 1, 2, \ldots, n) \) such that the following conditions hold:

\[
R_{ii} = -2q_i \alpha_i \eta_i + q_i \alpha_i r_i + v_i + w_i + \sum_{j=1}^{n} [q_j \alpha_j (B_j | p_{ij} | + L_j | a_{ij} | + M_j | b_{ij} | + N_j | c_{ij} | + \sum_{k=1}^{n} q_j \alpha_j M_k | a_{jk} | + \alpha_j N_k | c_{jk} | + M_k | b_{jk} | + N_k | c_{jk} | + \sum_{k=1}^{n} q_j \alpha_j M_k | a_{jk} | + \alpha_j N_k | c_{jk} |)
+ \sum_{k=1}^{n} q_j \alpha_j M_k | a_{jk} | + \alpha_j N_k | c_{jk} |]
+ q_j (\alpha_j | p_{jk} |) + q_j \alpha_j L_j | a_{ij} | + q_j \alpha_j M_k | a_{jk} | + q_j \alpha_j N_k | c_{jk} | + \sum_{k=1}^{n} q_j \alpha_j M_k | a_{jk} | + \alpha_j N_k | c_{jk} |) + L_j | a_{ij} | + M_j | b_{ij} | + N_j | c_{ij} | + \sum_{k=1}^{n} q_j \alpha_j M_k | a_{jk} | + \alpha_j N_k | c_{jk} |)
+ q_j (\alpha_j | p_{jk} |) + q_j \alpha_j L_j | a_{ij} | + q_j \alpha_j M_k | a_{jk} | + q_j \alpha_j N_k | c_{jk} | + \sum_{k=1}^{n} q_j \alpha_j M_k | a_{jk} | + \alpha_j N_k | c_{jk} |)

R_{ij} = -L_i | a_{ij} | + M_j | b_{ij} | + N_j | c_{ij} | + \sum_{k=1}^{n} q_j \alpha_j M_k | a_{jk} | + \alpha_j N_k | c_{jk} | + \sum_{k=1}^{n} q_j \alpha_j M_k | a_{jk} | + \alpha_j N_k | c_{jk} | + \sum_{k=1}^{n} q_j \alpha_j M_k | a_{jk} | + \alpha_j N_k | c_{jk} |)
+ q_j (\alpha_j | p_{jk} |) + q_j \alpha_j L_j | a_{ij} | + q_j \alpha_j M_k | a_{jk} | + q_j \alpha_j N_k | c_{jk} | + \sum_{k=1}^{n} q_j \alpha_j M_k | a_{jk} | + \alpha_j N_k | c_{jk} |)
+ q_j (\alpha_j | p_{jk} |) + q_j \alpha_j L_j | a_{ij} | + q_j \alpha_j M_k | a_{jk} | + q_j \alpha_j N_k | c_{jk} | + \sum_{k=1}^{n} q_j \alpha_j M_k | a_{jk} | + \alpha_j N_k | c_{jk} |)

R_{ji} = -L_i | a_{ij} | + M_j | b_{ij} | + N_j | c_{ij} | + \sum_{k=1}^{n} q_j \alpha_j M_k | a_{jk} | + \alpha_j N_k | c_{jk} | + \sum_{k=1}^{n} q_j \alpha_j M_k | a_{jk} | + \alpha_j N_k | c_{jk} | + \sum_{k=1}^{n} q_j \alpha_j M_k | a_{jk} | + \alpha_j N_k | c_{jk} |)
+ q_j (\alpha_j | p_{jk} |) + q_j \alpha_j L_j | a_{ij} | + q_j \alpha_j M_k | a_{jk} | + q_j \alpha_j N_k | c_{jk} | + \sum_{k=1}^{n} q_j \alpha_j M_k | a_{jk} | + \alpha_j N_k | c_{jk} |)
+ q_j (\alpha_j | p_{jk} |) + q_j \alpha_j L_j | a_{ij} | + q_j \alpha_j M_k | a_{jk} | + q_j \alpha_j N_k | c_{jk} | + \sum_{k=1}^{n} q_j \alpha_j M_k | a_{jk} | + \alpha_j N_k | c_{jk} |)

Therefore, we will replace Assumption 13 with the next assumption.

**Assumption 16.** There exist nonnegative constants \( \mu_{ij}, v_{ij}, \) and \( \delta_{ij} \) such that

\[
| \sigma_{ij} (x, y, z) | \leq \mu_{ij} \| x - x' \|^2 + \nu_{ij} \| y - y' \|^2 + \delta_{ij} \| z - z' \|^2 ,
\]

for all \( x, x', y, y', z, z', i, j = 1, 2, \ldots, n \).

**Corollary 17.** Under Assumptions 2, 3, 4, 5, 6, and 16, the trivial solution of system (24) is mean-square exponentially input-to-state stable, if there exist positive constants \( q_i, r_i, v_i (i = 1, 2, \ldots, n) \) such that the following conditions hold:

\[
R_{ii} = -2q_i \alpha_i \eta_i + q_i \alpha_i r_i + v_i + w_i + \sum_{j=1}^{n} [q_j \alpha_j (B_j | p_{ij} | + L_j | a_{ij} | + M_j | b_{ij} | + N_j | c_{ij} | + \sum_{k=1}^{n} q_j \alpha_j M_k | a_{jk} | + \alpha_j N_k | c_{jk} | + L_j | a_{ij} | + M_j | b_{ij} | + N_j | c_{ij} | + \sum_{k=1}^{n} q_j \alpha_j M_k | a_{jk} | + \alpha_j N_k | c_{jk} |)
+ \sum_{k=1}^{n} q_j \alpha_j M_k | a_{jk} | + \alpha_j N_k | c_{jk} | + \sum_{k=1}^{n} q_j \alpha_j M_k | a_{jk} | + \alpha_j N_k | c_{jk} |)
+ q_j (\alpha_j | p_{jk} |) + q_j \alpha_j L_j | a_{ij} | + q_j \alpha_j M_k | a_{jk} | + q_j \alpha_j N_k | c_{jk} | + \sum_{k=1}^{n} q_j \alpha_j M_k | a_{jk} | + \alpha_j N_k | c_{jk} |)
+ q_j (\alpha_j | p_{jk} |) + q_j \alpha_j L_j | a_{ij} | + q_j \alpha_j M_k | a_{jk} | + q_j \alpha_j N_k | c_{jk} | + \sum_{k=1}^{n} q_j \alpha_j M_k | a_{jk} | + \alpha_j N_k | c_{jk} |)

R_{ij} = -L_i | a_{ij} | + M_j | b_{ij} | + N_j | c_{ij} | + \sum_{k=1}^{n} q_j \alpha_j M_k | a_{jk} | + \alpha_j N_k | c_{jk} | + \sum_{k=1}^{n} q_j \alpha_j M_k | a_{jk} | + \alpha_j N_k | c_{jk} | + \sum_{k=1}^{n} q_j \alpha_j M_k | a_{jk} | + \alpha_j N_k | c_{jk} |)
+ q_j (\alpha_j | p_{jk} |) + q_j \alpha_j L_j | a_{ij} | + q_j \alpha_j M_k | a_{jk} | + q_j \alpha_j N_k | c_{jk} | + \sum_{k=1}^{n} q_j \alpha_j M_k | a_{jk} | + \alpha_j N_k | c_{jk} |)
+ q_j (\alpha_j | p_{jk} |) + q_j \alpha_j L_j | a_{ij} | + q_j \alpha_j M_k | a_{jk} | + q_j \alpha_j N_k | c_{jk} | + \sum_{k=1}^{n} q_j \alpha_j M_k | a_{jk} | + \alpha_j N_k | c_{jk} |)

R_{ji} = -L_i | a_{ij} | + M_j | b_{ij} | + N_j | c_{ij} | + \sum_{k=1}^{n} q_j \alpha_j M_k | a_{jk} | + \alpha_j N_k | c_{jk} | + \sum_{k=1}^{n} q_j \alpha_j M_k | a_{jk} | + \alpha_j N_k | c_{jk} | + \sum_{k=1}^{n} q_j \alpha_j M_k | a_{jk} | + \alpha_j N_k | c_{jk} |)
+ q_j (\alpha_j | p_{jk} |) + q_j \alpha_j L_j | a_{ij} | + q_j \alpha_j M_k | a_{jk} | + q_j \alpha_j N_k | c_{jk} | + \sum_{k=1}^{n} q_j \alpha_j M_k | a_{jk} | + \alpha_j N_k | c_{jk} |)
+ q_j (\alpha_j | p_{jk} |) + q_j \alpha_j L_j | a_{ij} | + q_j \alpha_j M_k | a_{jk} | + q_j \alpha_j N_k | c_{jk} | + \sum_{k=1}^{n} q_j \alpha_j M_k | a_{jk} | + \alpha_j N_k | c_{jk} |)

In particular, when the distributed delays are removed, system (1) reduces to the following neutral stochastic Cohen-Grossberg system with time-varying delay:

\[
d \left[ x_i (t) + \sum_{j=1}^{n} p_{ij} x_j (t - \tau_0 (t)) \right] = -\alpha_i (x_i (t))
\]
\[ R_{ij} = -e^{-\lambda \tau} r_i + \sum_{j=1}^{n} q_j (\mathbf{P}_j M_1 |b_j| + y_j) \]
\[ + \sum_{j=1}^{n} \sum_{k=1}^{n} q_j \mathbf{P}_j M_1 |p_{jk}| b_{ji} < 0. \]

**(29)**

**Corollary 18.** Assume that all the conditions of Corollary 17 hold. Then, the trivial solution of system (27) with \( u(t) \equiv 0 \) is mean-square exponentially stable.

**Remark 19.** The systems are no longer stochastic neutral-type neural networks when \( P = 0 \); of course, we can also obtain the mean-square exponential input-to-state stability results from Theorems 9 and 14 when \( P = 0 \).

### 4. Examples and Simulation

In this section, two numerical examples are given to illustrate the effectiveness of our theoretical conclusions.

**Example 20.** Consider the two-dimensional system (1) with \( f(x) = 0.1 \cos x, g(x) = 0.1 \sin x, h(x) = 0.1 \sin x, l(x) = 0.2x, \alpha(x_i(t)) = 0.4 + 0.3 \sin(x_i(t)), \beta(x_i(t)) = 6x_i(t), \mathbf{P} = 1, \tau_0(t) = 0.5 + 0.3 \sin t, \tau_1(t) = 0.7 + 0.1 \cos t, \tau_2(t) = 0.6 + 0.2 \sin t, u(t) = 0.5 \cos t; \omega(t) \) is a two-dimensional Brownian motion.

\[
\begin{pmatrix}
\sigma_{ij}(x_j(t), x_j(t - \tau), x_j(t - \tau_0(t)), x_j(t - \tau_1(t)), x_j(t - \tau_2(t)))
\end{pmatrix}_{2 \times 2}
\]
\[
= \begin{pmatrix}
0.1 [x_1(t) + x_1(t - \tau) + x_1(t - \tau_0(t))] & 0.3 [x_2(t) + x_2(t - \tau_0(t))]
0.2 [x_1(t) + x_1(t - \tau_1(t)) + x_1(t - \tau_2(t))] & 0.3 [x_2(t - \tau) + x_2(t - \tau_0(t)) + x_2(t - \tau_2(t))]
\end{pmatrix}_{2 \times 2}
\]

\[
(a_{ij})_{2 \times 2} = \begin{pmatrix}
-0.1 & 0.3 \\
0.3 & -0.2
\end{pmatrix},
\]
\[
(b_{ij})_{2 \times 2} = \begin{pmatrix}
-0.1 & 0.5 \\
-0.3 & -0.4
\end{pmatrix},
\]
\[
(c_{ij})_{2 \times 2} = \begin{pmatrix}
0.3 & 0.2 \\
0.4 & 0.4
\end{pmatrix},
\]
\[
(d_{ij})_{2 \times 2} = \begin{pmatrix}
0.1 & 0.5 \\
0.1 & 0.5
\end{pmatrix},
\]
\[
(p_{ij})_{2 \times 2} = \begin{pmatrix}
0.1 & -0.2 \\
0.2 & 0.1
\end{pmatrix},
\]
\[
(w_{ij})_{2 \times 2} = \begin{pmatrix}
1.2 & 1.0 \\
0.8 & 1.5
\end{pmatrix},
\]
\[
(\mu_{ij})_{2 \times 2} = \begin{pmatrix}
0.10 & 0.15 \\
0.02 & 0.00
\end{pmatrix},
\]
\[
(\nu_{ij})_{2 \times 2} = \begin{pmatrix}
0.12 & 0.00 \\
0.00 & 0.12
\end{pmatrix},
\]
\[
(\delta_{ij})_{2 \times 2} = \begin{pmatrix}
0.00 & 0.15 \\
0.00 & 0.12
\end{pmatrix},
\]
\[
(\xi^{(1)}_{ij})_{2 \times 2} = \begin{pmatrix}
0.12 & 0.10 \\
0.05 & 0.00
\end{pmatrix},
\]
\[
(\xi^{(2)}_{ij})_{2 \times 2} = \begin{pmatrix}
0.00 & 0.00 \\
0.01 & 0.15
\end{pmatrix}.
\]
Take \( \lambda = 0.01, \rho = 0.1, q_1 = 1.2, q_2 = 1.3, \alpha = 0.2, \overline{\alpha} = 0.5, \eta_1 = \eta_2 = 10, r_1 = 0.3, r_2 = 0.4, v_1 = 0.6, v_2 = 1, B = L = M = N = Q = 0.1, \) which satisfy Assumptions 2–7. Then it is uncomplicated to check the following conditions:

\[
R_{i1} = -2q_i \alpha_1 \eta_i + q_i \alpha_i + r_1 + v_1 + \sum_{j=1}^{2} \omega_{j1}
\]
\[
+ \sum_{j=1}^{2} \left[ q_i \alpha_1 \left( B_1 p_{j1} + L_j a_{j1} + M_j b_{j1} + N_j c_{j1} \right) + \mathcal{Q}_j \left| d_{j1} \right| + q_j \left( \alpha_i L_j \right) d_{j1} + \mu_{j1} \right] + e^{\overline{\alpha} \tau} \mathcal{Q}_1 \left| d_{j1} \right| + \sum_{j=1}^{2} q_i \alpha_j \left| p_{j1} \right| \left( L_j a_{j1} \right) + e^{\overline{\alpha} \tau} \mathcal{Q}_2 \left| d_{j1} \right| = -0.9604 < 0
\]

\[
R_{i2} = -2q_i \alpha_2 \eta_i + q_i \alpha_2 + r_2 + v_2 + \sum_{j=1}^{2} \omega_{j2}
\]
\[
+ \sum_{j=1}^{2} \left[ q_i \alpha_2 \left( B_2 p_{j2} + L_j a_{j2} + M_j b_{j2} + N_j c_{j2} \right) + \mathcal{Q}_j \left| d_{j2} \right| + q_j \left( \alpha_i L_j \right) d_{j2} + \mu_{j2} \right] + e^{\overline{\alpha} \tau} \mathcal{Q}_1 \left| d_{j2} \right| + \sum_{j=1}^{2} q_i \alpha_j \left| p_{j2} \right| \left( L_j a_{j2} \right) + e^{\overline{\alpha} \tau} \mathcal{Q}_2 \left| d_{j2} \right| = -0.1591 < 0
\]

\[
R_{i11} = \sum_{j=1}^{2} q_i \alpha_j \left| p_{j1} \right| + \mathcal{Q}_j \left| d_{j1} \right| + \sum_{j=1}^{2} q_i \alpha_j \left| p_{j1} \right| \left( L_j a_{j1} \right) + \mathcal{Q}_j \left| d_{j1} \right| + \sum_{j=1}^{2} q_i \alpha_j \left| p_{j2} \right| \left( L_j a_{j2} \right) + \mathcal{Q}_j \left| d_{j2} \right| = -0.2220 < 0
\]

\[
R_{i31} = -e^{-\lambda \tau} r_1 + \sum_{j=1}^{2} q_j \left( \alpha_j M_j \right) \left| b_{j1} \right| + v_{j1}
\]
\[
+ \sum_{j=1}^{2} q_j \left( \alpha_j M_j \right) \left| b_{j1} \right| + \mathcal{Q}_j \left| d_{j1} \right| = -0.6998 < 0
\]

\[
R_{i32} = -e^{-\lambda \tau} r_2 + \sum_{j=1}^{2} q_j \left( \alpha_j M_j \right) \left| b_{j2} \right| + v_{j2}
\]
\[
+ \sum_{j=1}^{2} q_j \left( \alpha_j M_j \right) \left| b_{j2} \right| + \mathcal{Q}_j \left| d_{j2} \right| = -0.1705 < 0
\]

\[
A_{i1} = \sum_{j=1}^{2} q_j \alpha_j \left| p_{j1} \right| (1 - \rho) e^{-\lambda \tau} \omega_{i1} = -0.8603 < 0
\]

\[
A_{i2} = \sum_{j=1}^{2} q_j \alpha_j \left| p_{j2} \right| (1 - \rho) e^{-\lambda \tau} \omega_{i2} = -0.7710 < 0
\]

\[
A_{i21} = \sum_{j=1}^{2} q_j \alpha_j \left| p_{j1} \right| (1 - \rho) e^{-\lambda \tau} \omega_{i21} = -0.6998 < 0
\]

\[
A_{i22} = \sum_{j=1}^{2} q_j \alpha_j \left| p_{j2} \right| (1 - \rho) e^{-\lambda \tau} \omega_{i22} = -1.1416 < 0.
\]

Therefore, all the conditions of Theorem 9 are satisfied. We can obtain that the neutral stochastic Cohen-Grossberg system (1) is mean-square exponentially input-to-state stable. Figure 1(a) further shows that network (1) is mean-square exponentially input-to-state stable. When \( u_t(t) = u_{i3}(t) = 0, \) network (1) is mean-square exponentially stable; see Figure 1(b).

Example 21. Consider the three-dimensional system (24) with \( f(x) = 0.1 \cos x, g(x) = 0.1 \sin x, h(x) = 0.1 \sin x, l(x) = 0.2x, \alpha_t(x_t(t)) = 0.9 + 0.1 \cos(x_1(t)), \beta_t(x_t(t)) = 5x_1(t), T = 1, \tau_0(t) = 0.3 + 0.2 \sin t, \tau_1(t) = 0.8 + 0.1 \cos t, u(t) = 0.3 \sin t; \omega(t) \) is a three-dimensional Brownian motion.

\[
\sigma_{ij} \left( x_j(t), x_j(t - \tau), x_j(t - \tau_0(t)), x_j(t - \tau_1(t)) \right) = \begin{pmatrix}
0.1 \left[ x_1(t) + x_1(t - \tau) \right] & 0.3x_2(t) & 0.15 \left[ x_3(t) + x_3(t - \tau_0(t)) \right] \\
0.2x_1(t) & 0.2 \left[ x_2(t) + x_2(t - \tau) + x_2(t - \tau_0(t)) \right] & 0.1x_3(t - \tau) \\
0.1 \left[ x_1(t) + x_1(t - \tau_1(t)) \right] & 0.1 \left[ x_2(t) + x_2(t - \tau_1(t)) \right] & 0.3 \left[ x_3(t - \tau) + x_3(t - \tau_0(t)) \right]
\end{pmatrix}
\]
\[
\begin{align*}
(a_{ij})_{3 \times 3} &= 
\begin{pmatrix}
0.2 & 0.2 & -0.2 \\
0.1 & 0.2 & 0.0 \\
0.0 & -0.1 & -0.2
\end{pmatrix}, \\
b_{ij})_{3 \times 3} &= 
\begin{pmatrix}
0.3 & -0.2 & 0.2 \\
0.3 & 0.2 & 0.0 \\
-0.1 & 0.5 & 0.1
\end{pmatrix}, \\
c_{ij})_{3 \times 3} &= 
\begin{pmatrix}
0.2 & -0.1 & 0.1 \\
-0.2 & 0.0 & 0.1 \\
0.1 & 0.1 & 0.0
\end{pmatrix}, \\
d_{ij})_{3 \times 3} &= 
\begin{pmatrix}
0.1 & 0.2 & -0.2 \\
0.2 & 0.0 & 0.1 \\
0.1 & 0.2 & 0.0
\end{pmatrix}, \\
p_{ij})_{3 \times 3} &= 
\begin{pmatrix}
0.3 & -0.2 & 0.2 \\
0.3 & 0.2 & 0.0 \\
-0.1 & 0.5 & 0.1
\end{pmatrix}, \\
\mu_{ij})_{3 \times 3} &= 
\begin{pmatrix}
0.12 & 0.15 & 0.00 \\
0.10 & 0.00 & 0.20 \\
0.12 & 0.00 & 0.00
\end{pmatrix}, \\
\delta_{ij})_{3 \times 3} &= 
\begin{pmatrix}
0.18 & 0.00 & 0.00 \\
0.00 & 0.12 & 0.00 \\
0.00 & 0.00 & 0.02
\end{pmatrix}, \\
\nu_{ij})_{3 \times 3} &= 
\begin{pmatrix}
0.1 & 0.0 & 0.0 \\
0.0 & 0.1 & 0.0 \\
0.0 & 0.0 & 0.1
\end{pmatrix}, \\
\xi_{ij})_{3 \times 3} &= 
\begin{pmatrix}
0.12 & 0.00 & 0.00 \\
0.00 & 0.03 & 0.00 \\
0.00 & 0.00 & 0.12
\end{pmatrix}
\end{align*}
\]

Let \( \lambda = 0.01, \rho = 0.1, q_1 = 1.0, q_2 = 0.8, q_3 = 1.2, \alpha = 0.2, \beta = 0.4, \eta_1 = \eta_2 = \eta_3 = 10, r_1 = 0.3, r_2 = 0.4, r_3 = 0.5, v_1 = 0.6, v_2 = 0.4, v_3 = 0.6, w_1 = 0.8, w_2 = 0.6, w_3 = 0.8, B = L = M = N = Q = 0.1 \), which satisfy Assumptions 2, 3, 4, 5, 6, and 13. Then, a simple computation yields

\[
\begin{align*}
R_{11} &= -2q_1 \alpha \eta_1 + q_1 \beta + r_1 + v_1 + w_1 \\
&+ \sum_{j=1}^{3} q_j \beta \left( B_j | a_{1j} \right) + L_j | a_{1j} \right) + M_j | b_{1j} \right) + N_j | c_{1j} \right) \\
&+ \tau Q_j | d_{1j} \right) + q_j \left( \alpha \right) \tau L_1 | a_{1j} \right) + \mu_{1j} \\
&+ e^{\lambda \tau \alpha Q_1 | d_{1j} \right) + \sum_{j=1}^{3} q_j \beta \left( L_1 | a_{1j} \right) \\
&+ e^{\lambda \tau Q_1 | d_{1j} \right) = -1.4187 < 0
\end{align*}
\]

\[
\begin{align*}
R_{12} &= -2q_2 \alpha \eta_2 + q_2 \beta + r_2 + v_2 + w_2 \\
&+ \sum_{j=1}^{3} q_j \beta \left( B_2 | a_{2j} \right) + L_j | a_{2j} \right) + M_j | b_{2j} \right) + N_j | c_{2j} \right) \\
&+ \tau Q_j | d_{2j} \right) + q_j \left( \beta \right) \tau L_2 | a_{2j} \right) + \mu_{2j}
\end{align*}
\]
\[ R_{31} = -e^{-\lambda T} r_1 + \sum_{j=1}^{3} q_j (\alpha_j M_1 |b_{j1}| + v_{j1}) \]
\[ + e^{-\lambda T} Q_2 (d_{j2}) \]
\[ = -0.1634 < 0 \]

\[ R_{32} = -e^{-\lambda T} r_2 + \sum_{j=1}^{3} q_j (\alpha_j M_2 |b_{j2}| + v_{j2}) \]
\[ + e^{-\lambda T} Q_2 (d_{j2}) \]
\[ = -0.3590 < 0 \]

\[ R_{33} = -e^{-\lambda T} r_3 + \sum_{j=1}^{3} q_j (\alpha_j M_3 |b_{j3}| + v_{j3}) \]
\[ + e^{-\lambda T} Q_2 (d_{j3}) \]
\[ = -0.2728 < 0 \]

\[ R_{41} = \sum_{j=1}^{3} q_j (\xi_{j1} - (1 - \rho) e^{-\lambda T} w_1) \]
\[ = -0.5928 < 0 \]

\[ R_{42} = \sum_{j=1}^{3} q_j (\xi_{j2} - (1 - \rho) e^{-\lambda T} w_2) \]
\[ = -0.5106 < 0 \]

\[ R_{43} = \sum_{j=1}^{3} q_j (\xi_{j3} - (1 - \rho) e^{-\lambda T} w_3) \]
\[ = -0.5688 < 0 \]

Therefore, all the conditions of Theorem 14 are satisfied. Then, by Theorem 14, the neutral stochastic Cohen-Grossberg system (24) is mean-square exponentially input-to-state stable. Figure 2(a) further shows that network (24) is mean-square exponentially input-to-state stable. It is evident that network (24) is mean-square exponentially stable when \( u_1(t) = u_2(t) = u_3(t) = 0 \), which can be also seen from Figure 2(b).

Remark 22. According to the Example 20, we can see that the state response of the neural network (1) only remains mean-square bounded but does not need to converge to the equilibrium point. Particularly, when \( u(t) = 0 \), the state response of the neural network (1) can converge to the equilibrium point. And a similar conclusion can be drawn from the figures in Example 21.

5. Conclusions

In this paper, a class of stochastic Cohen-Grossberg neural networks with neutral terms and a constant delay, a time-varying delay, and multiple distributed time-varying delays has been researched. By constructing the Lyapunov-Krasovskii functional and applying stochastic analysis theory, Itô formula, Dynkin formula, and some sufficient conditions, we have got some new sufficient conditions to undertake the mean-square exponential input-to-state stability for the given models. The effectiveness of our conclusions has been illustrated through two numerical examples. The input-to-state stability is a hot topic. We will treat weakening conditions of system (1) and get stable results as one of our future prospects. Furthermore, we might continue to study
the input-to-state stability of the neutral stochastic Cohen-Grossberg neural networks with Markovian switching and Lévy noise.
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