A Full Stage Data Augmentation Method in Deep Convolutional Neural Network for Natural Image Classification
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Nowadays, deep learning has achieved remarkable results in many computer vision related tasks, among which the support of big data is essential. In this paper, we propose a full stage data augmentation framework to improve the accuracy of deep convolutional neural networks, which can also play the role of implicit model ensemble without introducing additional model training costs. Simultaneous data augmentation during training and testing stages can ensure network optimization and enhance its generalization ability. Augmentation in two stages needs to be consistent to ensure the accurate transfer of specific domain information. Furthermore, this framework is universal for any network architecture and data augmentation strategy and therefore can be applied to a variety of deep learning based tasks. Finally, experimental results about image classification on the coarse-grained dataset CIFAR-10 (93.41%) and fine-grained dataset CIFAR-100 (70.22%) demonstrate the effectiveness of the framework by comparing with state-of-the-art results.

1. Introduction

Computer vision is the first and most widely used field of deep learning technology. After the advent of AlexNet [1], deep convolutional neural networks (CNNs) have been quickly applied for various tasks in computer vision, including pedestrian detection [2], face recognition [3], image classification [4–6], semantic segmentation [7, 8], and target tracking [9, 10]. Due to the availability of big data and massive computing resources, overparameterized deep learning models have demonstrated their superior performance depending on the highly nonlinear fitting capabilities. So far, many kinds of deep learning models have been developed and improved, including different structures and connections [11]. The corresponding training methods are also constantly updated [12, 13].

However, deep learning still has many unintelligible properties and the theory behind it is not perfect. Typically, due to its difficulty of interpretation, deep learning models are difficult to be improved in a targeted manner. Researchers usually need to consider both optimization and generalization. Moreover, big data driven mode based deep CNNs still have the “overfitting” problem; that is, the neural network can perform well on the training set but cannot be effectively generalized on the unseen test data. On the other hand, a larger model tends to perform better [14], but it also requires people to make tradeoffs between accuracy and reasoning speed in practice. The noise in the natural image also affects the mining of implicit knowledge and the extraction of expressive features of the object. These challenges have hindered its successful application in some special scenarios, such as the medical diagnosis tasks [15], where there is lack of training data and automatic driving systems [16] that require high real-time performance.

At present, many methods have been developed to alleviate the “overfitting” problem of deep CNNs, and they can be summarized as follows:
(i) Regularization techniques for limiting network complexity, such as L2-regularization [17] and Hierarchical Guidance and Regularization (HGR) learning [18]

(ii) Data augmentation methods for expanding sample set, such as translation [19], horizontal flipping [20], and noise disturbance [21]

(iii) Model ensemble for reducing dependence on single network, for example, auxiliary classification nodes in GoogleLeNet [22], Dropout [23], and Drop-Connect [24]

(iv) Some special training tricks like well-designed initialization [25], early stopping [26], and learning rate decay [27]

In this paper, we propose the full stage (i.e., training and testing stages) data augmentation framework in deep learning for natural image classification. Data augmentation in the training process is used to ensure that the network can mine the structural information of samples and finally converge in the appropriate position, and the data augmentation in the test process can play the role of model ensemble to reduce the dependence on a single network. Augmentation in two stages needs to be consistent to ensure accurate transfer of domain information. It is worth noting that the framework is universal to any network architecture and data augmentation strategy and can therefore be applied to a variety of deep learning based tasks. We have done extensive experiments on fine-grained and coarse-grained image classification datasets, that is, CIFAR-10 and CIFAR-100 [28]. Compared with different algorithms, our framework shows significant improvement on deep CNN and achieves state-of-the-art results.

The remainder of the paper is organized as follows. Section 2 gives a brief review of the related work on data augmentation in deep learning. In Section 3, we introduce the proposed full stage data augmentation framework in detail. Experimental results and comparisons are presented in Section 4. Finally, we conclude our work and discuss future directions in Section 5.

2. Related Work

Data augmentation is an effective method to reduce the “overfitting” of deep CNN caused by limited training samples, which approximates the data probability space by manipulating input samples, such as horizontal flipping, random crop, scale transformation, and noise disturbance. In general, as long as the quantity, quality, and diversity of the data in the dataset are increased, the effectiveness of the model can be improved. Sample pairing [29] is a simple but surprisingly effective data augmentation technique for image classification task, which can create the new image from an original one by overlaying another image randomly picked from the training set. However, many special training tricks hinder its real application. Neural Augmentation [30] and Smart Augmentation methods [31] teach the neural network autonomous learning how to generate new samples by minimizing the error of that network. The appearance of Generative Adversarial Networks (GANs) provides a new research direction for data augmentation. Frid-Adar et al. [32] have illustrated that training with adversarial samples generated by GANs can improve the generalization ability of deep CNNs and help to overcome the defects of activation functions. But, in practice, GANs require considerable time for training and are difficult to converge. As for data augmentation in testing phase, Wang et al. [33] have used different underpinning network structures and augmented the image by 3D rotation, flipping, scaling, and adding random noise. Experiments showed that test-time augmentation can achieve higher segmentation accuracy and obtain uncertainty estimation of the segmentation results. There have been many data augmentation methods in deep learning community, but how to efficiently apply them is currently the most important research direction.

In addition, there are many regularization methods at the loss layer which can also be interpreted as an implicit data augmentation, such as Dropout [23], DropConnect [24], DisturbLabel [34], and SoftLabel [35]. Dropout and DropConnect can be interpreted as data augmentation methods by projecting the introduced noises back into the input space. DisturbLabel and SoftLabel add specially distributed noises to ground-truth category labels of randomly selected samples during the training process. The noises have been distributed in the implicit augmented samples. Although the above methods can improve the generalization ability of the model, the impact of additional noise on the decision boundary has not been analyzed rigorously.

In fact, approximating real and natural input spaces through data augmentation is intuitionistic. A more comprehensive input space allows the model to better converge on a global minimum or a better local minimum. However, the “overfitting” problem of deep CNNs still exists, which prompts us to rethink of the influence of data augmentations during training and testing process on the optimization and generalization of deep CNNs.

3. Full Stage Data Augmentation Framework

3.1. Problem Formulation. Given a deep CNN model \( m_{\theta_0} : f(x; \theta_0) \) trained on the training set \( D : \{(x_i, y_i)\}_{i=1}^N \), \((x, y)\) and \( \theta_0 ; \{ [W_0^{l}, b_0^{l}]_{l=1}^L \} \) represent the inputs (i.e., the natural images and corresponding ground-truth labels) and initialized network parameters, respectively. Parameters are organized into four-dimensional tensors and two-dimensional matrices in the convolutional and fully connected layers, respectively. The network is optimized by mini-batch stochastic gradient descent (SGD) method based on back propagation.

In the forward propagation stage, the output of each layer is the input of the next; the output \( h_l \) of \( l \)-th layer in deep CNN for \( l = 1, \ldots, L-1 \) can be given by

\[
h_l = \sigma(W_l^l h_{l-1} + b_l^l),
\]

where \( \sigma \) is the activation function.
where $\mathbf{h}_0 = \mathbf{x}$ and $\sigma(\cdot)$ represents the element-wise nonlinear activation function, such as Leaky-ReLU [36], which is defined as

$$
\sigma(x) = \begin{cases} 
  x, & \text{if } x > 0, \\
  \frac{x}{a}, & \text{if } x \leq 0,
\end{cases}
$$

where $a$ is a fixed hyperparameter in $(1, +\infty)$. Then the final output of deep CNN model can be obtained by

$$
f(x) = \text{softmax}(W_0^t \mathbf{h}_{L-1} + b_0^t),
$$

where softmax(·) is defined as the logarithmic normalization function of finite term discrete probability distribution and can be calculated according to

$$
\text{softmax}(f)_i = \frac{e^{f_i}}{\sum_{j=1}^C e^{f_j}}, \quad \text{for } i = 1, 2, \ldots, C,
$$

where $C$ is the number of neurons in the last layer, that is, the number of classification categories. Finally, the training loss of deep CNN can be given by

$$
\mathcal{L}(x_i, y_i) = \frac{1}{C} \sum_{j=1}^C [y_j \log f(x_i)^j + (1 - y_j) \log(1 - f(x_i)^j)]
$$

$$
+ \lambda \sum_{k=1}^l \|W_k\|_F^2.
$$

The first term is the negative log-likelihood loss and the second term is $L_2$-regularization of all the weights. $\lambda$ is the weight decay rate that controls the regularization intensity and $\|\cdot\|_F$ represents the Frobenius norm. By continuously optimizing the loss function and updating the network parameters, the model is trained for convergence and used for testing.

In the back propagation stage, our goal is to minimize $\mathcal{L}$ through updating parameters (weights $W$ and biases $b$) in deep CNN. Based on mini-batch SGD, parameters at $t$-th training iteration can be updated as

$$
W_i^t = W_i^{t-1} - \alpha \cdot \frac{1}{M} \sum_{i=1}^M \frac{\partial \mathcal{L}(x_i, y_i)}{\partial W_i^{t-1}},
$$

$$
b_i^t = b_i^{t-1} - \alpha \cdot \frac{1}{M} \sum_{i=1}^M \frac{\partial \mathcal{L}(x_i, y_i)}{\partial b_i^{t-1}},
$$

where $\alpha$ and $M$ represent the learning rate and batch size, respectively. Through continuous iteration (each of which includes $M$ forward propagation steps and 1 back propagation step), a convergent model $\mathbf{h}_0 : f(\mathbf{x}; \mathbf{\theta}_*)$ is obtained. In the test process, the convergent deep CNN model is used to output the category labels of test samples. Finally, the entire flow chart is drawn in Figure 1.

3.2. Data Augmentation during Training Process. From the perspective of image acquisition, an acquired image is only one of many possible observations of the potential anatomy that can be observed by different spatial transformations and noise disturbance. Direct inference of the acquired images may result in biased results affected by specific transformations and noise associated with equipment and environment. In order to obtain a more reliable and robust prediction, we propose a full stage data augmentation framework to decrease the “overfitting” problem in deep CNN.

At the first level, that is, training stage, the training samples $D_t : \{ (x_i, y_i) \}^M_{i=1}$ in a mini-batch set at $t$-th training iteration can be expanded to $\tilde{D}_t : \{ (\tilde{x}_i, \tilde{y}_i) \}^M_{i=1}$ through various data augmentation techniques when they are fed into the deep CNN, such as translation [19], horizontal flipping [20], and noise disturbance [21]. All the augmentation parameters like translation step, rotation range, and noise intensity are set and retained. Furthermore, it is worth noting that all data augmentations are performed at the data input stage rather than at the beginning of the entire training process. In this way, the training data are expanded to $\tilde{M}/M$ times of the original data and the number of training iterations remains almost unchanged.

3.3. Data Augmentation during Testing Process. At the second level, that is, test stage, we use the same distributions of augmentation parameters for the convergent deep CNN. Each test image is augmented to $\tilde{M}/M$ images through the same data augmentations used in the training process. The consistency of data augmentation in the two stages is helpful to ensure the accurate transfer of domain information. The $\tilde{M}/M$ prediction results are combined to obtain the final prediction based on majority voting:
\[ f(\mathbf{x}) = \frac{M}{M} \sum_{i=1}^{M} f(\bar{\mathbf{x}}_i). \] (7)

Then the label corresponding to the location of the largest value in the one-dimensional vector \( f(\mathbf{x}) \) is the final prediction result. If there exists a balanced vote, the category with largest probability is chosen as the final prediction result. The whole framework is shown in Figure 2.

3.4. Interpretation as Model Ensemble. Researchers [37] have reported that the combination of deep CNNs trained on different noisy datasets is usually helpful. However, training each neural network separately is prohibitively expensive, since this requires exponentially many large sets containing noisy data. At test stage, data augmentation operation of each test sample \( (\mathbf{x} \rightarrow \bar{\mathbf{x}}) \) can be viewed as \( \bar{\mathbf{x}} = g(\mathbf{x}) \) where \( g(\cdot) \) represents corresponding data augmentation operation. Each different data augmentation strategy can be represented by a different \( g(\cdot) \). Therefore, the final prediction based on majority voting can be rephrased as

\[ f(\mathbf{x}) = \frac{M}{M} \sum_{i=1}^{M} f\left[ \tilde{g}_i(\mathbf{x}) \right] = \frac{M}{M} \sum_{i=1}^{M} \tilde{f}_i(\mathbf{x}), \] (8)

where \( \tilde{f}_i \) can be seen as a series of heterogeneous weak learners that focus on different aspects of training samples. Assuming that all the samples are independent and identically distributed (i.i.d), the data augmentation in the test stage can be interpreted as an implicit model ensemble through transforming \( \bar{\mathbf{x}} \) back to \( \mathbf{x} \). It can reduce the bias and variance of the convergent network, thus reducing the risk of “overfitting” problem on the training set while increasing the classification accuracy on the test set.

By reducing the reconstruction error between original sample and augmented samples, we can obtain the updated parameters of deep CNNs. We have observed the parameter distribution of a series of networks \( \left\{ f_1, f_2, \ldots, f_{M/M} \right\} \) in Figure 3. It can be seen that the parameter distribution of some networks is obviously different from that of other models. Therefore, these models can be viewed as focusing on different features of the image.

4. Experimental Results and Analysis

4.1. Experimental Setup

4.1.1. Experimental Datasets and Image Preprocessing. Two benchmarks CIFAR-10 and CIFAR-100 represent coarse-grained and fine-grained natural image classification tasks, respectively, which are used to evaluate the effectiveness of full stage data augmentation frameworks under different difficulties. CIFAR-10 and CIFAR-100 are labeled subsets of the 80 million tiny images dataset [28]. The CIFAR-10 dataset consists of 60,000 \( 32 \times 32 \) color images in 10 classes, with 6,000 images per class. There are 50,000 training images and 10,000 test images. CIFAR-100 is just like CIFAR-10, except it is a fine-grained version and has 100 classes containing 600 images each. There are 500 training images and 100 testing images in each class. Some examples of images in the two datasets are shown in Figure 4.

Input images of CIFAR-10 and CIFAR-100 datasets [28] are preprocessed in the following manner. Each original image is first color-normalized and then zero-padded to be \( 40 \times 40 \) pixels. As for data augmentation at both training and testing stages, all samples are cropped to be \( 32 \times 32 \) pixels and followed by a random horizontal flip with the 50% probability during both training and testing stages. The sample size is expanded ten times by considering model stability. Moreover, each image subtracts its own three-channel (R/G/B) mean value to speed up the convergence of deep CNN model.

4.1.2. Network Architectures. Two specially designed deep CNNs are constructed to complete the image classification, as shown in Figure 5. The network trained on CIFAR-100 uses a deeper and broader structure than network trained on CIFAR-10, because finer-grained data require a larger capacity for the model to characterize. Batch normalization layer [38] is added between each convolutional layer and the activation function. Fully connected layers that usually appear in traditional networks are replaced by global average pooling layer [39] to alleviate the “overfitting” problem, except for the last fully connected layer with softmax function used to output the category probability. All the weights in the network are set according to MSRA method [25].

4.1.3. Hyperparameters Setting. Network hyperparameters including initial learning rate, batch size, dropout rate, momentum, weight decay rate, and Leaky-ReLU hyper-parameter \( a \) are set to 0.01, 512, 0.5, 0.9, 0.0005, and 5, respectively. Nine-tenths of the samples in a batch come from data augmentation. As training iterations, the learning rate is decreased in an exponential form with a decay rate of 0.9.

4.1.4. Experimental Platform. All the training and testing procedures of deep CNNs are carried out under the Caffe deep learning framework [40], based on the workstation consisting of an Intel Core i7-8700k CPU, a NVIDIA GeForce GTX 1080 GPU, 16 gigabytes of memory, and 1 terabyte of storage. The hardware platform and framework only affect the training efficiency rather than the actual classification performance of deep learning model.

4.2. Comparison of Classification Results. In this section, we report the experimental results and discuss possible reasons behind some phenomena. To prove the validity of proposed full stage data augmentation method, fivefold cross validation results are computed for final evaluation and comparison. Furthermore, the classification results of two datasets are presented separately in terms of the fineness degree of object categories.
4.2.1. Coarse-Grained Image Classification Results. We first report the baseline classification results before and after using full stage data augmentation method, as shown in Figure 6. The results show that the full stage data augmentation framework leads to a significant improvement of classification accuracy for deep CNN model. It can be clearly seen that the confusion matrix of original network is more confusing than that of the data-augmented network. In fact, the average classification accuracy of CIFAR-10 has increased from 85.7% to 93.4%. Furthermore, we also report the results of using data augmentation only during training or testing phase. Data augmentation in training phase is more effective than that in testing phase, with an accuracy increase of about 3%. However, the deep CNN also needs longer training time. In contrast, the additional reasoning costs associated with the data augmentation in the test phase can be neglected. In other words, full stage data augmentation framework improves the performance of traditional training data augmentation methods without introducing additional costs.

Then we observe the effectiveness of various data augmentation methods under the proposed full stage data augmentation framework, including translation, horizontal flip, rotation, scale transformation, and noise disturbance.
Figure 4: Some examples of images in CIFAR-10 (first row) and CIFAR-100 (second row).

<table>
<thead>
<tr>
<th>CIFAR-10</th>
<th>CIFAR-100</th>
</tr>
</thead>
<tbody>
<tr>
<td>32 × 32 × 3 input</td>
<td>32 × 32 × 3 input</td>
</tr>
<tr>
<td>3 × 3 conv, 64 3 × 3 conv, 64</td>
<td></td>
</tr>
<tr>
<td>Batch normalization</td>
<td>Batch normalization</td>
</tr>
<tr>
<td>2 × 2 max pool dropout (0.1)</td>
<td>2 × 2 max pool dropout (0.1)</td>
</tr>
<tr>
<td>3 × 3 conv, 128 3 × 3 conv, 128</td>
<td></td>
</tr>
<tr>
<td>Batch normalization</td>
<td>Batch normalization</td>
</tr>
<tr>
<td>2 × 2 average pool dropout (0.1)</td>
<td>2 × 2 average pool dropout (0.1)</td>
</tr>
<tr>
<td>3 × 3 conv, 256 3 × 3 conv, 256</td>
<td></td>
</tr>
<tr>
<td>1 × 1 conv, 256 1 × 1 conv, 256</td>
<td></td>
</tr>
<tr>
<td>Batch normalization</td>
<td>Batch normalization</td>
</tr>
<tr>
<td>Global average pool dropout (0.5)</td>
<td>Global average pool dropout (0.5)</td>
</tr>
<tr>
<td>Dense (10) Softmax</td>
<td>Dense (100) Softmax</td>
</tr>
</tbody>
</table>

Figure 5: The structure of two specially designed deep CNNs.

Figure 6: Continued.
Translation and horizontal flip are based on the settings given above. The rotation range is from negative to positive five degrees, and the step size is 1 degree. Four Gaussian convolutional kernels with different fuzzy radii are used for the scale transformation, including $3 \times 3$, $5 \times 5$, and $7 \times 7$ pixels. The noise disturbance adds Gaussian white noises with different intensity to the original image, including 0.01, 0.05, 0.1, and 0.2. During the testing phase, the data augmentation strategy of test samples is consistent with the training samples. The experimental results are presented in Table 1. The results show that any data augmentation strategy under the full stage data augmentation framework can improve the classification performance of the deep CNN. As far as CIFAR-10 is concerned, translation and horizontal flip are the most effective means of data augmentation, while the improvement of classification accuracy caused by rotation and noise disturbance is limited. We think this may be related to the small size of the samples in CIFAR-10. The image itself is only $32 \times 32$ pixels and is quite blurred. Therefore, rotation and noise disturbance have a large impact on the image structure, resulting in limited help.

Finally, we compare state-of-the-art results brought by a series of algorithms to demonstrate the effectiveness of proposed full stage data augmentation framework, as shown in Table 2. These algorithms only adopt data augmentation strategies during the training phase. It can be seen that our proposed method has significantly improved the classification accuracy from 89.59% to 93.41%.

4.2.2. Fine-Grained Image Classification Results. Since its high similarity between different classes and the scarcity of samples in each class, fine-grained image classification is more challenging than coarse-grained classification task. Table 3 shows the experimental results on CIFAR-100 before and after using full stage data augmentation method. It can be seen that the average classification accuracy has been increased from 62% to 70%, which exceeds the improvement of CIFAR-10. On the other hand, the performance of single augmentation of training set and test set has also been improved, which increases the accuracy by 4.64% and 1.99%, respectively. In fine-grained image classification task, fewer samples in each classes caused by multiple classes make the data augmentation strategy play a greater role.

Then we also observe the effectiveness of various data augmentation methods on CIFAR-100, as given in Table 4. We find that the effect of data augmentation can only be achieved when the number of augmented samples becomes

| Table 1: Classification accuracy of various data augmentation methods on CIFAR-10 under the proposed full stage data augmentation framework. |
|-----------------------------|------------------|
| **Methods**                 | **CIFAR-10 (%)** |
| Translation                 | 91.41            |
| Horizontal flip             | 90.27            |
| Rotation                    | 88.78            |
| Scale transformation        | 90.70            |
| Noise disturbance           | 87.54            |

| Table 2: Comparison with state-of-the-art algorithms on CIFAR-10. |
|-----------------------------|------------------|
| **Algorithms**              | **CIFAR-10 (%)** |
| Dropout [41]                | 84.40            |
| Probout [42]                | 88.65            |
| NIN + dropout [43]          | 89.59            |
| Maxout + dropout [44]       | 88.32            |
| Stochastic pooling [45]     | 84.86            |
| Probabilistic weighted pooling [46] | 88.71 |
| Our method                  | 93.41            |
larger than that of CIFAR-10. Moreover, fine-grained image classification is more sensitive to data augmentation strategy, and some methods may even have negative effects, such as the noise disturbance, which reduces the classification accuracy by 1.38%. This is related to the structure of dataset and the distribution condition of all samples. The distribution of samples in the dataset should be smooth; otherwise, it is easy to overlearn and cause the "overfitting" problem, which results in poor generalization on unseen test samples.

Table 5 gives the comparison results of CIFAR-100 with a series of state-of-the-art algorithms. It is worth noting that if dropout is employed improperly like in [45], the classification accuracy would decrease. Probabilistic weighted pooling [46] can also be regarded as model ensemble in the test stage, thus achieving good result (62.87%). Finally, classification accuracy has been increased from 64.32% to 69.22% by using full stage data augmentation framework.

4.3. Relationship between Data Augmentation and Network Generalization Ability. In practice, one of the obstacles to the mature application of data augmentation strategies in deep learning is that it is difficult for people to determine how many samples are efficient. In other words, the regularization intensity of data augmentation is usually uncertain. Although some scholars [47, 48] have suggested that the more samples the better, developers usually have to weigh the network performance and time cost in training and reasoning. In this part, we discuss the relationship between data augmentation and network generalization ability through extensive experiments.

We set up a series of data augmentation schemes of different sizes and observe the classification performance of the network in an attempt to mine and establish the relationship between the expanded sample size and the network generalization boundary. The experimental results of CIFAR-10 and CIFAR-100 are shown in Figure 7. The classification results of deep CNN with full stage data augmentation are always better than the baseline results on both datasets, regardless of the augmentation strength. In other words, the size of the dataset directly determines the quality of the deep learning models. On the other hand, the effect of various data augmentation methods clearly has a saturation interval. Once the augmentation strength exceeds this threshold, the performance of the network on the test set no longer grows and tends to be stable. In this case, we believe that the data itself or the network structure itself has become an "information bottleneck," which hinders the further improvement of classification accuracy. At this point, the direction of improvement should be considered from data sources with higher quality and more advanced network structures.

Then we visualize the convolutional kernels in the first layer of deep CNN trained on CIFAR-10/100, as shown in Figure 8. All of them are ordered according to the value of their L1-norm. Visual spatial images can be combined by decoupled component-level convolutional kernels and mapped to different geometric spaces. These convolutional kernels reflect the organization information in the images extracted by the deep CNN, that is, the features of the object in the image. Generally speaking, the ordered convolutional kernels usually mean effective extraction of the organization information, while chaotic ones mean the "overfitting" of networks [49]. This is helpful for establishing the relationship between regularization intensity and network generalization ability and provides standards or principles to guide algorithm development or model structure improvement.

4.4. Impact on Network Optimization and Generalization. Data augmentation in training phase inevitably affects the network convergence, including the convergence speed and the final convergence position. We observe the decrease curve of the loss function of deep CNN on the training sets of CIFAR-10 and CIFAR-100 (see Figure 9) to analyze the impact of full stage data augmentation framework on network convergence. The loss of the model can reach the same level within the two epochs and eventually stabilize at 15 epochs, which means that the impact of data augmentation during the training phase on the convergence speed of the network can be ignored. On the other hand, the final loss value of the augmented model is slightly higher than that of the original model due to the regularization caused by the diversity of expanded samples. Actually, the generalization capability of deep CNNs, that is, the classification...
**Figure 7:** The relationship between the expanded sample size and network generalization ability, in which the number of images is expanded to $A_u$ times.

**Figure 8:** Visualization of convolutional kernels in the first layers of the deep CNNs trained on CIFAR-10 (a) and CIFAR-100 (b), respectively.

**Figure 9:** The optimization of the loss function of deep CNNs trained on CIFAR-10 and CIFAR-100, respectively.
5. Conclusion

In this paper, we propose a full stage data augmentation framework to improve the accuracy of deep CNNs, which can also play the role of model ensemble without introducing additional model training costs. Simultaneous data augmentation during training and testing stages can ensure network convergence and enhance its generalization capability on unseen test samples. Furthermore, this framework is universal for any network architecture and data augmentation strategy and therefore can be applied to various deep learning based tasks. Finally, experiments about image classification on the coarse-grained dataset CIFAR-10 and fine-grained dataset CIFAR-100 demonstrate the effectiveness of the proposed framework by comparison with state-of-the-art algorithms. Through visualization of convolutional kernels, we have demonstrated that the ordered convolutional kernels usually mean effective extraction of the organization information, while chaotic ones mean the “overfitting” of networks. We have also analyzed the relationship between data augmentation and network generalization ability and observed the impact of the framework on the convergence of deep CNNs. The empirical results have shown that the data augmentation framework can improve the generalization ability of deep learning models, and it can have a negligible impact on the model’s convergence.

As for future research directions, we plan to apply the proposed full stage data augmentation method to more complex CNN structures and some other machine learning related applications, such as liveness detection and gait and face recognition. We believe that it can help improve the performance of deep learning models in a series of tasks.
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