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The framework of outcomes-based education (OBE) has become a central issue for global university education, which is benefited to drive the education development by a series of assessments for historical teaching data, especially student course score, and employment information. The issue of how to timely update the talent training plans for computer major in a university has received considerable critical attention. It is becoming extremely difficult to ignore the requirement of fast shortened update cycle in IT area. One of the main obstacles is that the teaching inertia and the fixed awareness of a major training plan may delay the feedback of teaching problems. There is still a contradiction between the plan rationality and the real-time needs of contemporary IT enterprises. Hence, this paper puts forward a novel data-based framework to evaluate the relevance between the major courses, employment rate, and enterprise needs through the decision tree expression, thus providing reliable data support for systematic curriculum reform. On top of that, a recommendation algorithm is proposed to automatically generate the computer course group that satisfies the staff requirements of IT enterprises. Finally, teaching and employment data of Xihua University in China is applied as an example to undertake course optimization and recommendation. The consequences have an obvious positive effect on student employment and enterprise feedback.

1. Introduction

A few prestigious universities have long recognized the importance of getting their students well-prepared for their future careers by offering appropriate professional skill training from the academic courses [1–3]. Correspondingly, a growing number of computer colleges around the world have started to update their talent training plans for undergraduates and offer them to current IT enterprises [4, 5]. Hence, the course plan plays an extremely important role in helping qualified computer teachers fully understand their work, especially course duration and the depth of teaching.

It is widely acknowledged that traditional experiential curriculum setting has brought about a lot of convenience to the educational planner. These plans for course setting and class hour allocation have been acclaimed for their advantages within a range of short time. However, course updates that rely on completely artificial analysis have created some potential problems almost every college is exposed to. For example, some course plans of computer major have become noticed with staying the same for many years without doing anything meaningful update. Static plans do not comply with the need for the rapid development of IT enterprises.

Instead, taking internal relations from educational big data has become increasingly popular among the educators. There is an urgent need to address the data-based course plan optimization problems by a series of simple operations. On the other hand, convenient operations are the basis for wide application in other majors and universities. Hence, we first put forward a novel data-based framework to optimize course configuration and course hours through the decision tree expression. Use of decision tree studies is a well-established approach in data science, but there is rarely applied for curriculum optimization. Secondly, a course group recommendation algorithm is therefore proposed to be timely obtain the course group configuration that has employment advantages.

Decision tree analysis [6–9] is a popular data mining technique that has many various potential applications such as energy and power systems [10, 11], medical and health [12, 13], traffic and transportation [14], accounting and finance.
This method has already made an important contribution to the field of university education. For example, the solutions of teacher evaluation [16], student performance analysis [17–21], scholarship grantee selection [22], etc. have benefited a lot from decision tree technologies. Moreover, most studies in the field have simply focused on student roles. Some examples of such researches include online persistent predication [23] and student performance predication [19, 20]. The former determines the situation of students in web-supported courses by investigating the logs of students in school. The latter analyzes the health, social activity, relationships, and academic performance, most related to and affect the performance of students. The convenience content material for learners is also predicted by decision trees [24].

However, previous studies of decision tree applications in higher education have not dealt with the crucial tasks of course group optimization and recommendation. Few educators have been able to draw on any systematic research into course plan of a major. Hence, we first proposed a framework of course plan recommendation that is illustrated in Figure 1.

Some of educators are faced with a dilemma: how to judge whether the running course plan will benefit the student's employment and how to seek support teaching data to update the course plan. The framework shown in Figure 1 can be more useful for quickly setting a reasonable course plan in computer education, which provides a novel understanding for course plan configuration and reports a feasible data-based intelligent solution for the dilemma.

Traditional course plan is adjusted according to the experience of education experts. However, the fact is completely divorced from the needs of IT enterprises in real time. Our framework suggests another path that can be illustrated in Figure 1. Firstly, the module of teaching process data such as scores and student performance should be detailed and recorded into the data system. On top of that, the module of enterprise needs should be recorded and updated in real time. The presented data system for teaching and enterprise information will be analyzed by the classifiers. The aim is to obtain the weight of the teaching curriculum for actual employment, which can be utilized to guide the reform of the course plan. Finally, basic differential analysis ensures the effectiveness of the new plan. The final data-based approach has obvious advantages in real time performance compared with the experience-based one.

The rest of the paper is organized as follows. Section 2 briefly introduces the basics of decision tree analysis. Section 3 elaborates a case study on how to use the framework shown in Figure 1. Section 4 deals with the recommendation of course groups according to decision tree. The proposed methods are applied to the major "computer science and technology" of Xihua University in China. Finally, we summarize our conclusion in Section 5.

2. Decision Tree Analysis

Developing a structured and really efficient decision tree contributes a lot to approximate discrete value functions and process data classification. First of all, the decision tree takes the attribute (the column of the structured table) as the node in the tree, uses the attribute value (data item value or binary relation data point) as the branch from the tree, and applies the amount of information contained in the attribute to hierarchically divide them. Decision tree goes beyond the limits of a data table so that researchers can process the work of classification and trend prediction. Attribute selection and the generation of nodes is not arbitrary. Instead, attributes with greater importance should be prioritized as the upper nodes of the tree. Information gain [6] is invoked as a measure to select attributes.
3.1. Experiment Data Set.

We collect the real data of comprehensive course scores and the latest employment information of the students in Xihua University of China from 2014 to 2017. Desensitization data sets with the major Computer Science and Technology were used to support this study and are available at [https://github.com/1007105767/StudentsData]. These datasets are cited at relevant places within the text as references [25].

The data set contains five big data formate (*.csv) tables, where three of them (Data1_2014_students.csv, Data2_2015_students.csv, and Data3_2016_students) preserve the student’s course scores. Each of them contains approximately 40 thousand records. On top of that, two of them (2016_Employment basic data.csv and 2017_Employment basic data.csv) record the employment information for graduates in the last two years.

The following case study confirms the convenience of curriculum update by using decision tree analysis. Two subsystems of Xihua University are designed to record student-related information and produce the focused five data tables [25].

(1) Educational Information Management System (EIMS): accurately record the score of each course for each student.

(2) Graduate Information Management System (GIMS): record the work, salary, and feedback of undergraduates and the situation of employers.

GIMS collects relevant graduate data regularly from enterprises and archive their storage by structured electronic table. This experiment randomly selected 200 undergraduates of computer major as the data source, the aim of which is to analyze the relevance and influence between the current curriculum for the school students and the employments at the next two years. We expect that the result can provide data support to implement the benign fine-tuning of the professional curriculum.

3.2. Target Data Acquisition

3.2.1. Step A: Course Data Setting. Course data are derived from the talent training program (version 2015) of the major Computer Science and Technology. The key aspects of the course relations is presented in the flow chart that is shown in Figure 2. According to the school’s educational administration system, all courses as a major are classified according to the following three modules: culture and morality, professional, and practical training.

It is extended that a more granular module division has been playing an increasingly important role in helping researchers get more useful information from data analysis. Hence, this work choose 30 courses in the system according to the degree of importance in computer science. All of them are divided into the following six modules:

(1) Natural science and language (NSL, 110 hours): physics B, College English, Professional English.

an examination of some courses. We fill in the default with score 0. On top of that, Table 2 has a small number of meaningless items, but lack of monthly income information. We use the average income with respect for the employment area to fill the blank. Finally, Table 2 also has a little amount of erroneous items. For example, a monthly income of 230 is obviously impossible. We abandon the record and add a new one as a data supplement from the database.

3.3. Decision Tree Construction and Analysis. University educators should be well prepared for their course scheme before teaching. Hence, this study uses ID3 and C4.5 to analyze the acquired data by building an easily identifiable graphical
data association. The proposed analysis steps are possible to be accepted in the current education.

3.3.1. Step C (ID3): Decision Tree Size Setting. Decision tree analysis is faced with a dilemma: which size of a tree (the number of nodes) is reasonable? A score has 100 discrete values if it is set to be an integer type and its interval from 1 to 100. Furthermore, the score has 1000 values if we retain one decimal place, which will result in an excessively large decision tree and cause serious difficulties for further analysis. Hence, reasonable discrete discrimination is necessary. This work converts the scores in Table 1 into the three-level letters ("A", "B", "C"), and updates the employment feedback in Table 2 into the two-level ("Good", "Moderate") evaluation model.

According to the course modules described in Step A, Table 1 will update as per the following rules. The course group rating is "A," "B," and "C" if exceeding 2/3 of the total course number in the group satisfy score ≥ 85; 5 ≤ score < 85, and score < 75, respectively. On the other hand, Table 2 will update as per the following rules.

1. Rating "Good" if the nature of an enterprise is state-owned, M-income ≥ 4000 in a municipal level city, M-income ≥ 5000 in a second-tier provincial capital, or M-income ≥ 7000 in a first-tier cities such as BeiJin and ShangHai.
2. Ratings "moderate" if none of the cases are labeled with "good".

3.3.2. Step D (ID3): Decision Tree Analysis. Decision tree approaches comply with typical greedy idea. Each stage seeking its subtrees in the next layer is built on the one that approaches comply with typical greedy idea. Each stage can be constructed by a series of top-down stepwise recursive steps according to ID3 and C4.5 algorithms. In this case, course grouping and the discrete grading of experimental data have been completed. Then, we merge the hierarchical information from Tables 1 and 2. Therefore, the evaluation matrix \( D = (d_{ij})_{m \times n} \) shown in Table 3 can be calculated, where \( m = 200 \) and \( n = 6 \) are the number of randomly selected student samples (sample set \( S \)) and the number of course groups (attribute set \( P \)).

The core step of ID3 algorithm is to calculate the information gain \( \text{Gain}(p_i, S) = H(S) - E(p_i) \) for each attribute in matrix \( D \). The attribute that obtains the greatest gain will be constructed as a new node \( n' \) in the focused decision tree. All data are subsequently divided into two categories according to the if-then rule around node \( n' \). The process iterative execution until all data belong to the same category. The specific calculation results are as follows.

1. Calculate the information entropy required for classification.
2. Calculate the expected information and expected entropy to determine the root attribute.
3. Calculate the information gain \( \text{Gain}(p_i, S) \) for attributes.
4. Generate decision tree.

The final information gain for attributes is represented in Figure 3. The characteristic of category test attributes required individuals to pick up the maximum one. Hence, the course group "SDS" with the maximum information gain 0.245272 represented in Figure 3 is chosen as a category test attribute according to the first iteration. Consequently, "SDS" is considered as the root of the tree, the three attribute values "A," "B," and "C" of which become its three branches, respectively. Finally, the decision tree shown in Figure 4 is constructed by executing the loop that is represented at the second line in ID3 algorithm.

Building the decision tree was undertaken to evaluate the course rationality of the demand proposed by enterprises. The insights gained from the tree will be of assistance to make a global judgment on the operation of the current curriculum. First of all, the root "SDS" (Software Development Skills) is the first group obtained by gain computation, which indicates that the actual demand for undergraduates is to have a variety of software development skills.

Further course analysis revealed that Java EE Development, Pattern Recognition System Development, and Big Data Processing, etc. should help students with the most for their future career. On top of that, the left sub-tree of the root "SDS" further illustrates the significance since only the left branch has a path (PL → B → MA → B → SDT → B → Good), in which three evaluations are "B" and the result is still "Good". This study has found that the support degrees of total 144 class hours in group "SDS" are obviously not enough. Therefore, it is necessary to increase the hours for the group "SDS" in order to improve the employment rate and salary.

Secondly, the result must be "Good" if the groups "PL" and "NSL" are scored as "A", which supports the secondary employment relevance of the groups. The findings reported here shed new light on curriculum reform. IT Enterprises expect their future careers who are proficient in multiple languages since the source of the project may come from different

<table>
<thead>
<tr>
<th>No.</th>
<th>ID</th>
<th>NSL</th>
<th>MA</th>
<th>PL</th>
<th>SD</th>
<th>SDS</th>
<th>SDT</th>
<th>Feedback</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3320150991101</td>
<td>B</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>B</td>
<td>A</td>
<td>Good</td>
</tr>
<tr>
<td>2</td>
<td>3320150991102</td>
<td>C</td>
<td>A</td>
<td>B</td>
<td>B</td>
<td>C</td>
<td>B</td>
<td>Moderate</td>
</tr>
<tr>
<td>3</td>
<td>3320150991103</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>B</td>
<td>C</td>
<td>C</td>
<td>Moderate</td>
</tr>
<tr>
<td>4</td>
<td>3320150991104</td>
<td>B</td>
<td>B</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>Good</td>
</tr>
<tr>
<td>5</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>
The importance of “SD” and “SDT” is slightly reduced, time schedules of which have already been in conformity with employment needs.

The following conclusions can be drawn from the present study. From the course schedule and average class hours, the “PL” has a total of 288 class hours (average 48 hours/class), and the “MA” has a total of 264 class hours (average 44 hours/class). The former can appropriately raise to an average of 52 hours/course, and the latter should be improved according to 48 hours/course.

It has been universally accepted that better accurate results should be adopted by running C4.5 compared with ID3. They are identical in both parts of the data processing that is represented in Steps A and B. Hence, the rest of this section only describes Steps C and D for C4.5 algorithm.
3.3.3. Step C (C4.5): Decision Tree Size Setting. The expected entropy $E(p_i)$ in the computation of information gain $Gain(p_i)$ plays an increasingly important role in helping people to evaluate a division. However, $Gain(p_i)$ is not stable enough since the value of $E(p_i)$ may present obviously fluctuate in some cases. Hence, information gain ratio $GainRatio(p_i, S)$ in C4.5 algorithm is applied to weaken the fluctuations, which will result in a further valuable new tree. On top of that, the branch breakpoint of the tree are set as follows in order to get more accurate results.

1. Assume that $[a, b]$ is the attribute value interval, which is divided into $n$ equal points $x_1, x_2, \ldots, x_n$ according to the demand. For example, the fractional interval $[0, 100]$ can be divided according to the rounding manner.
2. Calculate the information gain of intervals $[a, x_i]$ and $[x_i, b]$ for any point $x_i (1 \leq i \leq n)$, respectively.
3. Take the point with the largest information gain as the breakpoint.
4. Continue the calculation according to the information gain ratio.

In this section, the method of three-level letter rating in Table 3 is revised as showed in Table 4, in which the average score of a course group is considered as an evaluation result.

Labelling attribute scores in the branch weight of a tree is being adopted by using C4.5 algorithm to analyze the data in Table 4. However, excessive sample score points can result in a tree size that is not conducive to analysis. For example, there exist the values from the lowest score of 36 to the highest score of 96 in the data set. Hence, the fractional intervals are converted into fractional breakpoints. We can obtain the breakpoint $88$ of the interval $[85, 96]$ by using the first four records in Table 4 since the gain of $88$ is the largest one within the totally $12$ points in the interval. Then, a novel tree is built by using the breakpoints as the attribute values.

3.3.4. Step D (C4.5): Decision Tree Analysis. The specific calculation results are as follows.

1. Calculate the Information Entropy Ratio Required for Classification. The group Mathematics and Algorithm (MA, 264 hours) is illustrate as an example. First of all, the gain $Gain(p_i, S)$ and the entropy $E(p_i)$ of “MA” are $0.014143$ and $0.964808$, respectively, which are recorded in Figure 3. Hence, we have the following ratio $GainRatio(p_i, S) = 0.014657$. Information gain ratio for any items in attribute set is calculated, which values are shown in Figure 5. C4.5 method is loaded to construct a decision tree by using the gain ratios. As a result, this study obtain the tree that is represented in Figure 6.

Parameters where significant differences have been found include the category classification accuracy by comparing the decision trees shown in Figures 4 and 6. Firstly, the root “SDS” of the course group shown in Figure 6 is similar to that represented by Figure 5. Hence, the most obvious finding to emerge from the analysis is that the actual software
development ability of undergraduates for sure plays an important role in enterprise development. On top of that, the root “SDS” has two branches “PL” and “SD” compared with the three sub-trees “PL”, “NSL”, and “MA” shown in Figure 4.

According to the characteristics of decision trees, only the leaf nodes of a tree represent the final result of a classification mission. Hence, the downward branch of “PL” and “SD” in Figure 6 does not make the ultimate decision of “Good” or “Moderate” for a course group. A possible explanation for this might be that the situations of programming language and database systems are not enough to make a judgment. Further information about other course groups is needed. The result matches those observed in actual prestigious IT companies in China. A perfect example can be found in Huawei Technology Corporation, who will recruit new employees by testing multiple aspects, especially a series of technology groups.

Thirdly, another important finding was that the evaluator of a company can benefit a lot from taking the factor of height difference between the left and right sub-trees. This finding may partly be explained by the example shown in Figure 6, in which the height of the left (res. right) subtree of the root is 5 (res. 4). This structure emphasizes the importance of “SDS” since the higher (> 88) the root attribute score is, the less of the subsequent judgment. Otherwise, more steps are needed in order to decide whether the skills of a graduate are in conformity with the employment needs.

Finally, the weight value (breakpoint) can be invoked as a criterion of importance. For example, breakpoint scores, i.e., 79, 80, 76, and 72, of the right branch from the root “SDS” are generally lower than the left branch, i.e., 84, 83, 82, and 79, respectively. One accepted finding is the extreme importance of software development skills. On top of that, the node “PL” only appeared in the left branch of the root. Thus, companies believe that some undergraduates possess the basic solid theoretical knowledge if they have proficient development skills. Course score of programming languages will be further investigated when software development skills of a graduate are not satisfactory.

The following conclusions can be drawn from the present study. Firstly, the path (SDS → SD → NSL → “Good”) shown in Figure 6 illustrates some of the main characteristics of the tree decision for graduate assessment. A graduate can be decided as “good” if he/she has practical skills and excellent language communication skills even if “SD” is weak. On top of that, the breakpoint of English skill (NSL) at the level 6 is lower than that at the level 3 on the tree. Language communication ability can form a certain compensation from SDT and MA by considering the breakpoints in the path (SD → MA → SDT → NSL → “Good”). This path illustrates the fact that an excellent theoretical foundation is suitable for some company positions such as algorithm engineer.

3.4. Stratified k-Fold Cross-Validation. K-fold cross-validation [26] is a statistical method for accuracy estimation and model selection. It divides a target data set into k subsets. One of them is considered as a test set and the remaining k – 1 subsets as a training set. Hence, k distinct scores can be obtained. The final average accuracy score is determined as the correct rate of the classification model. However, this method may not work for the data set in this paper. Among the data, the best two classes with some consecutive numbered students have more than 85% evaluations are labeled with “Good” . K-fold cross-validation may select a test set containing all the records with labeled “Good”, which may lead to a very low validation accuracy. The data features in this article do not apply to simple k-fold cross-validation methods.

The extended method stratified k-fold cross-validation [27] avoids the unpleasant feature of data, in which the test

---

**Figure 6: Decision tree by using C4.5 algorithm.**
set will take \( \frac{1}{10} (k=10) \) from each subset so that the proportion of each subset category ("Good" or "Moderate") is the same as the ratio for the entire data set. As a result, it is impossible to appear unfortunate test sets with only labeled "Good" or "Moderate". As shown in Figure 7, by performing on the two models ID3 and C4.5 involved in the education problem of this manuscript, the average accuracy is 81.195 and 84.388 by performing ID3 and C4.5 to the educational course data sets, respectively. From the perspective of accuracy, the decision tree shown in Figure 6 has advantages.

### 4. Course Grouping Recommendation Algorithm

This section proposes an algorithm based on decision trees to recommend an appropriate course scheme. Logical details on the course recommendation task can be shown in Algorithm 3. When the algorithm input a well-trained decision tree model, it will filter out the nondominant course nodes through the depth-first traversal of the tree. Simultaneously, the dominant nodes from the root of a decision tree to a leaf node are saved into a set during the depth-first traversal process. Finally, we will get sets of dominant course with the same number of leaf nodes. These sets represent different recommended course groups. If the teaching reform department of the university can increase the teaching hour and difficulty of these courses through reform and the related explanations of the course in the same group can be illustrated by teachers as much as possible, better employment quality will appear. Continuous curriculum improvement according to the mechanism has a positive effect on the quality of student employment.

Perfect examples can be found in such well-recognized scenarios of new student career planning and career skill group recommendation. Students will clearly realize which combination of course may lead to a beneficial employment environment. Real-time scores and employment data highlight the importance of the following algorithm. The recommended course groups and their expected scores are calculated and shown in Figure 8 if the tree shown in Figure 6 is considered as the input of CGR algorithm.

#### Algorithm 3: CGR: course grouping recommendation algorithm.

The findings of this research provide insights for current students about their job search skills in different career positions. Experiment results show that IT companies pay attention to the following course groups: Group 1 (Sales and Product Manager), Group 2 (Software Engineer and Technical Management), Group 3 (Software Engineer and Research), Groups 4 and 5 (Algorithm Engineer and Research), Group 6 (Software Engineer), and Group 7 (Technical Management and Other Administrative Post). Thus, their expected staffs in the next two years should be well-equipped with appropriate skills for different careers or jobs in a company.

### 5. Conclusion

This research is undertaken to design a data-based framework and provide a conventional solution for the problem of timely
course update of the talent training plans for a target major. The second aim of this study is to alleviate the contradiction between the talent training plan and the real-time needs of contemporary IT enterprises. The investigation of the framework has shown that a simple 4-stage data processing and a subsequent recommendation algorithm CGR can get a course update with time and social advantages. Experimental results show that the decision tree can play a positive role in the data-based teaching reform.

On the other hand, empirical recommendations of course may not necessarily serve as an effective way to increase the employment rate and income for some undergraduates. Hence, algorithm CGR is investigated after the basis of decision tree analysis. Feedback data are collected in 2018. These groups are valued far more than the old one (version 2014). As a result, the employment rate increased by 3.4 percent and the average monthly salary increased by 1,400 of 2018 computer undergraduates in Xihua University. These findings contribute in university education to our understanding of intelligent education and provide a basis for agile course plan recommendation. To sum up, these results add to the rapidly expanding field of elementary education planning to intelligent science applications.

An issue that was not addressed in this study was how to obtain a course plan containing new required course according to historical data. Hence, greater efforts are needed to make a recommendation by considering additional supplementary data such as advanced technology progress.
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