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Abstract. 
Background. The relationship between sleep and epilepsy has been long ago studied, and several excellent reviews are available. However, recent development in sleep research, the network concept in epilepsy, and the recognition of high frequency oscillations in epilepsy and more new results may put this matter in a new light. Aim. The review address the multifold interrelationships between sleep and epilepsy networks and with networks of cognitive functions. Material and Methods. The work is a conceptual update of the available clinical data and relevant studies. Results and Conclusions. Studies exploring dynamic microstructure of sleep have found important gating mechanisms for epileptic activation. As a general rule interictal epileptic manifestations seem to be linked to the slow oscillations of sleep and especially to the reactive delta bouts characterized by A1 subtype in the CAP system. Important link between epilepsy and sleep is the interference of epileptiform discharges with the plastic functions in NREM sleep. This is the main reason of cognitive impairment in different forms of early epileptic encephalopathies affecting the brain in a special developmental window. The impairment of cognitive functions via sleep is present especially in epileptic networks involving the thalamocortical system and the hippocampocortical memory encoding system.
 

1. Introduction
The robust activation of epileptic interictal and ictal activity in NREM sleep is well known and valid for almost all types of epilepsies. Different aspects of relationship between sleep and epilepsy were addressed in several excellent reviews [1–4]. During development of the last years, several new aspects have been elaborated contributing to understand better the activation of interictal and ictal epileptic phenomena by sleep.
The most important issues among them are as follows. (1) Sleep physiology has revealed neuronal networks governing wake-sleep alternations and cyclic changes during night sleep. Nowadays we see better the interrelationship between the sleep-wake circuitry and its multifold relationship with the different epileptic networks. (2) In the microstructure of sleep certain dynamic key points have shown to be associated with epileptic activation identified within the system of cyclic alternating pattern (CAP) correlating with reactive slow wave events. (3) One of the most important among recent discoveries is the exploration of the high frequency range of EEG and the recognition the relationship of this phenomenon with epilepsy and slow wave sleep. (4) Recognition of  epileptic encephalopathies have shown that within a certain developmental window epileptic activity-usually during sleep-takes over the conduction in important physiological systems, and by the principle of “firing together-wiring together” epilepsy is hijacking physiological functions. (5) Underlying point 4 the key mechanisms by which interictal epileptic activity during slow wave sleep is interfering with cognitive functions have been increasingly studied.
Research Background
Sleep Research
Anatomy, Neurochemistry, and Dynamic Interaction of Wake and Sleep Promoting Circuits. The existence of two antagonistic systems promoting sleep and wake state was assumed already in 1930 by von Economo [5] based on autopsy findings of victims of European encephalitis letargica pandemia. He proposed that region of the hypothalamus near to the optic chiasm should contain sleep promoting, and the posterior hypothalamus wake promoting neurons. 
From the forties of the last century the concept of an ascending “arousal system,” maintaining wakefulness, in the brainstem of animal and human brain, became more and more clear [7]. The several transmitters (acetylcholine, noradrenalin, serotonin, catecholamine, histamine, and orexin) serving detailed functional properties of this system were also step by step revealed [8–10]. 
At the turn of the 20/21 century, Saper and coworkers [6] and others [12] showed that the ventrolateral preoptic area (VLPO and extended VPLO) send GABA-ergic and galanin-ergic inhibitory impulses to all the brainstem nuclei harbouring the ascending pathways of the arousal systems and keep firing throughout the whole NREM sleep, providing the substrate of the “sleep system” with opposite function to the “wake system.” Later it turned out that nuclei of the arousal system also exert inhibitory effect on the “sleep promoting” preoptic neurons. “When VLPO neurons fire during sleep, they would inhibit the arousal system cell groups thus disinhibiting and reinforcing their own firing. Similarly when arousal neurons fire at high rate during wakefulness, they would inhibit the VLPO, thereby disinhibiting their own firing” [6]. This reciprocal relationship is nowadays more or less accepted as the elementary hypothalamic “sleep switch” module underlying alternations of sleep and wake state (Figure 1).


	
		
			
		
	


	
		
			
		
		
			
			
			
			
			
			
		
	
	
		
			
			
			
			
			
			
			
		
	
	
		
			
			
		
	
	
		
			
			
			
			
		
	
	
		
			
			
			
		
	
	
		
			
			
			
			
		
		
			
		
		
			
		
	
	
	
	
	
	
	
	
	
	
	
	
	

Figure 1: Brainstem-hypothalamic  sleep-wake system. VPLO represents sleep promoting neuronal assemblies exerting inhibitory influence (red) on arousal promoting ascending pathways. Arousal  system originating from  different nuclei  working with different transmitters (LC = locus coeruleus, adrenergic, raphe nuclei, serotoninergic, TMN = tuber mamillare, histaminergic, LDT/PPT: = lateral dorsal tegmental/pedunculopontine, cholinergic) exerts reciprocal inhibitory influence on VLPO sleep promoting neurons.  (modified after Saper et al., 2001 [6]).


NREM Physiology Underlain  by the Special Burst-Firing Working Mode of the Thalamocortical System. The inhibition of the arousal systems by the extended VLPO system has a further consequence, namely, the liberation of the thalamocortical system, because during wake state the arousal systems exert tonic cholinergic inhibition on the thalamocortical system. Liberation of the thalamocortical system is reflected by widespread development of spindling, delta activity, and slow (below 1 Hz) oscillation as characteristic by-products of the complex interrelationship of cortical (pyramidal cells), thalamic (relay neurons), and reticular (nucleus reticularis thalami (NRT) constituents of the system).
During wakefulness, the system works as a relay centre which faithfully conveys input from the outer world towards the cortex. This is executed by the so-called “tonic activity” of the network reflected by desynchronized EEG.
 When we go to sleep, a cascade of events starts, and the working mode of the thalamocortical system is going to change toward an excitatory-inhibitory cycle, namely, burst-firing mode in which the nucleus reticularis thalami periodically inhibits firing of the thalamic relay nuclei, and this sequence is reflected on the cortex either as spindles or as deltas depending on the level of membrane polarisation of the relay cells.  Thalamic structures isolated from NRT do not show oscillatory behaviour, while the NRT produce spindling even after isolation from the rest of the thalamus [13].
A further player of slow wave sleep:  the slow oscillation below 1 Hz had been described in the nineties (in cats by Steriade et al. 1993 [14] and in humans by Achermann and Borbély [15]). The cortical nature and widespread presence throughout the cortical mantle were proven by several studies [14, 16, 17]. The slow oscillation consists of a depolarizing and hyperpolarizing phases, namely “up” and “down states.” While the up state is characterized by rich neuronal and synaptic activity, and contains high frequencies, during the down state the cortical network is globally disfacilitated. 
Studies of NREM sleep rhythms clearly showed that they are closely interconnected appearing in coalescence. The depolarized part (up-state) of the slow oscillation below 1 Hz envelops delta rhythm and spindling together with gamma and ripple degree fast activity [20, 21]. Combinations of spindles, K-complexes, and delta activity with fast rhythms are the product of interplay between cortical and thalamic structures within the thalamocortical system.
Dynamic Structure of NREM Sleep Fuelled by Reactive Phasic Changes Related to Arousal Influences. Exploration of the so-called “microstructure” of NREM sleep [22] revealed that stages of sleep (standardized by Rechtschaffen and Kales) consist of continuous fluctuations which are kept in motion by phasic changes called “microarousals” (reflected by EEG changes, autonomic signs, and muscle activity without awakening). These reactive phasic events (elicitable by sensory stimuli and assumable appearing as a reaction to some external (or internal) stimuli) create abundant fluctuations, lend flexibility to the sleep structure by which microfluctuations led to the development of macrofluctuations (stage shifts), and ensure a flexible connection between the sleeper and the surrounding world.
In the mid-eighties, Terzano and coworkers discovered a hitherto not recognized long-term cyclicity during NREM sleep related to sleep perturbations, namely cyclic alternating pattern (CAP) [23].
The CAP cycle consists of two phases: a phase A and a phase B. Phase A is mostly identical with the phasic activation events (see below for more details), while phase B is characterized by the background level of the sleep stage (Figure 2).  Sensory stimuli in phase B are able to elicit the phase A pattern. In CAP, the arousal-dependent phasic events are arranged in complex pseudoperiodic assemblies. The mean period time between two A phases is about one minute. The average phase A duration is 10–12 sec, while the average length of phase B is 20–30 sec. According to the type of activation reached by phase A, three categories can be differentiated. 


	
	
		
	
	
		
			
				
			
				
			
		
	
	
		
			
				
			
				
			
		
	
	
		
			
				
			
				
			
		
	
	
		
			
		
	
	
	


	
		
			
				
				
				
				
				
				
				
				
				
				
				
				
				
			
		
		
			
				
				
				
				
				
				
				
				
				
				
				
				
			
		
		
			
				
				
				
				
				
				
				
				
				
				
				
				
				
			
		
	
	
		
			
			
			
		
		
			
		
		
			
		
	
	
		
			
		
		
			
		
	
	
		
			
			
			
		
		
			
		
		
			
		
	
	
		
			
		
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
				
				
				
				
				
				
				
			
		
		
			
				
				
				
				
				
			
		
	
	
		
			
				
				
				
			
		
		
			
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
			
		
	
	
		
			
				
				
				
				
			
		
		
			
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
			
		
	
	
		
			
			
			
			
			
			
			
			
			
			
		
	
	
		
			
			
			
			
			
			
			
			
			
		
	
	
		
			
				
				
				
			
		
		
			
				
				
			
			
				
			
		
	
	
		
			
				
				
				
			
		
		
			
				
			
			
				
			
			
				
			
		
	
	
		
			
			
			
		
	
	
		
			
			
		
	
	
		
			
			
		
	
	
		
			
			
		
	
	
		
			
			
		
	
	
		
			
			
			
		
	
	
		
			
			
		
	
	
		
			
			
		
	
	
		
			
			
		
	
	
		
			
			
		
	
	
		
			
			
		
	
	
		
			
			
		
	
	
		
			
			
		
	
	
		
			
			
		
	
	
		
			
			
		
	
	
		
			
			
		
	
	
		
			
			
		
	
	
		
			
			
		
	
	
		
			
			
			
		
	
	
		
			
			
			
			
		
	
	
		
			
			
			
			
		
	
	
		
			
			
			
		
	
	
		
			
			
			
		
	
	
		
			
				
				
				
				
				
				
				
				
			
		
		
			
				
				
				
				
				
			
		
		
			
				
				
				
				
				
				
				
				
				
			
		
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

Figure 2: Schematic features representing the Cyclic Alternating Pattern (CAP) phenomenon. Above: alternation of activated (a) and background (b) episodes with characteristic parameters. In the middle: electrographic features of three kinds of A phases (A1-A2-A3). Below:  schematic representation of the sleep cycle with descending and ascending slopes. A1 type phasic activation is associated with the high homeostatic pressure periods of sleep cycles, while A2 and mainly A3 type phasic activities are associated with low homeostatic pressure periods of sleep cycles.


Phase A1 type comprises exclusively synchronization patterns (alpha in stage 1, sequential K-complexes in stage 2 and superficial stage 3 and reactive slow wave sequences in stages 3 and 4). It is identical with the synchronization-type microarousals [24].
On a slightly higher level of arousal, phase A2 type is composed of microarousals preceded by synchronization composed by K-complexes or slow waves, followed by either sigma or alpha and delta stretches. 
On the highest level of arousal, the phase A3 type will be a microarousal without slow waves. This is identical with the traditional desynchronisational microarousal [25] (Figure 2).
The percentage of CAP time in NREM sleep (CAP rate) is age related. The CAP rate is high in very early infancy (up to 100% of NREM sleep in the newborn in the form of “trace alternant”). It declines to 44% among teenagers and diminishes to 25–30% in young adults. It then increases to an average of 54% in older age groups. The CAP rate correlates negatively with the subjective evaluation of the quality of sleep (the higher the CAP rate, the poorer the quality of sleep). The CAP rate is also increased by external noise and lowered by prolonged sleep deprivation. Stimulating and arousing drugs increase and hypnotic/sedative drugs decrease the CAP rate. The power spectral analysis of CAP phenomena revealed [26] that CAP corresponds to periods in which frontal dominant very slow delta activity groups together a range of different EEG activities. Distribution of the different phase A subtypes proved to be different across the sleep cycles. On the descending (D) slope and especially in the first cycles phasic activity is less frequent and characterised by synchronisation type and sleep-like slow wave answers (A1 type), associated with mild autonomic perturbations. On the ascending (A) slope phasic activity is more frequent, and both the EEG morphology and the concomitant autonomic changes correspond more to the conventional A2 and A3 type phasic activation [27].
CAP is an integrated part of the NREM sleep slow wave activity. Since 30–40% of sleep time is spent in CAP A phase (CAP rate) and A1 phase is more than 60% of all the CAP sequences, reactive slow activity in the form of A1 phase is a considerable amount of sleep slow waves. CAP A1 rate in NREM sleep undergoes a characteristic significant exponential shape reduction from the beginning to the end of sleep [11]. It is parallel with the behaviour of the slow wave activity course across the night and with the homeostatic S process of Borbély [28] furthermore congruent with the dampening course of K-complex rate during sleep [29]. At the same time, rate of phase A2-3 showed quite different distribution with cyclic peaks before the REM periods on the ascending slopes of cycles, without any dampening during the course of sleep (Figure 3).


	
		
		
	
	
	
	
		
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
				
			
			
				
			
			
			
			
			
			
			
			
			
			
			
				
			
			
			
			
			
			
			
			
			
			
			
			
				
			
			
			
			
		
	
	
		
	
		
	
	
		
	
		
	
		
	
	
	
	
	
	
	
	
	
	
	
		


	
		
			
			
		
	
	
		
			
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
			
			
			
			
			
			
			
			
			
		
	
	
		
			
			
			
			
			
			
			
			
			
			
			
			
			
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
			
		
	
	
		
			
			
		
	
	
		
			
			
		
	
	
		
			
			
		
	
	
		
			
			
		
	
	
		
			
			
		
	
	
		
			
			
		
	
	
		
			
			
		
	
	
		
			
			
		
	
	
		
			
			
		
	
	
		
			
			
		
		
			
		
		
			
			
		
	
	
		
			
			
			
			
			
			
			
			
			
			
		
	
	
	
	
	
	
	
	
	
	
	
	
	

Figure 3: Different distribution of CAP A1 and A2-3 phases across night sleep. The distribution of A1 phases follows the classical pattern of slow wave decline from evening to morning predicted by the behaviour of the S-process of Borbély. The distribution of A2-3 phases has a different course; their amount do not decrease from evening to morning and show recurrent peaks before and during REM sleep (modified after Terzano et al., 2005 [11]).


The tuning of sleep-wake balance probability lies in the relationship between the  reciprocal antagonistic wake promoting ascending arousal systems and sleep promoting VLPO system, and CAP sequences reflect the balance between sleep and wake promoting systems. When VLPO system exerts GABA-and galanin-ergic inhibitory influence and keeps firing in a certain rate during sleep, the inhibitory influence of the arousal system dissipates. When a phasic arousal influence is arriving, the VLPO system became transitorily weakly inhibited, but if the arousal influence does not continue, the VLPO system became again liberated fuelling the backinhibition of the arousal system producing (quasi rebound) sleep phenomena (CAP A1 phase). This situation is valid especially when on the descending slopes of first cycles; the VLPO system is prevailing (during high homeostatic pressure), and the arousal system is weak. During the third part of sleep on the ascending slopes of the cycles, the situation is different: the VLPO system is less active in inhibiting the arousal system; therefore, the arousal impulses activate easily the cortex, and these phasic arousals achieve more prominent arousal in the form of CAP A2 and A3 responses driving the sleeper toward more superficial vigilance states. 
NREM Sleep Homeostasis Serves Plastic Changes and Recuperation of Cognitive Functions. In the last 10–15 years, local aspects of homeostatic regulation receive more and more attention. Beyond the classical knowledge of previous wake state proportional delta power increases during the next night, and the frontal preponderance of sleep slow activity and further the frontal dominance of the recovery increase after sleep deprivation, and dominant hemisphere preponderance  was emphasized in several studies [30, 31]. Increasing lines of evidence support the role of slow wave sleep in human frontal cognitive functions [32]. Beside the frontal localization in homeostatic regulation associated with certain cognitive functions, different kinds of “use-dependent” increase of regional slow wave activity have been registered after particular functional usage. Extensive sensory stimulation of one arm before sleep led to an increase of delta power in the opposite hemisphere over the somatosensory arm area [33]. An opposite intervention: immobilization of the arm caused a local reduction of delta power in the same localization [34]. In the light of these experiments delta power of sleep seems to depend on the amount of afferent activity or in other experiments on the degree of learning-related change in synaptic strength before sleep [32]. Stickgold and coworkers [35] have confirmed that some learning (texture discrimination task) occurs only after a night of sleep. Sleep-deprived subjects fail to improve on texture discrimination even after two recovery nights. The phylogenetic aspect of sleep-dependent learning came also in the focus of research. Early life sensory deprivation in animals reduces sleep slow wave activity [36].
So, recent studies have shown that procedures presumably leading to local plastic changes in the cerebral cortex can result in local changes in slow wave activity during subsequent sleep, or in other words, the homeostatic process is use dependent and related essentially to cognitive activity.
The association of slow waves with cognitive processes is supported by the sleep findings in clinical disorders with mental decline. In normal senescence, parallel with the decay of mental activity, the sleep delta activity and the amount of delta rebound after sleep deprivation decreases [37]. Disorders damaging frontal lobes with consequent mental decline show in the same time sleep delta reduction. Alzheimer’s disease and chronic alcoholism are good examples for this [38]. The same situation is detectable in sleep apnoea where apnoeic periods do not allow the development of delta sleep; consequently, cognitive functionsmay show important impair reflected by hypoperfusion of frontal lobes [39]. Chronic insomnia with deficient sleep delta activity also may impair cognitive functions [40, 41].
After summing up the most relevant new aspects of sleep research in the next chapters we will apply this knowledge to obtain new view points to understand more precisely the activation effect of NREM sleep in epilepsies. 
Epileptic Networks. During the last 5–10 years due to several new data, a slow but decisive change seems to be developing in thinking about “generalized” and “focal” epilepsies. These research data clearly show that “generalized” epilepsies are not really generalized and “focal” epilepsies are not focal. Therefore the classical dichotomy of partial and generalized epilepsy became more and more meaningless, giving place to a unifying network concept. The so-called “generalized” epilepsies involve a bilaterally represented large cerebral system related to wide cortical association areas, namely, the thalamocortical system. “Focal” epilepsies are also not strictly localized to a geometrical “focus” but involve more or less wide sometimes bilateral (e.g. temporal and occipital epilepsies) regional circuitries. Concerning this kind of “network epilepsies”—although the seizure onset might origin consequently from one or more relatively restricted areas—the whole mechanism is more complex and determined by several influences and interrelationships, involving  and transforming  (in early onset) the functioning of physiological systems. Idiopathic epilepsies are embedded in functional systems of the brain and our knowledge about epilepsy is always dependent on the actual level of understanding in neuroscience, especially in neurophysiology.
The development of cognitive neuroscience led us to understand better the working modes in the higher order cortical areas [42–46].
Research of the last decade showed that all the mental processing serving cognitive functions, from simple to sophisticated ones, and the elaboration is executed instead of serial (sequential) processing by the strategy of “parallel distributed processing” [47]. 
Each module taking part of processing may serve in a flexible way different functional assemblies switching their composition according to the computational demand. The modules have no singular importance; only the pattern of cooperation among them is decisive. 
Hierarchical features between brain areas are not able to explain the complexity and speed of binding the cerebral players to each other in cognitive functioning. Beyond hierarchy and connectivity (spatial dimension) another mechanism (in the time dimension, by temporal synchrony) recognized only at the middle of the nineties became the main candidate to explain binding. This temporal synchrony seems to work through synchronization of cerebral rhythms, especially by gamma oscillations.  
Several lines of evidence demonstrated the appearance of gamma oscillation when higher elaboration was evoked by a sensory stimulus and when a cognitive task was processed. These findings provided lines of evidence for local oscillatory ensembles related to gnostic and cognitive elaboration in the cortex. A second step was to reveal that neuron ensembles apart from each other and even across to cerebral hemispheres come together in time transiently by gamma-frequency synchronization. This was evidenced firstly in the visual system [48] but later turned to be general principle working in several systems [49].
These above summarized features (parallel processing and binding by synchrony in gamma frequencies) delineate the working mode of physiological networks determining higher order processing in the brain. 
Due to the multifold aspects revealed by the contemporary neuroimaging, neuropsychological, quantitative EEG (Q-EEG), and other sophisticated approaches of epilepsies, even when we can point out a certain area the resection of which renders the patient seizure free, nowadays it became clear that epileptic disorders reside not only in certain cortical spots or within geometrical mensuration but also extend in a more wider network. 
The most important argument in favour of the network oriented view comes from the nature of epilepsy itself. It resides in preformed physiologically meaningful structures, with complex special situation, and possesses remote influences. Furthermore just because the characteristic increased level of excitability, it is very sensitive to triggering inputs. So epilepsy should be conceptualized in a more extended network than the seizure onset zone to which the surgery oriented approach mainly attached.
Nowadays we got more and more lines of  evidence that epilepsy along with the physiological interconnections oversteps the artificial procrustean bed of anatomical lobes  [50–52]. This is also an argument for conceptualizing epilepsies related to physiological networks instead of anatomical localizations.
The strict localization-related epilepsy concept has also a major drawback. The so-called generalized epilepsies are not fitting into it. Since more and more lines of evidence support the view that idiopathic generalized epilepsies are not really generalized and their characteristics are explained by the epileptic disorder of the thalamocortical system, using the working mode of the system in NREM sleep, this kind of epilepsy has its explanation also in a physiological network turned to become epileptic (system epilepsies). 
Neuronal networks in the cortex generate several distinct oscillatory bands, covering frequencies from <0.05 Hz to >500 Hz. Oscillators of different bands couple with shifting phases and give rise to a state of perpetual fluctuation between unstable and transient stable phase synchrony. The resulting interference dynamics are a fundamental feature of the global temporal organization of the cerebral cortex. 
Collective behaviour of neurons is established through synchrony. Events that can be integrated over time by the target neurons are synchronous. Oscillatory coalition of neurons to form population synchrony may have a time window from hundreds of milliseconds to many seconds. Neuron assemblies are formed as transient coalitions with mutual interaction of discharging neurons [53]. 
Extension of EEG records to the high frequency oscillation (HFO) range revealed new vistas in epilepsy-related electrical activity and also shed more light to the properties of epileptic networks [54].
Two types of HFO have been distinguished: (a) ripples (R) with slower frequency (80–160 Hz) as physiological activity and (b) fast ripples (FR) with higher frequency (200–500 Hz) as a pathological activity, associated with epilepsy, described in experimental epilepsy models and in epileptic patients both with mesiotemporal and cortical epilepsies [55–57]. Concerning interictal HFO, the majority of them were associated with epileptiform sharp waves in time with the spike and not with the after-coming slow wave [58–60].  Interestingly HFO activity is maximal during slow wave sleep (up states) [61–64].
 A manipulation that decreases HFO reduces the likelihood of seizures [65]. Increased FR ratio correlates with hippocampal cell loss and synaptic reorganization in temporal lobe epilepsy [63].
It seems to participate in epileptogenesis, being present already during the “silent period.” A manipulation that decreases HFO reduces the likelihood of seizures. Therefore HFO and especially FR seem to be an essential player in epileptogenesis and in the electrographic phenomenology of epilepsies; furthermore it opens new diagnostic possibilities concerning the epileptic networks. 
New spike and seizure functional MRI (fMRI) data mapping the irritative and seizure network in epilepsy provides a new functional anatomy of epileptic networks.
The systematic studies of Gotman and coworkers in MNI from 2003 and others [66–73] detecting epileptiform discharges and seizures by fMRI have led to several very important conclusions. They showed that spike discharges are related to either local blood oxygenisation level dependent (BOLD) positive or remote BOLD-positive/BOLD-negative signals. Even one spike may induce, beside local activation, remote consequences either in terms of excitation or depression of functions. 
Generalized spike and wave type discharges show thalamic BOLD positive and diffuse cortical mixed signal with predominance of BOLD negativity.  “Similarly” secondary bilateral “synchrony” type discharges show important diffuse cortical BOLD-negative components. Thus BOLD activation might make the network structure of irritative activity in the epileptic brain measurable. 
Ictal studies were possible only limitedly due to movement artifacts when movements are prominent. However, when possible, BOLD activity may show in a noninvasive way the seizure pacemaker zone and the propagation network as well. These studies clearly proved that interictal and ictal discharges have much more widespread influence on brain functions than we conceptualized before. What is more, the exerted remote effect of spike and seizure activity is organized into complex activation/deactivation patterns that should be still more understood and probably will contribute to new functional anatomy epileptic networks.
Recently with group analyses of the individual interictal BOLD changes in different types (temporal and frontal lobe and posterior quadrant epilepsies) of epilepsy, Fahoum et al. [74] from the Gotman group were able to demonstrate common metabolic changes characteristic for the group that may not be apparent in images of the individual patients. For example, in temporal lobe epileptic (TLE) patients the largest activation cluster was in the cingulate gyri (ipsi- and contralateral), and  the second cluster by volume included the insula, amygdala, and anterior hippocampus ipsilateral to the focus. 
The positive BOLD activation was joined by common negative BOLD activation in the contralateral inferior parietal lobule and bilaterally in the posterior cingulum and precuneus (mostly in default mode network (DMN) structures). In patients with frontal lobe epilepsy (FLE) group analysis resulted in BOLD positive activation in the bilateral cingulum, contralateral cerebellum, ipsilateral frontal operculum, medial thalamus, genu, and posterior limb of the internal capsule.
Thus they confirmed that interictal discharges recorded from the scalp EEG may represent only a fraction of broader events that involve widespread brain areas despite their focal appearance. The group analyses proved that unique interictal networks can be related to different types of partial epilepsies.
Based on these studies we can assume that  certain networks characteristic to the epilepsy type are under special “discharge load” with probable altering of the function of the involved structures, even during interictal periods without seizures.
Sleep Activation in Different Epileptic Networks
Thalamocortical Epileptic Network Underlying the Electroclinical Phenomenology of Epilepsies Hitherto Classified as Idiopathic Generalized Epilepsy (IGE). Under this heading, different groups of epilepsies are classified. The common clinical features are absences, multilocular myoclonic jerks, or generalized tonic-clonic seizures appearing with characteristic age dependency and the lack of initial focal symptoms (however thre are different lines of evidence for the frontal seizure origin both in experimental works [75] in clinical case histories).
From a syndromatological point of view, the following types were delineated: (1) childhood absence epilepsy (CAE), (2) juvenile absence epilepsy (JAE), (3) myoclonic absence epilepsy (MAE), (4) eyelid myoclonia with absences (EMA), (5) perioral myoclonies with absences (PMAE), (6) juvenile myoclonic epilepsy (JME) with jerks without loss of consciousness and generalized tonic-clonic seizures (GTC) seizures, and (7) IGE with awakening GTC seizures (EGMA).
The EEG shows in interictal state certain variations of bilateral frontal dominant spike and wave discharges. Ictal EEG pattern is bilateral extended spike-wave discharges (absence), multiple spikes and waves (myoclonic seizures of JME), and repetitive spiking in the tonic, then slowing down to packages of spike-waves and alternating with suppressed periods (generalized tonic-clonic seizures). 
We have evidence, provided by several studies, where during interictal spike-wave discharges a transient cognitive impairment (TCI) is detectable [76].
Neuroimaging did not show structural cerebral alterations studied by routine protocols, however in JME patients frontomedial structural changes were demonstrated by histological [77] and by MRI morphometric methods [78]. The disorder has an inheritance probably caused by a variation of multigenetic constellations not yet thoroughly revealed with separate endophenotypic characteristics of the seizure, EEG, and other features (like photosensitivity). 
The working mode of the system by which the spike pattern develops is proved to be the same that works during NREM sleep opposed to waking and REM state (see in the previous chapter in more details). This working mode is characterized by “burst firing” when both cortical and thalamic neurons produce excitation alternating with inhibition or disfacilitation in high synchrony. The pacemaker of inhibition executed on the thalamic relay cells is the thalamic reticular neurons. Electrophysiological studies revealed a very complex thalamocortical circuitry with multiple transmitters and special membrane properties   involving cortical pyramidal, thalamic relay, and thalamic reticular neurons producing intermittent recurrent excitation and inhibition behind the characteristic bilateral spike-wave pattern. 
Relationship between NREM Sleep and IGE Symptoms. There is a close relationship between vigilance level and expression of spike-wave paroxysms. Spontaneous paroxysms are promoted by transitory decreases of vigilance level during awake state[79, 80], after awakening, after lunch, in evening sleepiness, during boring tasks or situations, experimental depression of reticular arousal functions [81], and after sleep deprivation. Spontaneous paroxysms are inhibited by a sudden increase in vigilance [82, 83], arousals (calling by name), and experimental stimulation of the reticular arousal system. This relationship stems from the common “burst firing” working mode of the thalamocortical system sharing by a mechanism that sets into motion both in shifts toward slow wave sleep and in spike-wave pattern.
However, the fact that spike-wave activation in the form of absence-like 3 Hz paroxysms occurs selectively in transitional periods (between slow waves sleep and wakefulness and between slow wave and REM sleep) and that spike-wave pattern is absent in REM sleep both in humans [78, 79, 84–86] (Figure 4) and animals [87, 88] and is present only in distorted groups during deep slow wave sleep needs explanation. Studies analyzing this relationship have shown that not only the level of vigilance differs but activation in these transitional periods is closely connected with sudden oscillations of vigilance attached to the so-called phasic events of sleep. Spontaneous paroxysms (with or without clinical manifestations) have been associated with arousal-dependent phasic events preceded by K-complexes and/or slow waves [89, 90]. With sensory stimulation these dynamic changes could have been experimentally elicited and studied [90]. Association of generalized spike-wave pattern in IGE with sleep instability in NREM sleep can be measured by the CAP phenomenon, the frequency of which is proportional with sleep instability. Sleep EEG analysis of primary generalized patients [91] showed significant prevalence of spike-wave paroxysms during CAP as compared to NCAP periods (68% versus 32%), 93% of all the spike-wave patterns occurred in CAP were found in the reactive phase A. In sleep EEG analysis of JME patients [92] spiking rate was significantly higher in CAP A phase compared to NCAP and showed strong inhibition in CAP B phase. The link between EEG microarousal phenomena and spike-wave paroxysms is in apparent contradiction to the association of spike-wave pattern and sleep-like bursting mode of the thalamocortical system. To solve this contradiction we should take into consideration that most of the evoked phasic events during the dominance of the bursting mode show the features of sleep response. They contain clear-cut synchronisational slow wave sleep elements (single or serial K-complexes, slow wave groups) occurring in the same form as in the spontaneously appearing counterparts. Each phasic activation during slow wave sleep seems to evoke a regulatory rebound shift toward sleep, which seems to be the best activator of the oscillatory mode of thalamocortical network and the spike-wave mechanisms as well [84, 90].


	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
	
		


	
		
			
			
			
		
	
	
		
			
			
			
		
	
	
		
			
			
			
		
	
	
		
			
			
			
		
	
	
		
			
			
			
		
	
	
		
			
			
			
		
	
	
		
			
			
			
			
			
			
		
	
	
		
			
			
			
		
	
	
		
			
			
			
			
			
			
			
			
			
			
		
	
	
		
			
			
			
			
		
	
	
		
			
			
			
			
			
			
		
	
	
		
			
			
			
			
		
	
	
		
			
			
			
			
		
	
	
		
			
			
			
			
			
			
		
	
	
		
			
			
			
			
		
	
	
		
			
			
			
		
	
	
		
			
			
			
			
		
	
	
		
			
			
			
			
		
	
	
		
			
			
			
			
		
	
	
		
			
			
			
			
			
			
			
			
			
			
		
	
	
		
			
			
			
		
	
	
		
			
			
			
		
	
	
		
			
			
			
			
		
	
	
		
			
			
			
			
		
	
	
		
			
			
			
			
			
			
			
		
	
	
		
			
			
			
			
			
			
			
			
			
			
			
			
			
		
	
	
		
			
			
			
		
	
	
		
			
			
			
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
			
			
		
	
	
		
			
			
			
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
		
	
	
		
			
				
				
				
				
				
			
		
		
			
				
				
				
				
				
			
		
	
	
		
			
		
		
			
		
		
			
		
		
			
		
	
	
	
	
		
			
				
				
				
			
		
		
			
				
				
				
				
				
				
				
				
			
		
	
	
		
			
			
		
	
	
		
			
			
		
	
	
		
			
			
		
	
	
		
			
		
	
	
		
			
		
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

Figure 4: Composite figure demonstrating the association of ictal type of spike-wave paroxysms with transitory periods between awake and NREM sleep. (A) shows that absences with generalized spike-wave pattern can be elicited by arousing stimulus (calling by name), while the same arousal blocks the pattern by increasing level of vigilance. (B) Schema of the optimal level for absences reachable either by arousal from light sleep or falling asleep. (C) and (D) The distribution of spike-wave activity across the sleep stages. Absence type ictal activation appears exclusively in the transitional periods between awake/NREM and REM/NREM sleep. Attentional awake state usually and REM sleep always block absences. (D) Distribution of absences (indicated by perpendicular lines) across sleep cycles in night sleep in absence epileptic patients.


There is another aspect in which NREM sleep and absence seizures share important features, namely, the global decrease of cortical activity during both absences and NREM sleep. Absences with 3 Hz synchronized spike-wave pattern are composed by two distinct components. The underlying events during the “spike” component proved to be unequivocally a pronounced glutamatergic burst discharge both in cortical and thala