A Low-Cost Automated Test Column to Estimate Soil Hydraulic Characteristics in Unsaturated Porous Media
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The estimation of soil hydraulic properties in the vadose zone has some issues, such as accuracy, acquisition time, and cost. In this study, an inexpensive automated test column (ATC) was developed to characterize water flow in a homogeneous unsaturated porous medium by the simultaneous estimation of three hydraulic state variables: water content, matric potential, and water flow rates. The ATC includes five electrical resistance probes, two minitensiometers, and a drop counter, which were tested with infiltration tests using the Hydrus-1D model. The results show that calibrations of electrical resistance probes reasonably match with similar studies, and the maximum error of calibration of the tensiometers was 4.6% with respect to the full range. Data measured by the drop counter installed in the ATC exhibited a high consistency with the electrical resistance probes, which provides an independent verification of the model and indicates an evaluation of the water mass balance. The study results show good performance of the model against the infiltration tests, which suggests a robustness of the methodology developed in this study. An extension to the applicability of this system could be successfully used in low-budget projects in large-scale field experiments, which may be correlated with resistivity changes.

1. Introduction

The unsaturated soil hydraulic functions are important parameters in many soil, hydrological, ecological, and agricultural studies (e.g., [1, 2]). Thus, the estimation of the unsaturated flow should be precisely analyzed; their evaluation has important implications in transient process of infiltration due to the high nonlinearity of soil water characteristics. It is also crucial in evaluating the dynamics of chemical pollutants in soil and in assessing the risks of groundwater pollution. However, the available methods to obtain soil hydraulic parameters are often difficult to implement in practice, as well as being time-consuming [3]. According to Mertens et al. [4], this task is not trivial, since soil moisture exhibits high variability in time and space. These issues have prompted the development of analytical and numerical methods to calculate parameters that are difficult to measure in the field [5, 6].

However, the implementation of modeling tools is hampered by the lack of field data, needed to assess the capability of models and approaches. Consequently, the estimation of the hydraulic properties in porous media is an essential issue. For many years, monitoring methods have lagged behind numerical analyses of water flow, solute transport, and heat transfer into and through the vadose zone. Nevertheless, recent advances in electronic components, renewed interest in development of monitoring methods, and the infusion of new electromagnetic sensors into vadose zone hydrology have begun to address this imbalance [7].

In order to solve time-consuming measurements issues, automated devices are increasingly being used to evaluate soil hydraulic properties to examine the nature of water flow dynamics. Thus, the most common instruments are automated infiltrometers and permeameters [8, 9]. However, more information is often required compared to only the measurements made at the soil surface. Depending on the objective of the study, it is frequently necessary to estimate vadose zone parameters from laboratory and in situ tests. These include methods for full-scale infiltration evaluation of various intensities simulated rainfalls and durations over
a selected area [10] to analyze flow behavior in small soil samples (cm³ in size) such as those needed for X-rays diffraction [11].

Hydrological models able to simulate soil moisture content profiles using Richards [12] equation require two soil hydraulic functions: the soil water retention curve and the hydraulic conductivity curve. The parameters of these functions can be estimated by analyzing soil cores in the laboratory or from in situ measurements. In a modeling context, soil moisture content and matric potential measurements can be used to estimate effective soil hydraulic parameters using the inverse method introduced by Zachmann et al. [13]. Although the inverse method can be an effective alternative, it occasionally produces nonunique solutions. Parker et al. [14] showed that the inverse method for a one-step outflow experiment did not produce a unique estimate when there were three unknown parameters and only outflow volume was measured. Russo et al. [15] and Šimůnek and van Genuchten [16] obtained similar results, which suggests that uniqueness of the one-step outflow experiment could be improved by incorporating additional variables (e.g., water contents and/or pressure heads) to yield a unique solution. Hence, the effectiveness with which these modeling tools in environmental management can be adopted relies heavily on the quality with which unsaturated flow parameters can be identified.

Considering the complexity of processes occurring in the unsaturated zone, and the need of automatized data acquisition, the main goal of this paper is to present an automated test column (ATC) to perform laboratory tests to determine a set of hydraulic properties from homogeneous soil samples and to demonstrate their suitability in a one-dimensional model (Hydrus-1D) to simulate transient infiltration associated with unsaturated soil water flow. The research approach includes a combined use of direct and indirect methods to estimate soil hydrodynamics parameters in unsaturated soils aiming to (1) evaluate the information content of different types of measurements (water content, matric potential, and soil water fluxes) collected from an automated system under different boundary conditions and herein verify the performance of the sensors installed, (2) identify the model parameters from the available data containing the most rich information content, and (3) investigate the simulated transient water contents and water fluxes against the measured data to provide an independent verification of the model. The results not only demonstrate the utility of various investigational approaches to evaluate the flow system dynamics in unsaturated soils but also provide an insight on the performance, reliability, and usefulness of these probes.

2. Materials and Methods

The research approach involved three main components. First, the experimental setup of the column test and their operational principles associated with calibration and measurement of hydraulic state variables are presented. Second, a description of the infiltration tests and boundary conditions, that are used as input in a one-dimensional modeling approach (Hydrus-1D), are shown to conduct a quantitative assessment of soil hydraulic functions and water fluxes in the column experiment. Finally, simulated and measured output values were compared and differences were quantified with statistical performance criteria to evaluate the ATC system.

2.1. Experimental Setup. The laboratory experimental setup allowed performing infiltration experiments in a column with controlled boundary conditions while monitoring different hydraulic state variables. Column studies were conducted using an acrylic column with an inner diameter of 12.7 cm and a length of 1.15 m filled with a homogeneous sand. Schematic details of the column test apparatus and experimental column setup are illustrated in Figure 1, including external components used for drainage experiments. In this schema, at the top of the column, a pump provides the incoming water from a 5 L water storage reservoir. For controlled drainage, the column was equipped with a porous ceramic suction plate at the bottom to apply a defined lower boundary pressure head condition via different setting of the connected vacuum pump (0 to ~50 kPa). The column design (Figure 1) was similar to the one used by Ritter et al. [20] and Scholl et al. [21].

In this context, five devices were developed based on electrical resistance that continuously measure changes in moisture content. Each of them consists of two unshielded copper wires, 3 mm in diameter and 8 cm high, mounted on both sides of a 5 mm thick acrylic separator. Four of them are in direct contact with the porous media to provide a quick response, while the fifth resistance probe is embedded into a gypsum block, which reduces the electrical resistance differences between measures with different salinity degrees, thus providing more stability to measure moisture content in the soil column [22]. As a result of this system, the electrical resistance measured by the probes is converted into volumetric water content of the soil by a calibration curve.

All electrical resistivity probes are connected to the same electronic resources by means of an analog multiplexer. The electrical resistance, \( R \), is measured in terms of an output frequency function, \( f \), from a NE555 oscillator circuit in a stable configuration according to the following equation [23]:

\[
\frac{1}{C(R_a + 2R) \ln 2},
\]

where \( R_a \) is the resistance in ohms (Ω) and \( C \) is the capacitance in farads (F). Both \( C \) and \( R_a \) are fixed values of the oscillator circuit, whereas \( R \) varies according to water content in the column test. The analog multiplexer selects sequentially the signal from each monitoring probe and forwards it to the oscillator circuit. The main advantages of this configuration are as follows: (1) since alternate current is applied to the probes, it does not generate gasses and apparent resistance changes [22], (2) \( C \) and \( R_a \) values are the same for all probes, and (3) it minimizes the amount of electronic components included in the devices.

Additionally, the system was instrumented with two minitensiometers installed in the soil column at two
Figure 1: (a) Schematic representation of the experimental design of the automated test column (ATC) and (b) photograph showing the external components used for drainage experiments.

observation depths to measure the matric potential (Figure 1), each connected to a differential pressure transducer MPXV5050DP [24]. In order to equilibrate with the moisture in the soil column, the tensiometers were partially filled with water before inserting them into the soil column used for drainage experiments. The difference of pressure between \( P_A \) and \( P_B \) is measured by \( T_1 \), whereas the difference between \( P_B \) and \( P_C \) is measured by \( T_2 \). The pressure range of both sensors goes from 0 to \(-50 \) kPa. The output voltage from transducers \( T_1 \) and \( T_2 \) is coupled to an analog-to-digital converter to be processed by a PIC18F4550 microcontroller [25].

A collector, equipped with a drop counter, was used to measure the volume of water that flows down through the column during each experiment by either gravity or external pressure (Figure 1). The drop counter consists of a funnel with a hydrophilic synthetic material attached to its small opening. It leads the captured water towards a signal-conditioning circuit coupled to the microprocessor. Thus, when a drop of water falls down, it flows between two conductivity probes and closes the circuit. The microprocessor counts the amount of water drops detected in a period of time, then this is converted into milliliters minute\(^{-1}\) (mL min\(^{-1}\)) units. In addition, it is possible to transfer the measured data to a computer via a USB (Universal Serial Bus) port.

2.2. Calibration and Measurement of Hydraulic State Variables. In order to calibrate the resistance probe inside the gypsum block, the water content from several samples was determined by a gravimetric method, which is widely used to calibrate indirect water content measurements [26, 27]. In this approach, the sample is weighed before and after being dried; the difference between the two masses constitutes the water content. Thus, the sample was dried in an oven at 110°C until its weight does not change. The time to reach this state depends on the volume sampled, soil characteristics, and water content [26, 28].

The calibration of tensiometers was obtained by means of four vacuum pressure (suction) values over a range of \(-50 \) to \( 0 \) kPa generated by a vacuum pump. As a second calibration method, falling-head tests using a water-filled column were performed with each tensiometer with a pressure span from \(-20 \) to \( 0 \) kPa. The falling-head tests were carried out at rates greater than the wetting front velocity observed in the soil column experiment. Similar calibration processes have been carried out by Bathurst et al. [29], who investigated the
transient unsaturated-saturated hydraulic response of sand-geotextile layers under 1D constant-head surface infiltration conditions.

The calibration of the collector, including the drop counter to measure the flux of water, was initially tested out of the column, where laboratory multipoint calibrations were conducted by the addition of five known volumes of water at the top of the collector and counting the drops for each case. The hydrophilic material was dry at first, and it was required to overpass a threshold until the material became saturated and starts dripping. The corresponding volume was measured from the moment when the first drop was detected by the sensor. Once the calibration of devices has been achieved, the next step was to measure the hydraulic state variables in the soil column experiment. Therefore, throughout each infiltration experiment, matric potential, soil water content, and water fluxes were recorded at 10 min increments and then averaged at 1 h intervals.

2.3. Infiltration Tests and Boundary Conditions. In the present study, three infiltration tests were developed to investigate the effects of different boundary conditions and verify the performance of the sensors installed in the automated column test (ATC). During these tests, data from electrical resistance probes, a gypsum block, and a drop counter were recorded using different experimental setups. Thus, a first experiment was performed to obtain information about the soil hydraulic functions in the column test. In this context, the lower boundary during the drainage experiment was set to a constant pressure head of −50 kPa (Dirichlet condition). At the upper boundary, an infiltration flux of 5 mm h⁻¹ was applied until a steady outflow rate was achieved as initial condition. Thereafter, infiltration was stopped and matrix potential and water content were monitored during the redistribution phase. Soil surface was covered by parafilm to avoid evaporation (i.e., no flux upper boundary condition), while, at the lower boundary, drainage continued under a constant pressure head of −50 kPa. The transient profiles of water content and matrix potential during the redistribution phase entered the evaluation procedure for hydraulic property estimation.

A second infiltration experiment was performed to obtain information about the advancement of the wetting front in the column test. In that case, the top of the column was designed to provide a constant head of water to simulate surface recharge of a soil mass due to infiltration of ponded water. The depth of ponded water at the top of the column was maintained at 3 mm during 75 min using the reservoir placed on the top of the column (4 L). Following the end of the 75 min infiltration flux, the column was allowed to drain for 8 h to measure water content and water flow profiles. At the bottom of the column, the value of the pressure head is constant and equivalent to atmospheric pressure. This type of boundary condition at the column outlet automatically describes free outflow from the soil column.

A third drainage experiment was performed subsequently to obtain a validation data set. Thus, in the third test, 8.6 L of water was pumped from the reservoir located on the top of the column, respectively. The infiltration rate was set at 1 cm high at the upper boundary to provide a constant head due to infiltration of ponded water and drained under the same conditions as described previously, whereas a suction generated by a vacuum pump was applied at the bottom boundary (−50 kPa). In this scenario, the transient profiles of water content and water flux obtained during the redistribution phase where compared with simulated values (Hydrus-1D) to assess the performance of the sensors.

2.4. Unsaturated Water Flow Modeling. The simulations of the one-dimensional (1D) vertical water flow model were carried out using the Hydrus-1D model [30]. The latter is widely used to simulate water flow and solute transport through the vadose zone (e.g., [31, 32]). The Hydrus-1D program numerically solves the Richards equation for saturated and unsaturated water flow and the convection-dispersion equations for heat and solute transport. The governing one-dimensional water flow equation for a partially saturated porous medium is described using the modified form of the Richards equation, under the assumptions that the air phase plays an insignificant role in the liquid flow process and that water flow due to thermal gradients can be neglected:

\[ \frac{\partial \theta(h)}{\partial t} = \frac{\partial}{\partial z} \left[ K(h) \left( \frac{\partial h}{\partial z} + 1 \right) \right], \tag{2} \]

where \( h \) is the matrix potential in cm, \( K(h) \) is the unsaturated hydraulic conductivity function in cm·day⁻¹, \( z \) is the depth in cm (positive in the opposite direction to gravity), \( \theta \) is the volumetric water content in cm³·cm⁻³, and \( t \) is the time in days.

To solve (2), the retention function, \( \theta(h) \), the hydraulic conductivity function, \( K(h) \), and the initial and boundary conditions need to be defined. According to van Genuchten [17], they are given as follows:

\[ \theta(h) = \theta_r + \frac{\theta_t - \theta_r}{\left[ 1 + (\alpha h)^{\frac{1}{n}} \right]^m} h < 0, \tag{3} \]

\[ \theta(h) = \theta_s \quad h \geq 0, \tag{4} \]

\[ K(\theta) = K_o S_e^{1 - \frac{1}{m}} \left( 1 - \left( 1 - S_e^{1/m} \right)^2 \right), \tag{5} \]

where \( K_o \) is the saturated hydraulic conductivity in cm·day⁻¹, \( S_e = (\theta - \theta_r)/(\theta_t - \theta_r) \) is the effective saturation (nondimensional), and \( l \) is a factor that accounts for the pore connectivity or pore tortuosity (nondimensional); \( \theta_t \) is the saturated water content in cm³·cm⁻³; \( \theta_r \) is the residual water content in cm³·cm⁻³; \( m, \alpha, \) and \( n \) are empirical shape parameters, where \( m = 1 - 1/n \). A high value of \( l \) corresponds to a low pore connectivity or a high pore tortuosity.

2.5. Estimation of the Parameters of the Hydraulic Functions. Direct and indirect methods are available to estimate soil hydraulic properties, which are prerequisites to solve water movement equations. Direct methods are usually time-consuming and require measuring devices and a skilled operator compared to indirect methods. Indirect methods, for example, pedotransfer functions (PTFs), which estimate
parameters based on easily obtained soil texture data, have lately been widely used. However, the reliability of these parameters should be scrutinized, because PTFs are based on general data sets, and verification with true field data is often lacking. During this research, we investigate how well a combination of direct and indirect methods estimates soil hydraulic parameters that are used as input in a one-dimensional (Hydrus-1D) vertical water flow model to simulate water balance variables, such as soil water content. Thus, these simulated data are compared to experimental data using controlled experiments at the column scale assuming one-dimensional water flow.

In this regard, ROSETTA, developed by United State Salinity Laboratory (USSL), a neural network model, was executed to obtain initial values of soil hydraulic parameters [33]. ROSETTA allows obtaining continuous and class PTFs. In this study, continuous PTFs are obtained using average of sand, silt, and clay percentages along with bulk density. The bulk density, \( \rho_b \), from laboratory measurements has a value of 1.92 g cm\(^{-2} \). Furthermore, an estimate of saturated hydraulic conductivity was obtained from falling-head permeameter tests performed on repacked samples [34]. The ROSETTA software was used in several studies (e.g., [35, 36]).

In the present study, the state variables considered are soil water content (\( \theta \)), matric pressure head (\( h \)), and vertical flow rates through the soil column (\( q \)), which were measured in the laboratory using the automated devices installed in the column. To convert retention data to the retention function parameter using the user-friendly software named RETC (RETerion Curve), a computer program developed by USSL was executed. During this research, two approaches were used to determine a set of hydraulic parameters from the infiltration tests. In the first approach, the initial estimates of flow parameters (soil hydraulic parameters) were taken from the ROSETTA program and used as prior information in the estimation of optimized soil parameters for modeling the soil water content in the column experiment. According to Mertens et al. [4], the effective parameter estimates are more realistic when the prior information is incorporated. As an alternative, in the second approach, the initial estimates of the soil hydraulic parameters were taken based on a literature review of previous studies as a first guess for the RETC program [20, 21, 37].

RETC uses a nonlinear least-squares optimization approach to estimate the unknown model parameters from observed hydraulic state variables and/or conductivity data. The model allows for the optimization of any one, several, or all hydraulic function parameters, including \( \theta_s \), \( \theta_r \), \( \alpha \), \( n \), \( m \), \( l \) and \( K_c \). For the present study, RETC is executed to obtain retention parameters, namely, \( \theta_s \), \( \theta_r \), \( \alpha \) and \( n \) only from observed hydraulic state data. Note that the number of parameters to be estimated depends on the availability and suitability of the data. For example, in most cases, \( \theta_s \) is available from the experiment, and, therefore, it is not optimized. Likewise, the \( l \) parameter was not measured in laboratory and set to its typical value of 0.5 [38], and the saturated hydraulic conductivity (\( K_c \)) was measured using the laboratory constant-head technique. As mentioned above, the parameter sets from these estimation methods were used in Hydrus-1D, a one-dimensional variable saturation soil water model, to simulate the advancement of the wetting front in the third column test using the same boundary conditions. The calibration of the model was carried out by trial-and-error iterative procedure; an extensive parameters optimization analysis was not performed because it was not the focus of this study.

2.6. Model Performance Analysis. The model performance analysis was evaluated by five statistical analysis criteria: the maximum error (ME); root mean square error (RMSE); coefficient of determination (\( R^2 \)); modeling efficiency (EF); and coefficient of residual mass (CRM). Their mathematical expressions are widely defined in hydrological literature (e.g., [39]). The lower limit for ME, RMSE, and \( R^2 \) is zero and the maximum value for EF and \( R^2 \) is one. Both EF and CRM can be negative. A high value of ME represents a poor model performance, while a large RMSE value shows how much the simulations overestimate or underestimate the measurements. A negative EF value indicates that the averaged measured values give a better estimate than the simulated values. The CRM is a measure of the tendency of the model to overestimate or underestimate the measurements. A negative CRM shows a tendency to overestimate. If all simulated and measured values are the same, these statistics would be ME = 0, RMSE = 0, \( R^2 \) = 1, EF = 1, and CRM = 0.

3. Results and Discussion

3.1. Calibration of Sensors Installed in the Soil Column. Figure 2 shows the water saturation, defined as the water content divided by porosity, versus electrical resistivity for the gypsum block sensor installed in the ATC. As shown in this figure, the calibration obtained only takes into account the gypsum block sensor, due to the fact that this device provides more stability to measure moisture content in the soil column. It includes also the resistivity values of a similar calibration in a sandy soil obtained by Al Hagrey et al. [10]. As illustrated in Figure 2, the relationship between resistance to water content in both probes has the same behavior; that is, the greater the soil water saturation, the smaller the resulting resistance. Nevertheless, the full range is different due to the fact that electrical resistivity is a geometry-dependent variable, which varies according to materials and dimensions of the probes. From this study, the slope of the plot is slightly higher than that reported by Al Hagrey et al. [10] due to different porosities (\( \phi = 0.37 \) in [10] and \( \phi = 0.275 \) in this study) and the geometry of the sensors. Hence, taking into consideration the results, it is evident that the calibrated values provide reasonable estimates to describe the laboratory electrical resistivity data.

In order to assess the response of the tensiometers, Figure 3 displays the relationship between the suction pressure, \( P_s \), versus the output voltage, \( V_s \), for both tensiometers (\( PT_1 \) and \( PT_2 \)) obtained by two calibration methods. In this context, in the calibration using data obtained with a vacuum pump (indicated by squares), the maximum difference in respect to the linear approximation for \( PT_1 \) occurred at 5 kPa.
This difference of 148 mV represents an error of 3.2% in respect to the full range. Moreover, for the sensor $PT_2$, the maximum difference was detected at 40 kPa, which represents an error of 4.6%. As expected, for the second calibration method, similar results were obtained using a negative water head pressure (indicated by circles). In this scenario, the maximum error in respect to the full span was 2.7% and 2.8% for $PT_1$ and $PT_2$, respectively. Taking into consideration the above results, the voltage response shows a high linear correlation with a value of $R^2 = 0.9965$ for $PT_1$ and $R^2 = 0.9905$ for $PT_2$. This is due mainly to the design of the transducers themselves, based on a variety of techniques and standards in both laboratory and field studies, which includes a linearization stage and a temperature compensation circuit [40].

On the other hand, results of the drop counter calibration in terms of the volume of water applied at the upper boundary versus the number of water drops detected by the device are observed in Figure 4, which shows that the calibrated values suggest a general agreement between simulated and observed data. In this schema, the line represents the linear approximation with coefficient $R^2 = 0.9974$ and a RMSE = 0.0018. The measured values had an average of 29.88 microliters ($\mu$L) per drop and a standard deviation of 0.236 $\mu$L. Furthermore, the travel time of the water drops between the drop counter probes was approximately 50.4 ms, which means that the drop counter can measure up to 1190 drops per minute. Therefore, the maximum rate that the drop counter may measure is 35.57 mL/min, corresponding to an infiltration rate of 2.19 mm min$^{-1}$, which exceeds widely the amount of effective rainfall that can infiltrate in the vadose zone. In that context, the soil does not allow such high infiltration rate, due to runoff that occurs when the surface becomes saturated, in which the effective rainfall intensity exceeds the infiltration capacity of the soil.

### 3.2. Estimation of the Water Retention Curve.

As illustrated in this study, the first approach, derived from a combined approach based on the van Genuchten model (ROSETTA) to obtain initial values of soil hydraulic parameters and the RECT model, gives similar results for the estimation of optimized soil parameters. The main difference between both is the number of iterations: 86 iterations when using the combined approach with ROSETTA against 106 iterations when using only the RETC program. Hence, Figure 5(a) presents the water retention data obtained from laboratory experiments, as well as the retention function (RF) based only on the second approach (RECT model). In this representation, the optimized retention function (RF) was compared to other water retention curves obtained by Carsel and Parrish [18] based on 12 major soil textural groups. It can be seen that the resulting fitted curve is a reasonable agreement between the simulated and measured points, except for measurements performed in low water contents, which could be associated with sensitivity of suction observed at high pressure values.

According to the USDA soil texture triangle, the soil particle distribution used in this study to obtain soil hydraulic parameters is classified as sand soil. For this reason, in the present study, the comparison between soil hydraulic functions was developed with similar soil textures, taking into account sand, sandy loam, and loamy sand data, as can be seen from Figure 5(a). As indicated in this graph, a comparison between the soil hydraulic function of this study (sand) and the retention function for the same soil data (sand) differs significantly for low water content and near saturation where, for the same matric, potential the water content values present significant differences. Such results do not correspond to those obtained by Paige and Hillel [41] who found close agreement for the moisture retention relationships determined by the instantaneous profile method and the soil cores. According to Islam et al. [37], this may be due to differences in input components into the methods to estimate the hydrodynamics parameters. On the other hand, for loamy sand and sandy loam, both approaches lead to relatively close results, as they even overlap in some instances, especially for the RF obtained using loamy sand.

As explained by Islam et al. [37], clay soils usually have higher $\theta_s$ and $\theta_w$ but lower $a$ (i.e., higher bubbling pressure) and $n$ (i.e., gradual decrease of water content with an increase of matric head) than sandy soils due to pore size distribution differences. In this research, however, mixed and reverse patterns of these parameters are observed (Table 1), which is contrary to observed soil particle distribution data. The higher $\theta_s$ and $n$ for sand soil data taken from Carsel and Parrish [18] make the RF distinct from others at low and higher water contents. A relatively low value of $n = 1.89$ is obtained for sandy loam (Table 1), which results in a steeper retention curve in Figure 5(a). Similarities between the retention functions are more obvious for sand of this...
Figure 3: Calibration results of tensiometers: (a) $T_1$ and (b) $T_2$ expressed as suction pressure, $P_s$, versus voltage from the transducers, $V_t$, using a vacuum pump (circles) and a negative water head pressure (squares) applied at the bottom boundary.

Table 1: Soil hydraulic parameters for different soils used to estimate the soil hydraulic functions according to the formulation of van Genuchten [17] (Figure 5).

<table>
<thead>
<tr>
<th>Soil</th>
<th>$\theta_r$ (cm$^3$ cm$^{-3}$)</th>
<th>$\theta_s$ (cm$^3$ cm$^{-3}$)</th>
<th>$\alpha$ (cm$^{-1}$)</th>
<th>$n$ (—)</th>
<th>$m$ (—)</th>
<th>$I$ (—)</th>
<th>$K_s$ (cm·h$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sand$^*$</td>
<td>0.045</td>
<td>0.430</td>
<td>0.145</td>
<td>2.680</td>
<td>0.627</td>
<td>0.5</td>
<td>29.70</td>
</tr>
<tr>
<td>Sandy loam$^*$</td>
<td>0.065</td>
<td>0.410</td>
<td>0.075</td>
<td>1.890</td>
<td>0.471</td>
<td>0.5</td>
<td>4.42</td>
</tr>
<tr>
<td>Loamy sand$^*$</td>
<td>0.057</td>
<td>0.410</td>
<td>0.124</td>
<td>2.280</td>
<td>0.561</td>
<td>0.5</td>
<td>14.59</td>
</tr>
<tr>
<td>ATC sand</td>
<td>0.055</td>
<td>0.420</td>
<td>0.130</td>
<td>1.900</td>
<td>0.474</td>
<td>0.5</td>
<td>21.00</td>
</tr>
</tbody>
</table>

$^*$Values extracted from Carsel and Parrish [18].

Figure 4: Calibration results of the drop counter expressed as volume of water (left axis) added at the upper boundary versus number of drops, $N_d$, detected by the sensor. The linear approximation (left axis) and the relative error (right axis) are also included.

In summary, considering both, retention and conductivity functions, one can consider that, in the context of the experimental column scale, the approach based on experimental data of this study to estimate soil hydraulic parameters using the retention properties and the saturated hydraulic conductivity values measured in the laboratory (Table 1). In this graph, the measured unsaturated hydraulic conductivity data is not showed because it was not determined experimentally. It is evident from Figure 5(b) that the shape of the profiles is reasonably well fitted according to the model of van Genuchten [17], showing a rapid decrease of the unsaturated hydraulic conductivity near saturation. In this schema, there is a comparison that shows that the unsaturated hydraulic conductivity determined using sand data from Carsel and Parrish [18] is systematically higher than those predicted from the laboratory at the column scale for low matric potential values. Similarly, a comparison of the results for the same curve is less satisfactory in the high matric potential range. According to Mermoud and Xu [42], this could be associated with differences in volume scale of measurement involved in the two approaches and with a possible influence of macropores on the transmission characteristics of the soil. On the other hand, loamy sand data provide hydraulic functions relatively close to the predicted data of this study, except for high matric potential values where the curves show more differences than similarities.
is found adequate. Consequently, they have been used as reference to evaluate the impacts of different methods for determining soil hydraulic properties on modeling results.

### 3.3 Water Content and Water Flux Observations

As mentioned in the setup section, a second infiltration experiment was performed to obtain information about the advancement of the wetting front in the column test. In this test, a constant infiltration of ponded water was maintained at 3 mm during 75 min and then the column was drained for 8 h to measure the water content and water flow profiles. The bottom boundary condition was a free draining condition allowing free outflow when saturation occurs at the bottom. Under these conditions, a comparison of the wetting front progression versus time is presented in Figure 6, which show water content measured by electrical resistance sensors.

**Figure 5:** (a) Plot of water retention function for different unsaturated porous media using the soil parameters presented in Table 1, according to the formulation of van Genuchten [17] and (b) unsaturated hydraulic conductivity as a function of matric potential by using soil hydraulic parameters included in Table 1 and (5).

**Figure 6:** Comparison of wetting front progression versus time as derived from (a) second infiltration test of this study measured by electrical resistance sensors and (b) modified from Hardie et al. [19]. The ponded water depth at the upper boundary is also indicated.
installed in the soil column. In this scenario, a wetting front example modified from Hardie et al. [19] is also presented for comparison.

As shown in this figure, the results indicate that water content near the top of the column increased sharply during the infiltration test and decreased shortly after the ponded infiltration was stopped, while the water content for the lower portion of the soil column increased and decreased at a delayed time and at a slower rate as compared with those for the upper section. Based on these data, the top sensor exhibits water content increment in 8 min after the beginning of the test. Thus, when the top probe detects a 13% of water content, the middle-up sensor detects the wetting front 15 min after the test began. These wetting fronts are very similar to those reported by Hardie et al. [19] (Figure 6(b)), who found that flow paths depend on the soil’s wettability that is dynamically changing with the actual dynamics of soil water content. Nevertheless, the use of capacitance based soil moisture monitoring may however be limited in soils in which macropore flow is enhanced at high antecedent soil moisture content. Hence, the differences in terms of magnitude and shape between both results could be due to differences in water content monitoring, boundary conditions at the upper boundary, and porous media features.

The electrical resistance probes without a gypsum block were also used to detect drainage processes in the automated test column (ATC). As a result, the peak values of each curve occurred about one hour after the waterfront was detected. After each peak, the electrical resistance increases as a result of a slight water content decrement on the upper and upper-middle sensors. Although the response of the probe inside the gypsum block (Figure 6(a)) is consistent with the other probes in the wetting stage, the drainage response presents a slight delay compared to the sensor response without a gypsum block. For this test, after 56 hours of the column test it reached the same steady-state value as the others sensors. As mentioned earlier, one advantage of covering the electrical resistance sensors with gypsum blocks is to provide more stability between readings in soils with different salinity degree, whereas a disadvantage is a delayed drainage response.

One advantage of using electrical resistance probes without a gypsum block is their fast response in transient state; however, they must be calibrated individually for each type of soil. According to the experimental purposes of the investigation, in which the ATC may be used, it is also suggested that users need to decide which type of electrical resistance probe is more sensitive and suitable for a reasonable estimate.

On the other hand, Figure 7 depicts the drop counter readings with a fixed 1 min sample rate, which shows the water flux and cumulative volume measured by the sensor during the second infiltration test. On the left axis, the flow rate is expressed in drops \( \text{min}^{-1} \), while, on the right axis, it is expressed as cumulative volume in drops. Initially, there is virtually no flow registered by the instrument into the soil column under partially saturated conditions. In this schema, Figure 7 shows that, after 1.8 h from the start of the test, the water flux increases above the retention capacity of the porous media and water begins to flow through the drop counter, as expected based on capillary theory. In the next hours, two picks of water flux were observed by the sensor and it was followed by a smooth desaturation curve in terms of stationary capillary pressures at the end of the infiltration experiment. The peak that occurred after six hours may possibly be attributed to the spatial variability of soil moisture and/or the degree to which the sensor is in contact with the soil material.

As earlier mentioned, the maximum rate measured by the drop counter is approximately 1190 drops \( \text{min}^{-1} \), which is higher than the maximum value registered by the instrument during the test (68 drops \( \text{min}^{-1} \)). On the basis of this explanation, the measured vertical flow rates are in a valid measuring range for all tests. In order to provide a realistic and smooth response, a digital low-flow filter was implemented in the final design of the drop counter output data. Considering this stage, the graph of the cumulative volume shows the filtered data of the water flow rate, resulting in an associated smooth curve. It should be noted, however, although the magnitudes of the flow rates remain similar despite the fact that the peaks are not considered, the data collection of this system does not significantly vary over the sampled time interval.

3.4. Comparison of Simulated and Measured Water Content and Water Flux Profiles. Results obtained from a combination of direct and indirect methods, to estimate the soil physical characteristics, were then used to simulate soil moisture and water flow evolution. The parameter sets of the van Genuchten equations for the soil column tests are given in Table 1. The Hydrus-1D model was run with the different parameter sets to simulate water content and water flow during the redistribution phase, assuming one-dimensional water flow in variable saturated porous media. Simulated and measured water contents were then compared and differences were quantified with the statistical performance criteria defined earlier. Figure 8 shows, as an example, the
satisfactory results, with $ME = 0.1028\, \text{cm}$. The observed readings from the resistance probes give infiltration events. Water retention curve, soil layering, and the history of prior sensitivity will obviously depend on the shape of the soil sensitive as soil moisture approaches saturation. The degree of sensitivity will depend on the shape of the soil water retention curve, soil layering, and the history of prior infiltration events.

Under the conditions simulated, the results show that the water content, measured in the upper and the upper-middle resistivity sensors, increased sharply during the infiltration test and decreased asymptotically approaching steady-state values near the end of the event. In this scenario, the lower portion of the column test (lower sensor) increased and decreased at a delayed time and decreased to reach the same steady-state condition as compared with those of the upper portion. Moreover, as it is indicated in Figure 8, the distribution of the water content, measured by the lower middle sensor, resulted in a slightly increased water content compared to the other estimations. According to Cey et al. [43], the flow system response will become increasingly sensitive as soil moisture approaches saturation. The degree of sensitivity will obviously depend on the shape of the soil water retention curve, soil layering, and the history of prior infiltration events.

Regarding the statistical analysis results, the fit indicators averages of the simulated water content compared to the observed readings from the resistance probes give satisfactory results, with $ME = 0.1028\, \text{cm}^3$, $\text{RMSE} = 0.01412\, \text{cm}^3$, $R^2 = 0.9080$, $\text{EF} = 0.9377$, and $\text{CRM} = 0.009$. In this analysis, the ME, RMSE, and CRM values obtained were close to zero, indicating that the simulated values reasonably match with the observed ones. In addition, the CRM value obtained indicates a slight tendency in the model to overestimate the observed values of water content, but this tendency is not very strong because all CRM values are around zero. Low values of RMSE also indicated the applicability of Hydrus-ID to simulate the soil hydraulic functions and water fluxes in the column experiment. Hence, it could be concluded that these identification results were similar in reliability to those obtained in various studies using TDR and tensiometer measurements to estimate the hydraulic parameters. Jacques et al. [44] found RMSE values ranging within $0.038–0.125\, \text{cm}^3$ for the measured and simulated water contents. In other studies that carried out the validation of an agroecosystem model that also used TDR measurements, RMSE values varied in the range of $0.010–0.035\, \text{cm}^3$ in the study of Heidmann et al. [45] and in the range of $0.03–0.130\, \text{cm}^3$ in the study of Wegehenkel [46].

Figure 9 summarizes results of the simulated and observed water fluxes, $q$, in a transient state versus depth and time, including also the boundary conditions with input parameters listed in Table 1. In Figure 9(a), these variables are identified in a 3D graph, which indicates their global response in transient state, as well as the flow rates estimated in the drop counter. Figure 9(b) outlines the same curves in a 2D graph (left axis) and the cumulative water fluxes measured in the drop counter (identified as circles) and simulated by Hydrus-ID (right axis). Based on the modeling results, the flow rates measured in the drop counter showed good agreement with the flow rates simulated by the Hydrus-ID model. The differences between modeled and measured values may be caused by applied averaging data of atmospheric boundary condition or by the possible existence of preferential flow paths in the soil. It is important to point out that the drop counter observed values were not used in the model calibration; thereby, they constitute an independent verification of the model.

In a broad sense, the total cost estimated of the ATC is under US$ 400, which represents a low-cost compared to available commercial instruments that perform similar functions. In such a context, the HOBO Micro Station Data Logger (model H21-002, [47]), which was not included in this study, is capable of collecting and storing data from the four sensors, at an approximate cost of US$ 231. Additionally, if the price of five commercial electrical resistivity cells is considered, at US$ 120 each (model 2731312-31S-24T OAKTON, [48]), the total cost reaches US$ 831, twice the cost of the devices installed in the ATC used in this study, which support the capability of this low-cost monitoring system. This estimation just includes the data-logger and the electrical resistivity probes without considering the price of the tensiometers and the mechanical structure of the ATC.

4. Summary and Conclusions

In many numerical simulations that include the vadose zone, it is common practice to estimate unsaturated soil hydraulic properties because they are either too expensive or too difficult to measure directly. Nevertheless, the reliability of these parameters should be scrutinized, because estimations are based on general data sets, and verification with true field data is often lacking. Considering this fact, an automated test column (ATC) was developed to measure automated long-term soil water content, matric potential, and water fluxes through a homogeneous unsaturated porous medium. A combination of direct and indirect methods approaches were used to estimate soil hydraulic parameters and demonstrated their suitability in a one-dimensional model (Hydrus-ID) to simulate transient infiltration through partially saturated soils.
Calibrations of electrical resistance probes reasonably match with similar studies, and the differences observed can be attributed to factors in manufacturing process and dimensions. The maximum errors of calibration of the tensiometers were 3.2% and 4.6% in respect to the full range, which represent slight differences between simulated and measured values of the voltage response. The sensors were found to be stable once calibrated and required maintenance or recalibration is not needed to estimate the soil hydrodynamics parameters in partially saturated soil environments. Data measured by the drop counter installed in the ATC exhibited a high consistency with the electrical resistance probes during the infiltration tests that showed the ATC capabilities; thus the output model was compared favorably with the water flow rates measured by the sensor. The drop counter provides an independent verification of the model and indicates an evaluation of water mass balance to be identified with confidence.

Results of the statistical analyses showed good performance of the model for the infiltration tests, which suggests a robustness of the methodology developed in this study, especially for the lower middle and lower sensors. This indicates that the hydrodynamic model used to simulate the water flow in this homogeneous sand column is quite appropriate. Some differences appear due possibly to a hysteresis effect during the drainage phase and variability within the soil column. The three major advantages of these sensors for examination of flow dynamics monitoring under partially saturated conditions are as follows: (1) allowing data acquisition at any specified time interval; (2) providing potentially more accurate data by minimizing disturbance of subsurface conditions; and (3) minimizing the cost of electronic components and laboratory procedures involved in sample retrieval and analysis.

The cost of the ATC is less than US$ 400, a very low cost compared to industrial sensor technologies with similar functions. The system contains low-cost commercially available components and proved durable over the course of nearly 3 years of operation. For high or low water temperature applications, an additional calibration of the resistance probes of the ATC may be required. As an extension to the applicability of this system, the low-cost system described herein, including some modifications, could be applied to low-budget projects, which may require the monitoring of either in situ hydraulic properties of the vadose zone or chemical changes of infiltrating water in the subsurface, which may be correlated with resistivity changes.

**Competing Interests**

The authors declare that they have no competing interests.

**Acknowledgments**

The authors would like to acknowledge the Ministère des Relations Internationales du Québec, the Consejo Nacional de Ciencia y Tecnología (CONACYT 201800), the Consejo Mexiquense de Ciencia y Tecnología (COMECYT), the Universidad Autónoma del Estado de México (UAEM), the Institut National de la Recherche Scientifique (INRS-ETE),
References


J. Salas-García, Determinación espacial de la recarga mediante el diseño e instalación de instrumentación en pozos de monitorio y simulación de la infiltración en la zona vadosa [Tesis doctoral], Centro Interamericano de Recursos del Agua (CIRA), Universidad Autónoma del Estado de México, Toluca, México, 2012.


Submit your manuscripts at https://www.hindawi.com