Recognition for X-ray pulsars is important for the problem of spacecraft's attitude determination by X-ray Pulsar Navigation (XPNAV). By using the nonhomogeneous Poisson model of the received photons and the minimum recognition error criterion, a classifier based on the Bayesian theorem is proposed. For X-ray pulsars recognition with unknown Doppler frequency and initial phase, the features of every X-ray pulsar are extracted and the unknown parameters are estimated using the Maximum Likelihood (ML) method. Besides that, a method to recognize unknown X-ray pulsars or X-ray disturbances is proposed. Simulation results certificate the validity of the proposed Bayesian classifier.

1. Introduction

PULSARS have been recognized as nature's "most stable clock" [1, 2] and could emit ideal period pulse signals in multielectromagnetic bands [3]. Since Chester and Butman firstly proposed using X-ray pulsars for navigation [4], many scholars focus on this completely autonomous celestial navigation method [3, 5–8]. Recognition for X-ray pulsars is one of the key technologies in the X-ray Pulsar Navigation (XPNAV) system. When XPNAV system is failure or restarted, the spacecraft rolls over and the attitude of the spacecraft is unknown. At this time, the detector receives one X-ray pulsar signal in a very short time. If we recognize which X-ray pulsar emits the signal, we can extract the observed pulsar's direction vector from the XPNAV Database [3] to speed up the spacecraft's attitude redermination [6].

At present, most literatures proposed to recovery the X-ray pulsar's profile [9] and use transforming method to extract the features of profile for pulsars recognition, such as the Selected Line Spectra Transform [10, 11], the Bispectra-Mellin Transform [12], the S Transform (ST) [13, 14], and the Wavelet Transform [15]. Besides that, the neural network has been used for pulsars recognition at the Pulsar Arcibo L-band Feed Array (PALFA) [16]. The major disadvantage of the above classifiers is that they have to recovery the X-ray pulsar's profile. As the X-ray pulsar is always far away from the solar system (thousands of light years), the received X-ray pulsar signal is very weak. Therefore, unless the observation time for X-ray pulsars could last hundreds of seconds, it is too hard to build the X-ray pulsar's profile well. In consequence, the existing classifiers are inefficient and even useless for the scenario with short observation time.

XPNAV could only use the well-known X-ray pulsars for navigation. The XPNAV Database stores each alternative X-ray pulsar's prior knowledge, which includes the X-ray pulsar's direction vector, the X-ray background noise's rate, and the X-ray pulsar signal's flux, period, and standard profile [3]. Based on the XPNAV Database, the X-ray pulsar signal photons' Joint Probability Density Function (JPDF) could be built [17]. By using the JPDF, we propose a Bayesian classifier for X-ray pulsars recognition with the minimum recognition error criterion [18]. Unlike the traditional transforming method, the proposed Bayesian classifier could extract the features of pulsars without recovering the profile. In the condition of short observation time, the proposed Bayesian classifier shows high recognition efficiency.

This paper is organized as follows: Section 2 introduces the X-ray pulsar signal model; Section 3 explains the proposed Bayesian classifier in detail; Computer simulations for proving the classifier's validity are shown in Section 4, and some conclusions are given in the final part.

2. X-Ray Pulsar Signal Model

Unlike the radio signal, the X-ray pulsar signal shows the particle property. The X-ray detector onboard aims at the
X-ray pulsar and records the arriving time of photons. The number of received photons is a stochastic process which obeys the nonhomogeneous Poisson process [17]; the Probability Density Function (PDF) is shown in

$$p \left( N_{T_{\text{obs}}} = k \right) = \frac{\left( \int_0^{T_{\text{obs}}} \lambda (t) \, dt \right)^k}{k!} \exp \left( - \int_0^{T_{\text{obs}}} \lambda (t) \, dt \right),$$

where $T_{\text{obs}}$ is the observation time, $N_{T_{\text{obs}}}$ is the number of received photons, and $\lambda(t)$ is the arriving rate of the photons. $\lambda(t)$ is composed of the X-ray pulsar signal and the X-ray background noise:

$$\lambda(t) = \lambda_b + \lambda \cdot h(\theta(t)),$$

where $\lambda_b$ is the X-ray background noise's rate which is almost time-invariant in the cosmos environment, $\lambda$ is the X-ray pulsar signal's flux, $h(\theta(t))$ is the X-ray pulsar signal's normalization standard profile, and $\theta(t)$ is the X-ray pulsar signal's phase. As the X-ray pulsar signal is periodic, $h(\theta(t) + T) = h(\theta(t))$, where $T$ is the period.

3. Bayesian Classifier for X-Ray Pulsar Recognition

3.1. Classifier Description. Divide the observation time into $N$ segments, which is shown in Figure 1. Each segment time is $\Delta t$. If $\Delta t$ is short enough, the X-ray photons' arriving rate in the nth segment $\lambda_n(\theta)$ could be expressed as [17]

$$\lambda_n(\theta) = \frac{1}{\Delta t} \int_{t_n}^{t_{n+1}} \lambda (t; \theta) \, dt.$$

The number of photons in the nth segment $x_n$ is a random variable which obeys the Poisson distribution. The PDF of $x_n$ could be expressed as

$$p \left( x_n = k; \theta \right) = \frac{\left( \lambda_n(\theta) \Delta t \right)^k}{k!} \exp \left( - \lambda_n(\theta) \Delta t \right).$$

As the random variables in each segment is independent, the Joint Probability Density Function (JPDF) could be expressed as

$$p \left( X; \theta \right) = \prod_{n=1}^{N} p \left( x_n; \theta \right)$$

$$= \prod_{n=1}^{N} \frac{\left( \lambda_n(\theta) \Delta t \right)^{x_n}}{x_n!} \exp \left( - \lambda_n(\theta) \Delta t \right),$$

where $X = [x_1, x_2, \ldots, x_N]^T$.

In order to simplify the analysis, we suppose recognizing two X-ray pulsars. The JPDF of these X-ray pulsar signals could be, respectively, expressed as

$$H_1 : p_1 \left( X; \theta_n \right)$$

$$= \prod_{n=1}^{N} \left( \left( \lambda_b + \lambda_n^1 h_1(\theta_n) \right) \Delta t \right)^{x_n} \frac{\exp \left( - \left( \lambda_b + \lambda_n^1 h_1(\theta_n) \right) \Delta t \right)}{x_n!},$$

$$H_2 : p_2 \left( X; \theta_n \right)$$

$$= \prod_{n=1}^{N} \left( \left( \lambda_b + \lambda_n^2 h_2(\theta_n) \right) \Delta t \right)^{x_n} \frac{\exp \left( - \left( \lambda_b + \lambda_n^2 h_2(\theta_n) \right) \Delta t \right)}{x_n!}.$$

Based on the Bayesian theory, the probability of the error recognition is [18]

$$p_e = p \left( H_1 \mid H_2 \right) p \left( H_2 \right) + p \left( H_2 \mid H_1 \right) p \left( H_1 \right)$$

$$= p \left( H_2 \right) \int_{R_1} p \left( X \mid H_2 \right) dX$$

$$+ p \left( H_1 \right) \int_{R_2} p \left( X \mid H_1 \right) dX$$

$$= p \left( H_2 \right) \int_{R_1} p \left( X \mid H_2 \right) dX$$

$$+ p \left( H_1 \right) \left( 1 - \int_{R_1} p \left( X \mid H_1 \right) dX \right)$$

$$= p \left( H_1 \right)$$

$$+ \int_{R_1} \left[ p \left( H_2 \right) p \left( X \mid H_2 \right) - p \left( H_1 \right) p \left( X \mid H_1 \right) \right] dX,$$

where $R_1$ is the decision region of $H_1$ and $R_2$ is the decision region of $H_2$.

Our goal is to minimize $p_e$. Then, we decide that $X$ belong to $H_1$, if and only if

$$p \left( H_2 \right) p \left( X \mid H_2 \right) - p \left( H_1 \right) p \left( X \mid H_1 \right) < 0.$$  

(8)

Assume $p \left( H_1 \right) = p \left( H_2 \right)$ and take logarithm to the two sides of inequality (8). Then, we could get the decision criterion:

$$\ln \frac{p \left( X \mid H_1 \right)}{p \left( X \mid H_2 \right)} > 0, \quad X \in H_1,$$

$$\ln \frac{p \left( X \mid H_1 \right)}{p \left( X \mid H_2 \right)} \leq 0, \quad X \in H_2.$$

(9)

Taking (6) into the proposed decision criterion (9),

$$\ln \frac{p_1 \left( X; \theta_n \right)}{p_2 \left( X; \theta_n \right)} = \sum_{n=1}^{N} \left[ x_n \ln \left( \lambda_b + \lambda_n^1 h_1(\theta_n) \right) \right. - \ln \left( \lambda_b + \lambda_n^1 h_1(\theta_n) \right) - \lambda_n^1 h_1(\theta_n) \Delta t \right] \Delta t.$$  

(10)
In (10), $\sum_{n=1}^{N} \{[\lambda_1 h_1(\theta_n) - \lambda_2 h_2(\theta_n)] \Delta t\}$ is constant in the condition of a fixed observation time. Assume $-\sum_{n=1}^{N} \{[\lambda_1 h_1(\theta_n) - \lambda_2 h_2(\theta_n)] \Delta t\} = W_0$, $\ln(\lambda_b + \lambda_1 h_1(\theta_n)) - \ln(\lambda_b + \lambda_2 h_2(\theta_n)) = w_n$, and $W = [\mathbf{w}_1, \mathbf{w}_2, \ldots, \mathbf{w}_N]^T$, and then the classifier using the Bayesian minimum recognition error criterion for X-ray pulsar recognition could be expressed as

$$g (\mathbf{X}) = \mathbf{W}^T \mathbf{X} + W_0.$$  

From (11), $g(\mathbf{X}) = 0$ determines a decision surface, and the surface is a hyperplane. The hyperplane divides the hyperspace into two parts, where $R_1 = \{g(\mathbf{X}) \geq 0\}$ and $R_2 = \{g(\mathbf{X}) < 0\}$. 

3.2. Performance Estimation. The probability of the error recognition is shown in (7). In order to estimate $p_c$, we assume $p(H_1) = p(H_2) = 0.5$, without generality, and calculate

$$\int_{R_1} \mathbf{p}(\mathbf{X} | H_1) d\mathbf{X} \quad \text{and} \quad \int_{R_2} \mathbf{p}(\mathbf{X} | H_2) d\mathbf{X}.$$ 

As $x_n$ obeys the Poisson distribution with the arriving rate $\lambda_n(\theta) \Delta t$, the PDF of $x_n$ is shown in (4). Then, the average of $x_n$ is $E(x_n) = \lambda_n(\theta) \Delta t$ and the variance of $x_n$ is $\sigma^2 = \text{var}(x_n) = \lambda_n(\theta) \Delta t$. Each element of $\mathbf{X}$ is independent; based on the central limit theorem, $g(\mathbf{X})$ obeys the Gaussian distribution with the average $\epsilon_{g(\mathbf{X})}$ and variance $\sigma^2_{g(\mathbf{X})}$. The PDF of $g(\mathbf{X})$ could be expressed as

$$P (g (\mathbf{X})) = \frac{1}{\sqrt{2\pi\sigma_{g(\mathbf{X})}}} \exp \left( -\frac{(g (\mathbf{X}) - \epsilon_{g(\mathbf{X})})^2}{2\sigma^2_{g(\mathbf{X})}} \right),$$

$$\epsilon_{g(\mathbf{X})} = E (g (\mathbf{X})) = E (\mathbf{W}^T \mathbf{X} + W_0),$$

$$\sigma^2_{g(\mathbf{X})} = \text{var} (g (\mathbf{X})) = \text{var} (\mathbf{W}^T \mathbf{X} + W_0)$$

then,

$$\int_{R_1} \mathbf{p}(\mathbf{X} | H_1) d\mathbf{X} = P (g (\mathbf{X} | H_1) = 0)$$

$$= \int_{-\infty}^{0} \frac{1}{\sqrt{2\pi\sigma_{g(\mathbf{X}|H_1)}}} \exp \left( -\frac{(g (\mathbf{X} | H_1) - \epsilon_{g(\mathbf{X}|H_1)})^2}{2\sigma^2_{g(\mathbf{X}|H_1)}} \right) dg$$

$$\cdot \{X | H_1\} = Q \left( \frac{(g (\mathbf{X} | H_1) - \epsilon_{g(\mathbf{X}|H_1)})}{\sigma_{g(\mathbf{X}|H_1)}} \right),$$

where $Q(\cdot)$ is the q-function, $Q(x) = \int_{x}^{\infty} (1/\sqrt{2\pi}) \exp(-x^2/2) dx$.

The recognition probability of $H_1$ could be expressed as

$$P_c^1 = 1 - \int_{R_2} p (\mathbf{X} | H_1) d\mathbf{X}$$

$$= 1 - Q \left( \frac{g (\mathbf{X} | H_1) - \epsilon_{g(\mathbf{X}|H_1)}}{\sigma_{g(\mathbf{X}|H_1)}} \right).$$  

Similarly, the recognition probability of $H_2$ is

$$P_c^2 = 1 - \int_{R_1} p (\mathbf{X} | H_2) d\mathbf{X}$$

$$= 1 - Q \left( \frac{g (\mathbf{X} | H_2) - \epsilon_{g(\mathbf{X}|H_2)}}{\sigma_{g(\mathbf{X}|H_2)}} \right).$$

3.3. Recognition for Multiple X-Ray Pulsars. From (11), two X-ray pulsars determine a decision surface. We expand the number of X-ray pulsars to $K$; the number of decision surfaces is the combination $C^2_K$. To decrease the complexity of the Bayesian classifier, we deform (10) and calculate the features of each X-ray pulsar:

$$\ln \frac{p_1 (\mathbf{X}; \theta_1)}{p_2 (\mathbf{X}; \theta_2)}$$

$$= \sum_{n=1}^{N} \left\{ x_n \ln \left( \lambda_b + \lambda_1 h_1 (\theta_n) \right) - \lambda_1 h_1 (\theta_n) \Delta t \right\}$$

$$- \sum_{n=1}^{N} \left\{ x_n \ln \left( \lambda_b + \lambda_2 h_2 (\theta_n) \right) - \lambda_2 h_2 (\theta_n) \Delta t \right\}.$$  

The first item of (16) is only with a matter of the first X-ray pulsar; the second item of (16) is only with a matter of the second X-ray pulsar. Then, we could get the features of the $i$th X-ray pulsar:

$$J_i (\mathbf{X}) = \sum_{n=1}^{N} \left\{ x_n \ln \left( \lambda_b + \lambda_i h_i (\theta_n) \right) - \lambda_i h_i (\theta_n) \Delta t \right\}.$$  

By calculating $J_i(\mathbf{X})$ of every X-ray pulsar, the determined X-ray pulsar is the one with the max($J_i(\mathbf{X})$), where max(·) is the maximum function.

3.4. Classifier with Unknown Parameters. As the spacecraft’s position and the velocity are unknown in XPNAV, $\theta(t)$ in (2) would be influenced by the Doppler frequency $f_d$ and the initial phase $\phi_0$:

$$\theta (t) = (f_0 + f_d) \cdot t + \phi_0,$$

$$f_d = \frac{\mathbf{v} \cdot \mathbf{r}}{c} f_0,$$

where $f_0$ is the frequency of the X-ray pulsar, $\mathbf{v}$ is the spacecraft’s velocity vector, $\mathbf{r}$ is the X-ray pulsar’s direction vector, and $c$ is the light velocity. Before recognition, we have to evaluate $f_d$ and $\phi_0$ first. In this paper, we use the Maximum Likelihood (ML) estimation to deal with this.
problem, because ML is asymptotic-efficient to the Cramer-Rao Low Bound (CRLB) [17, 19].

Define \( \max(J_i(X; \hat{f}_d, \hat{\phi}_0)) \) as the maximum of \( J_i(X; \hat{f}_d, \hat{\phi}_0) \), and \( \max(J_i(X; \tilde{f}_d, \tilde{\phi}_0)) \) is selected as the features of the \( i \)th X-ray pulsar for comparison, where \( \tilde{f}_d \) is the evaluation of \( f_d \) and \( \tilde{\phi}_0 \) is the evaluation of \( \phi_0 \). We do the two-dimensional grid searches for \( f_d \) and \( \phi_0 \) to find the maximum value. The whole recognition process for multiple X-ray pulsars with unknown parameters Bayesian classifier is shown in Figure 2.

From (17), ignoring the computation burden for the part in \( \{ \} \), we need \( N \) times additions for calculating the features of one X-ray pulsar. For \( K \) X-ray pulsars, the computation is \( K \times N \) times additions. If the searching interval of \( f_d \) and \( \phi_0 \) is divided into \( G \) grids, the whole number of additions is \( G \times K \times N \).

3.5. Recognition for Unknown X-Ray Pulsars. There are hundreds of X-ray pulsars in universe. The XPNV Database may only store some regular used X-ray pulsars’ prior information. Therefore, we have to find a way to identify whether the received X-ray signal comes from the X-ray pulsars stored in the XPNV Database or not.

From (17), \( \{ x_n \ln(\lambda_b + \lambda_i h_i(\theta_n)) - \lambda_i h_i(\theta_n) \Delta t \} \) obeys the Poisson distribution. When \( N \) is large enough, \( J_i(X) \) obeys the Gaussian distribution with the PDF:

\[
P(J_i(X)) = \frac{1}{2\pi\sigma_{J_i(X)}^2} \exp \left( -\frac{(J_i(X) - \varepsilon_{J_i(X)})^2}{2\sigma_{J_i(X)}^2} \right),
\]

\[
(19)
\]

\[
\varepsilon_{J_i(X)} = E(J_i(X))
\]

\[
= \sum_{n=1}^{N} \left[ (\lambda_b + \lambda_i h_i(\theta_n)) \ln(\lambda_b + \lambda_i h_i(\theta_n)) \right. \left. - \lambda_i h_i(\theta_n) \Delta t \right],
\]

\[
(20)
\]

\[
\sigma_{J_i(X)}^2 = \text{var}(J_i(X)) = \text{var} \left( W^T X + W_b \right)
\]

\[
= \sum_{n=1}^{N} \left\{ (\lambda_b + \lambda_i h_i(\theta_n)) \ln(\lambda_b + \lambda_i h_i(\theta_n)) \right\}^2.
\]

\[
(21)
\]

We choose \( (\varepsilon_{J_i(X)} - 3\sigma_{J_i(X)}, \varepsilon_{J_i(X)} + 3\sigma_{J_i(X)}) \) as the detection range of \( J_i(X) \), as \( P(\varepsilon_{J_i(X)} - 3\sigma_{J_i(X)} < J_i(X) \leq \varepsilon_{J_i(X)} + 3\sigma_{J_i(X)}) = 99.7\% \). If \( J_i(X) \) is out of \( (\varepsilon_{J_i(X)} - 3\sigma_{J_i(X)}, \varepsilon_{J_i(X)} + 3\sigma_{J_i(X)}) \), we judge that the received X-ray signal comes from other X-ray pulsars which are not included in the XPNV Database or some X-ray background noise in space.

4. Computer Simulations

4.1. Simulation for Two X-Ray Pulsars. Six X-ray pulsars from [7] are provided for Computer simulations. The parameters are shown in Table 1 [3, 7], and the normalization standard profiles are shown in Figure 3 [7, 20].

In order to certify the theory in Sections 3.1 and 3.2, we simulate the Bayesian classifier for two X-ray pulsars’ (B1821-24, B1937+21) recognition. The time segment \( \Delta t \) is set as 1ms for simulation simplicity. In the condition of increasing observation time, we compare the recognition probability estimation from (14) with the 100 times Monte Carlo simulations. The photons generating algorithm refers to [17]. Simulation results are shown in Figures 4 and 5.

From Figures 4 and 5, the recognition probabilities increase with the increasing observation time. Besides that, the results of the Monte Carlo simulations are in accordance with the theory performance estimation from (14).

4.2. Simulation for Multiple X-Ray Pulsars. We simulate the Bayesian classifier for six X-ray pulsars’ recognition with unknown parameters and without unknown parameters. The initial phase \( \phi_0 \) is set as a random number obeying the uniform distribution with the range \([0, 1]\). The Doppler frequency \( f_d \) obeys the uniform distribution with the range \((-0.0023, 0.0023)\) Hz. The other simulation conditions are the same as those in Section 4.1. In the condition of increasing
Table 1: The parameters of X-ray pulsars.

<table>
<thead>
<tr>
<th>ID</th>
<th>Name</th>
<th>Period (sec)</th>
<th>Galactic longitude (degree)</th>
<th>Galactic latitude (degree)</th>
<th>$\lambda_b$ (cnts/s)</th>
<th>$\lambda_s$ (cnts/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>B0531+21</td>
<td>0.0335</td>
<td>184.56</td>
<td>-5.78</td>
<td>1540</td>
<td>15400</td>
</tr>
<tr>
<td>2</td>
<td>B0540-69</td>
<td>0.0504</td>
<td>279.72</td>
<td>-31.52</td>
<td>5.15</td>
<td>5.15</td>
</tr>
<tr>
<td>3</td>
<td>B0833-45</td>
<td>0.0893</td>
<td>263.55</td>
<td>-2.79</td>
<td>1.59</td>
<td>15.9</td>
</tr>
<tr>
<td>4</td>
<td>B1509-58</td>
<td>0.1502</td>
<td>320.32</td>
<td>-1.16</td>
<td>16.2</td>
<td>162</td>
</tr>
<tr>
<td>5</td>
<td>B1821-24</td>
<td>0.0031</td>
<td>7.8</td>
<td>-5.58</td>
<td>1</td>
<td>1.93</td>
</tr>
<tr>
<td>6</td>
<td>B1937+21</td>
<td>0.0016</td>
<td>57.51</td>
<td>-0.29</td>
<td>1</td>
<td>0.499</td>
</tr>
</tbody>
</table>

From Figures 7–12, the recognition probabilities of six X-ray pulsars utilizing the Bayesian classifier increase with the increasing observation time. Compared with the ST classifier, the Bayesian classifier obviously shows higher recognition probability, which certifies the effectiveness of the proposed Bayesian classifier. However, compared to the Bayesian classifier without unknown parameters, the one with unknown parameters shows lower recognition probabilities because of the limited estimation accuracy for $\phi_0$ and $f_d$.

The first four X-ray pulsars’ (B0531+21, B0540-69, B0833-45, B1509-58) recognition probabilities could reach 100% in no more than 1 s, and the last two X-ray pulsars (B1821-24, B1937+21) need tens of seconds to get the same effect because of their lower flux. Therefore, we may select X-ray pulsars in
4.3. Simulation for Unknown X-Ray Pulsars. We simulate the Bayesian classifier to recognize unknown X-ray pulsars. Two weak X-ray pulsars (B1821-24, B1937+21) are selected as the unknown X-ray pulsars. Besides that, the signal only with background noise is also included in the simulation. We calculate $J_i(X)$, $\varepsilon_{J_i}(X)$, and $\sigma^2_{J_i}(X)$ of the remaining four X-ray pulsars in Table 1. $J_i(X)$ is calculated from (17), $\varepsilon_{J_i}(X)$ is calculated from (20), and $\sigma^2_{J_i}(X)$ is calculated from (21). If $J_i(X)$ is out of $(\varepsilon_{J_i}(X) - 3\sigma_{J_i}(X), \varepsilon_{J_i}(X) + 3\sigma_{J_i}(X))$, we judge that the received X-ray signal comes from other X-ray pulsars or X-ray disturbances. The other simulation conditions are the same as those in Section 4.1. The number of the Monte Carlo simulations is 1000.

The recognition probabilities of unknown X-ray pulsars are shown in Figures 13–15.

From Figures 13–15, the recognition probabilities for unknown X-ray pulsars or disturbance increase with the increasing observation time, and the recognition probabilities for two unknown X-ray pulsars and background noise could reach 100% in about 1.2 s. Comparing Figures 7–10 with 13–15, 1.2 s is long enough for the first four X-ray pulsars’ recognition process.
5. Conclusion

Recognition for X-ray pulsars is important in XPNAV system, especially for spacecraft's attitude determination. In this paper, we propose a decision surface of every two X-ray pulsars' recognition based on the Bayesian theory firstly and derive the recognition performance. Simulation results show that the theory performance estimations are in accordance
with the Monte Carlo simulations. We also extract the features of X-ray pulsars for multiple X-ray pulsars recognition and use the ML algorithm to estimate the unknown Doppler frequency and initial phase. Simulation results show that, in the condition of short observation time, the Bayesian classifier’s recognition probability is obviously higher than that of the S Transform method. Besides that, we propose a method to recognize the unknown X-ray pulsars or X-ray disturbances. For some weak X-ray pulsars or background noise, the recognition time would be less than 1.2 s, which could fulfill the practical requirements.

We believe the proposed Bayesian classifier may also be extended to other pattern recognition problems with the probability density obeying the Poisson distribution.
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Figure 13: The recognition probability for unknown X-ray pulsars (B1821-24).

Figure 14: The recognition probability for unknown X-ray pulsars (B1937+21).

Figure 15: The recognition probability for unknown X-ray pulsars (background noise).
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