Research Article

Damage Degree Evaluation of Earthquake Area Using UAV Aerial Image

Jinhong Chen, Haoting Liu, Jingchen Zheng, Ming Lv, Beibei Yan, Xin Hu, and Yun Gao

1 General Hospital of the Chinese People’s Armed Police Forces, Beijing 100854, China
2 Beijing Institute of Aerospace Control Device, Beijing 100854, China
3 Jiuquan Satellite Launch Center, Jiuquan 732750, China

Correspondence should be addressed to Jingchen Zheng; wjzyzjc@126.com

Received 14 February 2016; Revised 25 May 2016; Accepted 5 June 2016

Academic Editor: Nicolas Avdelidis

Copyright © 2016 Jinhong Chen et al. This is an open access article distributed under the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

An Unmanned Aerial Vehicle (UAV) system and its aerial image analysis method are developed to evaluate the damage degree of earthquake area. Both the single-rotor and the six-rotor UAVs are used to capture the visible light image of ground targets. Five types of typical ground targets are considered for the damage degree evaluation: the building, the road, the mountain, the riverway, and the vegetation. When implementing the image analysis, first the Image Quality Evaluation Metrics (IQEMs), that is, the image contrast, the image blur, and the image noise, are used to assess the imaging definition. Second, once the image quality is qualified, the Gray Level Cooccurrence Matrix (GLCM) texture feature, the Tamura texture feature, and the Gabor wavelet texture feature are computed. Third, the Support Vector Machine (SVM) classifier is employed to evaluate the damage degree. Finally, a new damage degree evaluation (DDE) index is defined to assess the damage intensity of earthquake. Many experiment results have verified the correctness of proposed system and method.

1. Introduction

The damage degree evaluation (DDE) of nature disaster can provide the intuitionistic support information for the government and the disaster rescue departments [1]. Recently, the Unmanned Aerial Vehicle (UAV) system and its intelligent image analysis method begin to be used to collect the disaster images and make geographical interpretations of ground targets [2]. Due to its low cost and fast response speed, the advantage of UAV application is apparent; however, the disadvantage is also obvious: its intelligent data processing ability is still limited. The handicaps come from both the modelling complexity and the computation accuracy issues [3]. Figure 1 shows the aerial image samples of an earthquake: (a) is the image of dilapidated ground building and (b) is the image of landslide after earthquake. In Figure 1, the collapse can be understood by human easily, but how to describe the damage feature and how to assess the damage degree by a computational model are still problems.

Many efforts have been made to improve the usability of UAV based application system. In [4], the authors developed a UAV based system to realize the Global Change Observation Mission (GCOM); the multiangular spectral observation method and the simple BRF model were utilized to assist the information processing. In [5], a forest height estimation technique was proposed for the remote sensing application. The dual-baseline SAR tomographic technique was applied to the single-pass L-band PolInSAR data. In [6], the UAV was employed to realize the overhead power line inspection. The corresponding image processing algorithms were developed to solve the power line identification task under complex vegetation. The current difficulty of UAV application does not lie in the design of aviation platform but in the solution of data processing problem [7]. Thus it is necessary to develop
a system and its data processing method to solve the image capture and analysis issues for the earthquake application.

In this paper, a UAV aerial image capture system and its analysis technique are presented. The visible light camera is installed in both the single-rotor and the six-rotor UAV systems. A software system can realize the interactive evaluation of aerial image. Five typical ground objects are considered for damage degree analysis. They include the building, the road, the mountain, the riverway, and the vegetation. When implementing the computation, first the image quality [8] of visible light camera is evaluated. The Image Quality Evaluation Metrics (IQEMs) include the image contrast, the image blur, and the image noise. Second, if the captured image passes the quality check, a texture analysis computation will be carried out. The image texture features include the Gray Level Cooccurrence Matrix (GLCM) features [9], the Tamura features [10], and the Gabor wavelet features [11]. Third, the Support Vector Machine (SVM) classifier [12] is used to evaluate the damage degree of earthquake area. A new assessment index, which is named as the DDE index, is defined to describe the damage intensity of earthquake.

The main contributions of this paper include the following: First, an integrated UAV application system for earthquake rescue is developed. Two kinds of UAVs are utilized to implement the information collection task; and an interactive intelligent image analysis software system is developed. Second, a new evaluation index, that is, the DDE index, is proposed to assess the damage level of earthquake.

In the following sections, first the hardware design of UAV system is presented. Second, the corresponding image analysis algorithms are introduced. Finally, some experiment results and discussions are given.

2. Hardware System Design Method

The hardware designs of UAV system are shown in Figure 2. In Figure 2, (a) is the photo of single-rotor UAV system and (b) is the photo of six-rotor UAV system. The single-rotor UAV is a kind of oil-driven system; its maximum flying time can be larger than 2.5 hours. Its flying height can approach thousands of meters. Because the payload of single-rotor UAV is larger than 25 kg, the large communication apparatus can be carried by it; as a result the aviation control distance of it can reach several kilometers. The single-rotor UAV also has a better antiwind performance. Differently, the six-rotor UAV is only a kind of battery-driven system; its hovering time is only about 20 minutes; and its hovering height is only hundreds of meters. The payload of the six-rotor UAV is less than 10 kg; thus its aviation control distance is only about one kilometer and a half. The single-rotor UAV can be used to implement the long duration and far distance flight task, while the six-rotor UAV system is only fit for performing the information collection task of short distance.

The visible light camera is utilized to record the ground image. Currently the CMOS sensor and the long focus lens are used in this camera. Its sensor size is about 1/1.8 inches and its focus length can be controlled from 15.6 mm to 500.0 mm. The largest detection distance of camera is about 5000 m. The visible light camera can get vivid imaging effect; however, it
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3.1. The Proposed Computational Flow Chart. The proposed computational flow chart is shown in Figure 3. First, a series of images of typical ground objects are collected by the UAV systems. Second, if these captured images above can pass the image quality check, they can be used to train a SVM classifier. Three IQEMs are used to assess the image quality. The image regions of five types of ground objects, that is, the Region of Interest (ROI) in aerial image, are selected by hand; then several image texture features can be computed. These texture features are used to train a SVM classifier. The supervising data of SVM are the damage degree evaluation results which are advised by the calamity rescue experts [16]. Third, when a disaster happens, the UAV system is employed to collect the new image of disaster area; the typical ground objects are selected and marked by hand; then the image texture features will be computed if those images can pass the image quality check. Finally, the trained SVM is used to implement the damage degree evaluation. The output of SVM or the output sum of SVMs is the DDE index.

3.2. The Image Quality Evaluation Metrics. It is well known that the image analysis result will not be reliable if the image quality is poor; thus the IQEMs should be used to evaluate the image quality firstly [17] before the further analysis of aerial image features. In this paper, the image contrast, the image blur, and the image noise are considered to analyze the image quality. The image contrast can reflect the region discrepancy between the image foreground and the image background. Its computation equation is shown by (1). The image blur can represent the edge definition of degenerated image details. The edge spread degree of edge points can be evaluated by that metric. Its computation method is shown in (2). The image noise degree shows the noise contaminated level of image data. For the sake of simplicity, the variance of sampled image region is used to evaluate the image noise degree. The random position sample method is computed in the original image. Its computation equation is shown by (3):

\[ M_{GC} = \frac{1}{N} \sum_{k=1}^{N} \left( \frac{I_k - I_{\min}}{I_{\max} - I_{\min}} \right) \],  

(1)

\[ M_{EBDDC} = \max_{i \in \Theta} \left\{ \arctan \left( \frac{I(x_i, y_i) - I(x_{i+1}, y_{i+1})}{\omega_i} \right) \right\} \],  

(2)

\[ M_{ND} = \frac{1}{M} \sum_{i=1}^{M} (I_{ik} - \mu_k)^2 \],  

(3)

where \( I_k^{\max} \) and \( I_k^{\min} \) are the maximum and the minimum gray values of the kth image block, \( \Theta \) is the set of image block, \( I(x_i, y_i) \) is the gray value of the i-th image block in position \( (x_i, y_i) \), \( \omega_i \) is the width of edge-spread points \((x_{i+1}, y_{i+1})\) and \((x_{i+2}, y_{i+2})\), \( \mu_k \) is the means of the kth image block, \( I_{ik} \) is the i-th image intensity of the kth image block, and \( N \) and \( M \) are the pixel numbers of the kth image block.

3.3. The Image Texture Analysis Methods. Different from the frequency domain or the structure based texture analysis method, the GLCM is a kind of statistics analysis based technique for the low level texture feature estimation [18]. Because the aerial image always has the big view field but the low details, the GLCM texture features can be used to evaluate the texture chaos degree of ground image. The spatial dependence character among pixels can be described. In this
paper, five GLCM texture features are computed. They are the angular second moment index GLCM_{ASM}, the contrast index GLCM_{CON}, the correlation index GLCM_{COR}, the entropy index GLCM_{ENT}, and the inverse difference moment index GLCM_{IDM}. And their corresponding computation methods are shown by (4), (5), (6), (7), and (8), respectively. When calculating the GLCM texture features, the significance directions of 0°, 45°, 90°, and 135° are considered; the size of observation window is 4 × 4; the computation step and the gray level of GLCM are 1 and 4, respectively. Consider

\[
\text{GLCM}_{\text{ASM}} = \sum_{i} \sum_{j} p(i, j)^2,
\]

\[
\text{GLCM}_{\text{CON}} = \sum_{i} \sum_{j} (i - j)^2 p(i, j),
\]

\[
\text{GLCM}_{\text{COR}} = \sum_{i} \sum_{j} (ij) p(i, j) - \mu_x \text{GLCM}_{\text{GLCM}} \mu_y \text{GLCM}_{\text{GLCM}},
\]

\[
\text{GLCM}_{\text{ENT}} = -\sum_{i} \sum_{j} p(i, j) \log[p(i, j)],
\]

\[
\text{GLCM}_{\text{IDM}} = \sum_{i} \sum_{j} \left\{ \frac{p(i, j)}{1 + (i - j)^2} \right\},
\]

where \(p(i, j)\) is the GLCM of the original image, \(\mu_x \text{GLCM}, \mu_y \text{GLCM}, \sigma_x \text{GLCM}, \sigma_y \text{GLCM}\) are the means and the variances of \(p_x(i)\) and \(p_y(j)\), and here \(p_x(i) = \sum_k p(i, k)\) and \(p_y(j) = \sum_k p(k, j)\).

The Tamura feature is a kind of human visual system [19] based computation method for texture analysis. The coarseness and the contrast metrics of Tamura feature are calculated in this paper. The coarseness describes the granularity of an image block while the contrast reflects the intensity architecture of image. Their corresponding computation methods are shown by (9), (10), and (11). The Gabor wavelet features are also considered in this paper. The Gabor wavelet is an evolution form of the classic Gaussian function. Both the scale and the orientation information can be controlled by the Gabor wavelet. After the implementation of Gabor wavelet transform, the mean square energy and the mean amplitude can be computed as the texture descriptors. Their computation methods are shown by (12), (13), and (14). For example, the scales of Gabor are set as 1, 2, 3, 4, and 5; the orientations of Gabor are 0, π/3, 2π/3, π, 4π/3, and 5π/3; then 30 Gabor filters can be gotten. Finally, the feature vector of Gabor wavelet can be shown by (15). Consider

\[
T_{\text{coa}} = \frac{1}{M \times N} \sum_{i=1}^{M} \sum_{j=1}^{N} S_{\text{opt}}(i, j),
\]

\[
T_{\text{con}} = \frac{\sigma}{\alpha_4},
\]

\[
\alpha_4 = \frac{\mu_4}{\sigma^4},
\]

\[
M_{kl}(x, y) = \sqrt{[\text{Re}\{W_{kl}(x, y)\}]^2 + [\text{Im}\{W_{kl}(x, y)\}]^2},
\]

\[
g_{\text{mse}}(x, y) = \sum_{i=1}^{K} \sum_{j=1}^{L} M_{ij}(x, y),
\]

\[
g_{\text{ma}}(x, y) = \frac{1}{KL} \sum_{i=1}^{K} \sum_{j=1}^{L} M_{ij}(x, y),
\]

\[
f_{\text{gabor}} = \left[ g_{00}^{\text{mse}} g_{01}^{\text{ma}} \ldots g_{K-1,L-1}^{\text{mse}} g_{K-1,L-1}^{\text{ma}} \right],
\]

where \(M\) and \(N\) are the size of image block, \(S_{\text{opt}}(i, j) = k^2 + 1, k\) maximizes the image energy \(E\) in either directions, \(\mu_k\) is the fourth moment of mean \(\mu, \sigma^2\) is the variance, \(W_{kl}(x, y)\) is the Gabor transform result of image \(I(x, y)\), functions \(\text{Re}(*\text{Im}(*))\) and \(\text{Im}(*\text{Im}(*))\) compute the real part and the imaginary part of \(W_{kl}(x, y)\), \(K\) and \(L\) are the scale numbers and the orientation numbers of Gabor, and \(g_{\text{mse}}^{\text{mse}}(x, y)\) and \(g_{\text{ma}}^{\text{ma}}(x, y)\) are the mean square energy and the mean amplitude features of Gabor.

### Table 1: The training data organization method of SVM.

<table>
<thead>
<tr>
<th>Number</th>
<th>Training data</th>
<th>Supervising data</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>GLCM_{ASM}, GLCM_{CON}, GLCM_{ENT}, T_{\text{coa}}, T_{\text{con}}, f_{\text{gabor}}</td>
<td>Damage degree of building</td>
</tr>
<tr>
<td>2</td>
<td>GLCM_{ASM}, GLCM_{CON}, GLCM_{ENT}, GLCM_{IDM}, T_{\text{coa}}, f_{\text{gabor}}</td>
<td>Damage degree of road</td>
</tr>
<tr>
<td>3</td>
<td>GLCM_{ASM}, GLCM_{CON}, GLCM_{ENT}, GLCM_{IDM}, T_{\text{coa}}, T_{\text{con}}, f_{\text{gabor}}</td>
<td>Damage degree of mountain</td>
</tr>
<tr>
<td>4</td>
<td>GLCM_{ASM}, GLCM_{CON}, GLCM_{ENT}, GLCM_{IDM}, T_{\text{coa}}, T_{\text{con}}, f_{\text{gabor}}</td>
<td>Damage degree of riverway</td>
</tr>
<tr>
<td>5</td>
<td>GLCM_{ASM}, GLCM_{CON}, GLCM_{IDM}, T_{\text{coa}}, T_{\text{con}}, f_{\text{gabor}}</td>
<td>Damage degree of vegetation</td>
</tr>
</tbody>
</table>

3.4. The Damage Degree Evaluation Method. The SVM is utilized to evaluate the damage degree of ground targets. The LIBSVM in [20] is used for simulation computation. The radial basis kernel function [21] of SVM is shown by (16). When training SVM, the full training vector of image texture can be written by \([\text{GLCM}_{\text{ASM}}, \text{GLCM}_{\text{CON}}, \text{GLCM}_{\text{COR}}, \text{GLCM}_{\text{ENT}}, \text{GLCM}_{\text{IDM}}, T_{\text{coa}}, T_{\text{con}}, f_{\text{gabor}}]\), however, as for different ground targets, the full training vector may not get the best classifier effect due to its redundancy or the useless information for different ground targets. As a result, a new training data organization method is shown in Table 1. Table 2 shows a supervising data example of the building DDE description. The supervising results come from the subjective evaluation opinion of calamity rescue expert. In this paper,
Table 2: The damage degree description of ground building.

<table>
<thead>
<tr>
<th>Damage degree</th>
<th>Damage degree description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Only few of the load-bearing components of building are damaged lightly</td>
</tr>
<tr>
<td>2</td>
<td>Few of the load-bearing components of building are damaged seriously</td>
</tr>
<tr>
<td>3</td>
<td>Some of the load-bearing components of building are damaged seriously</td>
</tr>
<tr>
<td>4</td>
<td>Much of the load-bearing components of building are damaged seriously</td>
</tr>
<tr>
<td>5</td>
<td>All the load-bearing components of building are damaged seriously</td>
</tr>
</tbody>
</table>

the 5-degree classification method is considered for all the ground targets. Finally, the output of SVM or the output sum of SVM can be looked on as the DDE index; it can be used to assess the damage intensity of earthquake:

\[ K(x, z) = \exp\left(-\frac{\|x - z\|^2}{\omega^2}\right), \quad (16) \]

where \( K(x, z) \) is the radial basis kernel function of SVM classifier and \( \omega \) is a control parameter.

4. Experiments and Discussions

To test the correctness of proposed system and method, a series of simulation experiments are carried out. A corresponding software system is developed. Many actual aerial images are used to test the performance of proposed algorithm. All the data processing modules are implemented by Matlab and C code in a PC (2.4 GHz CPU and 3 GB RAM). Here the texture analysis module is developed by Matlab code and the left modules are written by C code.

4.1. The Image Quality Evaluation of Aerial Images. The image quality evaluation plays an important role in the data analysis of outdoor application. If the image quality is poor the succedent computation will be unreliable. Figure 4 shows the examples of captured aerial images: (a) is affected by the motion blur of UAV; (b) suffers from the mist; (c) and (d) are the quality qualified images. Table 3 shows the image quality evaluation results of Figure 4. Obviously, the images with poor quality degree cannot be used for the following computation. In this paper, more than 200 aerial images are accumulated currently. According to the computation of image quality, 32 images are labelled as the unqualified images. After the accumulation of a lot of image data, it can be found that the result distributions between the qualified and the unqualified data are distinct. For example, the distribution scope of the qualified image contrast metric is about \([0.10, 0.80]\); the distribution scope of qualified image blur metric is about \([2.10, 5.20]\); and the distribution scope of qualified image noise metric is about \([20.0, 50.0]\). The image will be regarded as the unqualified data even if only one evaluation metric does not locate in the qualified distribution scope.

4.2. The DDE Computation of Aerial Image. The final development target of aerial image analysis is to realize the geographical interpretations of the damaged ground targets.
Table 3: The image quality evaluation results of Figure 4.

<table>
<thead>
<tr>
<th>Item</th>
<th>Image contrast degree</th>
<th>Image blur degree</th>
<th>Image noise degree</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>0.0800</td>
<td>2.0628</td>
<td>42.31</td>
</tr>
<tr>
<td>(b)</td>
<td>0.1170</td>
<td>1.2761</td>
<td>40.83</td>
</tr>
<tr>
<td>(c)</td>
<td>0.4393</td>
<td>3.0324</td>
<td>30.02</td>
</tr>
<tr>
<td>(d)</td>
<td>0.3928</td>
<td>2.9092</td>
<td>32.16</td>
</tr>
</tbody>
</table>

Figure 5 shows the typical ground target of a dam. In Figure 5, (a) is the image of the damaged building, (b) is the image of the damaged road, (c) is the image of the damaged mountain and vegetation, and (d) is the image of the damaged riverway. Table 4 shows the computation results of multiple texture features. The combination method of texture features comes from the definitions in Table 1. As for the GLCM, the results of 0° significance direction are given. From Figure 5 and Table 4, the multiple texture features can be used to represent the texture chaos degree of a damaged ground target. For example, the texture feature of the normal road will be different from that of the damaged road. The surface of damaged road always has lots of cracks or rocks which will disturb the smooth texture feature of normal road. In addition, the selection and the segmentation of these ground targets are accomplished by hand, and different ground targets can be segmented from one aerial image; thus the computation reliability of proposed method can be guaranteed.

The SVM is used to implement the texture classification of the selected ground target. Although many other classifiers can also be used here, the SVM is employed because of its good classification performance and low request for training data. After some experiment analyses, it can be found that the minimum data requirement of training data is about 200 which can fulfill the current application requirement of user. Let us take the ground building as an example. Table 5 gives out the Correct Classification Ratio (CCR) analysis results of damaged building using different training conditions. In Table 5, three types of training data are tested: the single GLCM feature, the combination features of Tamura and Gabor, and the combination features of GLCM, Tamura, and Gabor. In this experiment the training data quantity is 200. Obviously, the third type can get the best classification effect. Another experiment which uses different training data quantities to train SVM is carried out. From Table 5, the larger the training data quantity is, the better the CCR computation effect would be. The similar results can also be gotten for the computation cases of other ground targets.

A new DDE index is defined to describe the damage level of earthquake. The DDE index uses multiple texture features to represent the characters of ground target; it also employs SVM to classify the damage degree. Figure 6 shows image samples of different ground targets; Table 6 gives out the comparisons between the computation results of DDE and the subjective evaluation results of calamity rescue expert. In Figure 6, the aerial images of damaged building are shown by (a), (b), and (c), while the images of damaged road are shown by (d), (e), and (f). Obviously, the damaged degree of building or road becomes serious little by little from (a) to (c) or (d) to (f). In Table 6, the final damage degree evaluation results of Figure 6 are given; and the larger the numbers in Table 6 are, the higher the damage degree in that table is.
Table 4: The image texture feature computation results of Figure 5.

<table>
<thead>
<tr>
<th>Item</th>
<th>Ground target</th>
<th>Computation results of image texture feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>Building</td>
<td>GLCM(<em>{ASM}) = 0.0243; GLCM(</em>{CON}) = 0.1299; GLCM(<em>{ENT}) = 4.0655; (T</em>{coa}) = 47.1238, (T_{con}) = 29.2877; and (f_{gabor}) = ([1.7363 \times 10^6, 4.0056, \ldots, 1.8225 \times 10^6, 4.5026])</td>
</tr>
<tr>
<td>(b)</td>
<td>Road</td>
<td>GLCM(<em>{ASM}) = 0.0934; GLCM(</em>{CON}) = 0.6190; GLCM(<em>{ENT}) = 2.8277; GLCM(</em>{IDM}) = 0.2958; (T_{con}) = 38.8204; and (f_{gabor}) = ([6.3399 \times 10^6, 1.9052, \ldots, 2.3815 \times 10^6, 4.4041])</td>
</tr>
<tr>
<td>(c)</td>
<td>Mountain &amp; vegetation</td>
<td>GLCM(<em>{ASM}) = 0.0237; GLCM(</em>{CON}) = 2.3316; GLCM(<em>{IDM}) = 0.1795; (T</em>{con}) = 51.2806, (T_{con}) = 23.2138; and (f_{gabor}) = ([1.7656 \times 10^6, 2.8954, \ldots, 4.0142 \times 10^6, 4.3945])</td>
</tr>
<tr>
<td>(d)</td>
<td>Riverway</td>
<td>GLCM(<em>{ASM}) = 0.1997; GLCM(</em>{CON}) = 0.5015; GLCM(<em>{ENT}) = 2.3803; GLCM(</em>{IDM}) = 0.8168; (T_{con}) = 11.2880; and (f_{gabor}) = ([8.6390 \times 10^6, 0.8702, \ldots, 2.3667 \times 10^6, 1.8507])</td>
</tr>
</tbody>
</table>

Table 5: The CCR analysis results using different training conditions.

<table>
<thead>
<tr>
<th>Number</th>
<th>Feature combination type</th>
<th>CCR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>GLCM feature</td>
<td>≥64%</td>
</tr>
<tr>
<td>2</td>
<td>GLCM feature and Tamura feature</td>
<td>≥73%</td>
</tr>
<tr>
<td>3</td>
<td>GLCM feature, Tamura feature, and Gabor feature</td>
<td>≥88%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Number</th>
<th>Training data quantity</th>
<th>CCR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>200</td>
<td>≥87%</td>
</tr>
<tr>
<td>2</td>
<td>250</td>
<td>≥91%</td>
</tr>
<tr>
<td>3</td>
<td>300</td>
<td>≥93%</td>
</tr>
<tr>
<td>4</td>
<td>350</td>
<td>≥93%</td>
</tr>
</tbody>
</table>

Table 6: The comparisons between the DDE index and the subjective evaluation results of calamity rescue expert.

<table>
<thead>
<tr>
<th>Item</th>
<th>DDE index</th>
<th>Expert opinion</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>(b)</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>(c)</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>(d)</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>(e)</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>(f)</td>
<td>4</td>
<td>4</td>
</tr>
</tbody>
</table>

From these results below, the computation results of proposed DDE index can have the similar assessment effects like the opinion of calamity rescue expert. And after using hundreds of test image to assess DDE, the correct evaluation ratio of the proposed method can be larger than 93% from the statistics point of view. Thus, if the training data are selected and organized carefully, the DDE index can replace expert to implement the automotive damage evaluation in future.

4.3. Discussions. The IQEMs are utilized to analyze the imaging environment of UAV system in this paper. It is well known that the degeneration of image quality comes from the complex environment light, the camera noise, the poor sensor performance, or the optical path bug, and so forth. Although the high-definition camera has been utilized widely in recent years, these negative factors above still cannot be eliminated completely. In this paper, considering that the computation effect and efficiency, the image contrast, the image blur, and the image noise are calculated, they can basically reflect the imaging performance of the visible light camera. Both the subjective evaluation and the objective evaluation methods are used here to find the distribution regions of qualified image quality. First, the subjective evaluation of the accumulated image is implemented. The image data can be classified into different groups by the subjective opinion of user. Then the objective evaluation will be used to compute the IQEMs for the classification results above. Then it can be found that the qualified image quality and the unqualified image quality have different distribution regions.

An interactive image selection method is utilized in this paper. Currently, the realization of intelligent recognition and segmentation of different ground targets are still very difficult; no robust image processing algorithm can be used. Even some algorithms can work for some image cases; however their computation efficiency cannot be tolerated [22]. In addition, the experience based knowledge such as the earthquake rescue or the image feature description also cannot be implanted into a computation system easily. As a result, it is necessary to hand those image understanding and segmentation tasks to the system users themselves. Figure 7 shows the selection and the segmentation results of ground building. In Figure 7, (a) is the original aerial image of disaster area and (b) is the segmentation result of a ground building. The image edges in (b) are marked all by hand: the user can use a mouse or a touch panel to select the ROI and define the target type by a keyboard. Then the segmentation and the mark of ground target can be reliable.

In this paper, the multiple texture features, including the GLCM features, the Tamura features, and the Gabor wavelet features, are selected to represent the texture information of ground targets. The reason that those features are used in this paper consists in their good performance for texture feature descriptions. Many research works [23] have disclosed that the computation results of those features above can get the similar analysis effect like human visual system. For example, the Gabor wavelet features can have the similar distribution character like human ocular nerve system. And the Tamura features can also realize the texture analyses by several metrics, such as the coarseness, the contrast, the directionality, the line-likeness, and the roughness. As for the degree evaluation issue of earthquake damage, the evaluation ground truth comes from the subjective experience of human
ocular and cognition system. Thus these texture features above can have a good computational effect in the proposed system.

The SVM is utilized to train the image texture features and assess the DDE of aerial image because of its good classification performance and the low request for training data. Obviously, other classifiers, such as the neural network classifier, or the Adaboost classifier [24], could also be used to solve the classification problem in this paper. The SVM is employed in this paper because of two reasons: First, the SVM is a mature pattern recognition tool for engineering application; many available codes and software tools can be used to develop the proposed system. Second, the classification precision of SVM is high enough for the discussed application. For example, the classification precision can approach 90% if the training data is only about 200. This classification precision is high enough for the DDE evaluation according to the system user. Thus it is not necessary to consider other classifier for the proposed application. In the future, other classifier tools can also be considered if they are needed. With the accumulation of actual aerial image for earthquake, the classification performance of classifier can be improved definitely.

The DDE index is a useful parameter which can be used to assess the earthquake damage degree, or the rescue significance degree. For example, in Figure 8, two sites A and B are destroyed by an earthquake. Both of them experience the same earthquake magnitude scale; however, the first site locates in a granite geological structure while the second site locates in a clay geological structure. Thus the surface buildings of the second site are damaged more seriously. In that situation, if the rescue teams use the UAV based system to analyze the damage level rather than only using the magnitude scale to evaluate the damage degree, they...
can make the correct decision to go to the second site to performance the rescue task. The decision making can be accomplished by the sum of multiple DDE indexes. For example, as for the first site its damage degrees of building, road, mountain, riverway, and vegetation are 3, 3, 1, 2, and 3; differently the damage degrees of those targets in the second site are 4, 4, 3, 5, and 3; thus the rescue team should go to the second site to carry out the calamity rescue due to its higher DDE sum: \(4 + 4 + 3 + 5 + 3 = 19 > 3 + 3 + 1 + 2 + 3 = 12\).

The calamity rescue is a complex problem which should consider both the technical factor and the social factor [25]. In many cases, the response time of decision-making has to be short; no enough time can be left for the rescue team to make a particular analysis of rescue plan. Generally speaking, the media attention and the masses consensus will influence the rescue priorities and procedures. The government department and the rescue team have to consider those factors above in many situations. The development target of the proposed software is to provide an objective evaluation method for the calamity rescue. If two damaged areas have the similar social conditions, such as the population, the politics influence, or the attention degree, this software can be used to provide an objective recommendation for the rescue priority. It can also provide explanations about the rescue rank only from the geographical situation assessment point of view. Thus the unpredictable law dissensions and some potential criticisms can be avoided to some extent.

5. Conclusion

A damage degree evaluation system and method of earthquake are proposed. Both the single-rotor UAV and the six-rotor UAV are used to implement the aviation photograph collection task. The visible light camera is used to record the ground target. Five typical ground targets, that is, the building, the road, the mountain, the riverway, and the vegetation, are selected for the damage degree analysis. The Image Quality Evaluation Metrics, including the image contrast, the image blur, and the image noise, are used to assess the imaging quality. Several image texture features, such as the GLCM features, the Tamura texture features, and the Gabor wavelet features, are used to describe the ground target characters. The SVM classifier is used to evaluate the earthquake damage degree. A new index, that is, the DDE index, is defined to assess the damage level of earthquake area. In the future, the computation module will be implanted into the hardware system; then this system can be used to implement fast disaster rescue and information analysis tasks.
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