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1. Introduction

With the development of flight vehicle design, the complex and nonlinear system is no longer the prestige of single disciplines, and the relationship between disciplines is increasingly complicated. Designers must search for optimal design plans, starting from the overall concept, by considering the interaction between disciplines. Multidisciplinary design optimization (MDO) is a methodology to solve this complex and nonlinear problem.

MDO is a methodology for design of systems where the interaction between several disciplines or subsystems must be considered and where the designer is free to significantly affect the system performance in more than one discipline or component [1]. Flight vehicle MDO has developed into a mature system. One of the first applications of MDO was aircraft wing design, and now, MDO has been increasingly implemented in the field; as a result, many MDO frameworks have been applied to different types of vehicles. Baker et al. developed the IHAT system focusing high-speed airbreathing flight vehicles [2, 3]. Alston et al. developed the HFMD system for the next-generation supersonic aircraft [4].

To a certain extent, the fidelity of the MDO framework depends on the fidelity of disciplinary codes. If the disciplinary codes are not well developed, the MDO system may be useless or worse [5]. Sobieszczanski-Sobieski and Haftka and Roshanian et al. have highlighted that the two main challenges of MDO are computational expense and organizational complexity [1, 6] and that optimization solution of engineering problems mainly suffer from the curse of dimensionality [7]. Therefore, multifidelity MDO was developed by researchers. Geiselhart et al. developed integration of multifidelity MDO codes for a supersonic aircraft, but those codes only were discussed in conceptual level design [8]. Roshanian et al. developed a multifidelity MDO system for small solid propellant launch vehicles by conceptual design and preliminary design [6]. Feng et al. proposed a multi-objective optimization-based effective global optimization...
for addressing the balance between local and global explorations [9]. Bataleblu et al. introduced computational intelligence to optimize a robust trajectory [10].

Viana et al. think that the use of metamodeling techniques in MDO has evolved in the 29 years, and multifidelity approximations of metamodels are emphasized [11]. By processing a large quantity of low level of fidelity (LoF) data and a small amount of high LoF data, by exploiting the advantages of the high LoF method with high accuracy and the low LoF method with low computational cost, a multifidelity method can be used to address the computational cost problem of MDO. Some MDO frameworks have adopted multifidelity methods to improve computational accuracy [6, 8]. Multifidelity optimization strategies are usually established within these frameworks. Low LoF strategies are used to calculate part of the optimization results and then refine the optimization results with medium or high LoF strategies.

Radar cross-section (RCS), as an important factor in the design and mission planning of a vehicle, has been applied in the trajectory design of unmanned combat aerial vehicles, where the problem of unmanned combat aerial vehicle path planning was formulated as an optimal control problem by Kabamba et al. [12]. Low observability motion planning formulations and the pseudospectral multiphase optimal control are proposed [13]. As an important technical indicator for supersonic cruise vehicles, the RCS plays an important role in the design of the vehicle shape and trajectory. Due to its importance, this study incorporates RCS into the MDO frameworks.

Compared with solid propellant launch vehicles, the relationships between disciplines are more complicated for integral solid propellant ramjet (ISPR) supersonic cruise vehicles. Firstly, the propulsion codes are equivalent to those containing solid propellant motor codes and solid ramjet codes, and secondly, the ISPR working conditions are closely related to the flight conditions, such as Mach number, angle of attack, air capture of the inlet, and throat radius. Meanwhile, the air capture of the inlet is closely related to the inlet size, which also significantly affects the aerodynamic characteristics. In the traditional preliminary design stage, each iteration in every discipline takes several days or even weeks. MDO helps to reduce the complexity of designing the process and shortens the development cycle of these vehicles.

Figure 1 shows the baseline supersonic cruise vehicle configuration used in this study. It also shows the vehicle geometry parameterization. The vehicle is divided into a payload cabin, an equipment cabin, and ISPR. The inlets and rudders are arranged outside the vehicle. The vehicle has a plane symmetry shape and twin inlet 90° configuration. The internal packaging layout and configuration are determined by external geometry. Changing the length and diameter can significantly change the engine charge and aerodynamic characteristics.

Based on the multifidelity strategy, we began with the conceptual and preliminary designs of the vehicle then established two MDO frameworks. At the system design level, different fidelity strategies were adopted. Based on the characteristics of the conceptual and preliminary designs, different fidelity MDO frameworks satisfying these two different design stages were established. Different from the multifidelity MDO system designed by Roshanian et al. [6], the MDO frameworks combine Variable Complex Modeling (VCM) with multilevel of fidelity MDO. VCM is a method which can replace low LoF codes by medium LoF codes. Different from VCM, not only low LoF disciplinary codes but also high LoF disciplinary codes are contained in the low LoF MDO framework in this system. There is the same condition in the medium LoF MDO framework. At the discipline level, the fidelity of codes was increased by using different multifidelity methods according to the characteristics of the disciplines. Geometry, aerodynamics, propulsion, mass, and trajectory disciplinary codes were used. RCS calculations were also incorporated into the MDO frameworks. The focus of this study was the ISPR supersonic cruise vehicle. An MDO system that satisfies the conceptual and preliminary designs of the vehicle was established, and an example was optimized. The geometry, propulsion, and trajectory parameters were adjusted to solve the problem of the minimum detection probability of the flight path.

The paper is organized as follows. Section 2 introduces the basic idea of multifidelity strategies and methods. Section 3 presents disciplinary codes depending on different fidelities. The calculation time and accuracy of those codes also are shown in this section. Two examples are presented in Section 4. One of them is an application for the supersonic cruise vehicle using ISPR. Another is a simple example for a small solid propellant missile. Finally, the conclusions are reported in Section 5.

2. Multifidelity Calculation

2.1. Concept of Multifidelity Strategy. Fidelity refers to the validity and reliability of the entire MDO process and optimization results. It depends on the fidelity of each discipline and the complexity of the optimization process; the more
complex the optimization process and the higher the discipline fidelity, the higher fidelity of the optimization.

Multifidelity, also known as variable fidelity and variable complexity, provides a way to minimize high LoF models at reduced computational cost [14]. Alexandrov and Lewis give an overview of first-order approximation/model management optimization and a study of variable-fidelity physics models for airfoil [15]. Gano et al. used low-fidelity models and a scaling function to approximate the high-fidelity model; a Kriging-based scaling function was introduced to better approximate the high-fidelity response [16]. A multifidelity technique was employed for a gust performance evaluation problem by Berci et al., where a metamodel of the high-fidelity model was built based on a tuned low-fidelity aeroelastic model [17]. Balabanov and Venter introduced a new approach to multifidelity optimization in reference, where correlation between the results of the low LoF and high LoF analyses is not required [18]. An approach for combining conceptual design and preliminary design for wing optimization was introduced by Hutchison et al.; multifidelity design strategies were used to combine conceptual and preliminary designs [19]. Similarly, different fidelity models are used to establish conceptual and preliminary design models in this work.

The MDO process depends on the design stage of the vehicle. Conceptual design of the vehicle refers to an initial demonstration based on technical indicators, forming a basic feasible concept and scheme and determining the overall parameters of the vehicle. Preliminary design is based on the concept design results, which are used as the initial iterative value, and the technical indicators and overall parameters in order to demonstrate feasibility and form a more detailed design. This allows more parameters to be determined, not only the overall parameters but also the parameters for all of the disciplines. In these two stages, the application of MDO can shorten the prephase design cycle and reduce the design cost. The MDO process in conceptual design is simpler and therefore less reliable.

There are two cases of discipline fidelity calculations. The first case is in the aerodynamic and RCS calculation codes. The high LoF method uses the same input as the low LoF method, but it requires too much calculation time and computing resources. As such, a small amount of high LoF data and a large amount of low LoF data are combined to form a medium LoF calculation method in order to increase the fidelity of the codes. The other case is in mass and propulsion codes, where the required inputs of the high LoF method are more detailed and accurate. However, the computational cost does not increase significantly in this case. The conceptual design stage cannot provide such detailed data, so the low LoF method is used for conceptual design after satisfying the calculation requirements of the high LoF method. This method performs an iterative calculation in the preliminary design phase.

A multifidelity strategy was adopted for MDO in this study. Multifidelity strategy refers to use of different fidelity discipline codes to establish different fidelity MDO frameworks for different application scenarios. Different from other multifidelity MDO frameworks, the low LoF MDO framework does not mean that all disciplinary codes are low LoF, while medium LoF MDO framework does not mean that all codes are medium LoF. Similar to the cased effect, the fidelity of the framework is determined by the lowest fidelity disciplinary codes. In the conceptual design phase, a low LoF calculation strategy is adopted. For aerodynamic and RCS calculations, a low LoF calculation method is adopted; the low LoF calculation method is still used for other discipline codes such as propulsion. Through iterative optimization calculations, the MDO results at the conceptual design stage can be formed. Once the conceptual design is complete, the preliminary design begins. At this time, a medium LoF strategy is adopted. The multifidelity calculation method is adopted for all disciplines, and the initial value for the iterative optimization is the optimum value of the conceptual design.

The architectures of MDO are known as the all-at-once (AAO) problem, which is a general formulation according to Martins and Lambe [20]. Figure 2 shows the relationship between two multifidelity strategies. Figure 2(a) shows the low LoF MDO strategy in the conceptual design phase, and Figure 2(b) represents the medium LoF MDO strategy in the preliminary design phase. The low LoF MDO strategy contains the codes: low LoF geometry, low LoF aerodynamics, low LoF radar cross-section calculations, low LoF propulsion, low LoF mass, and trajectory. The medium LoF MDO strategy contains the codes: high LoF geometry, medium LoF aerodynamics, medium LoF radar cross-section calculations, high LoF propulsion, high LoF mass, and trajectory. The orange full line box presents the high LoF method, the green narrow dotted line presents the medium LoF method, and the blue wide dotted line presents the low LoF method.

2.2. Multifidelity Methods. The multifidelity calculation method forms medium LoF codes by combining low LoF discipline codes with high LoF discipline codes. For different fidelity methods solving the same problem, the high LoF method can provide high confidence calculation results but often requires a longer calculation time and more computing resources; although the low LoF method is less accurate, its computational efficiency is much higher than that of the high LoF method. Using the characteristics of both methods, the multifidelity calculation method can make up for the poor accuracy of the low LoF method and can significantly reduce the time by the high LoF method. A commonly used multifidelity method is the polynomial fitting method by Doyle et al. [21] and Le et al. [22] applied in building disciplinary codes, which uses polynomial interpolation to fit the high LoF data with the low LoF data. However, the error has been shown to be large. The Co-Kriging method is an improved method based on the Kriging method; it is presented by Myers [23] and can be used to construct a multifidelity surrogate model with low LoF data and high LoF data. Its accuracy has been established and validated in aerodynamic calculations by Forrester et al. [24] and Huang et al. [25]. Furthermore, an extended Co-Kriging method with higher accuracy has been developed by Xiao et al. [26]. Co-Kriging approximation models using an automated Euler and Navier-Stokes-based method had been developed by Chung and Alonso [27]. Kim et al. made
a comparison study on the accuracy of the technique of nonconvex functions and got the conclusion that Kriging can create a more accurate metamodel than support vector regression [28]. Yuan and Bai made a comparison of the Kriging method and neural network and got a conclusion that Kriging approximation is likely to be more accurate [29]. A variety of multi-fidelity calculation methods were compared in this study, and the Co-Kriging method, which has the highest accuracy, was used as the multi-fidelity calculation method for aerodynamics and other disciplines.

The specific operation steps for the multi-fidelity method are as follows:

Step 1: select the state to be calculated according to the specific task of the discipline
Step 2: use the low LoF method for this discipline to calculate the data under all states to generate a low LoF database
Step 3: select the characteristic calculation state from all the calculation states using the uniform test or Latin hypercube experiment design method. Use the selected characteristic calculation state and select the characteristic database based on the low LoF database, where the characteristic database can represent natural features of the low LoF database
Step 4: use the high LoF method to calculate the data under the characteristic calculation state and then generate a high LoF database
Step 5: multifidelity data can be generated with higher accuracy

The multifidelity data by the specific operation steps also are shown in Figure 3.

In this section, we describe in detail the three types of multifidelity calculation methods: polynomial interpolation fitting, delta-Kriging, and Co-Kriging.

2.2.1. Polynomial Interpolation Fitting. The polynomial interpolation fitting method is used in many MDO frameworks [5, 6]. This method is easy to implement and has a certain degree of accuracy. It is based on the difference value between the high LoF data and the characteristic data. It carries on the polynomial to merge the interpolation value. The interpolation results and the sum of the low LoF data represent medium LoF data. Polynomial interpolation fitting is done using the equation

\[ f_{\text{mid}} = f_{\text{low}}(x_i) + \left[ g\left( f_{\text{high}}(x_j), x_i \right) - g\left( f_{\text{chara}}(x_j), x_i \right) \right]. \]  

where we used the cubic spline interpolation method.

The greater the amount of high LoF data that is available, the higher the accuracy we obtained for the medium LoF data. Therefore, a sufficient amount of high LoF data is needed for this method, which means that a longer calculation time is required. For a computational module with time constraints, using this method means that a certain amount of computational accuracy is lost.

2.2.2. Delta-Kriging Method. This method is based on the traditional surrogate model method, to model the difference between the high and low LoF codes. This difference is used to modify the low LoF code errors, in order to improve accuracy. The difference surrogate model method uses the equations

\[ f_{\text{mid}} = f_{\text{low}}(x_i) + f_{\text{delta}}(x_i), \]
\[ f_{\text{delta}} = Z\left( f_{\text{high}}(x_j) - f_{\text{chara}}(x_j) \right), \]  

where Z is the surrogate model method using \( f_{\text{high}} - f_{\text{chara}} \).

We used the Kriging method to build the surrogate model.

As with the polynomial interpolation fitting method, the delta-Kriging method deals with the difference between the high and low LoF data. The latter uses the surrogate model to predict the difference; it is sensitive to the selection of the characteristic flight state, but it has higher precision than the latter; the former uses polynomial interpolation to fit the
difference, which is less sensitive to flight status selection but has low precision.

2.2.3. Co-Kriging Method. The Co-Kriging method is an extension of the Kriging method, using the data of two independent high and low LoF data sets, and can make full use of the existing sample data to excavate the high LoF code information, while reducing the quantity of sample data and the computational cost. The Co-Kriging method is based on the following equation:

\[ Z_{\text{mid}}(x) = \rho Z_{\text{low}}(x) + Z_{\text{delta}}(x). \]  

(3)

Compared with the traditional Kriging method, this method has two different correlation functions; because two separate sets of sample data are used, the relevant parameters \( \theta_{\text{low}}, p_{\text{low}}, \theta_{\text{delta}}, p_{\text{delta}}, \) and \( \rho \) can be calculated [24, 30].

The fundamental point which makes the Co-Kriging method different from the traditional Kriging method is \( \rho \). In the traditional Kriging method, it can be regarded as 1, but in the Co-Kriging method, it must be obtained through global optimization (using a genetic algorithm, for example) with other related parameters and is not usually 1.

2.2.4. Two-Variable Demonstration. For certain shape of the vehicle, the variables of aerodynamic data are two or three flight conditions, which are \( H, Ma, \) and \( \alpha \). The same situation happens with the RCS calculation of \( \theta \) and \( \psi \). We used an example with two variables to test the feasibility of the three methods and evaluate their errors. Let us assume that the high LoF model could be represented by the function \( f_{\text{high}}(x_1, x_2) = x_1^2 + x_2^2 - 10 \cos(2\pi x_1) - 10 \cos(2\pi x_2) \), \( x_1, x_2 \in [0, 2] \), the low LoF model by \( f_{\text{low}} = 2f_{\text{high}} + x_1 + x_2 \), and the sampling method was a Latin hypercubic sampling method. A total of 100 low LoF sampling points were extracted. Figure 4 shows the high and low LoF models.

Figures 5–7 show the results of the three methods with a different number of high LoF sampling points. They are a result of the change in the confidence when the numbers of high confidence points are 4, 9, or 16. The stars represent the data at the low LoF sampling points, and the squares represent the high LoF data sampling points. The closer the model is to the high LoF model, the further the model is from the stars, the higher the fidelity. When there are 4 high LoF data points, the Co-Kriging method fitting effect is significantly higher than the other two methods. The delta-Kriging and polynomial methods produced similar results, but the polynomial fitting result is close to the low confidence data. When the number of high LoF points was increased to 9, the fidelity of the Co-Kriging method was higher than it was with 4 data points, and the polynomial method is slightly better than the delta-Kriging method. When the number of high confidence sampling points was increased to 16, none of the methods improve their precision.

The delta-Kriging method and the polynomial method are similar in principle. Both of them deal with the difference between the high and low LoF, so it is reasonable that results were similar.

The mean relative square error (MRSE) and the maximum relative error (MRE) are used as criteria to test the error prediction of the multifidelity methods. Table 1 shows the MRSE of the three methods, which were established with different numbers of high LoF sampling points and the high LoF model. Table 2 shows the MRE of the three methods. These results further indicate that the Co-Kriging method was the best of the three methods. The delta-Kriging method and the polynomial method have similar results. Therefore, we used the Co-Kriging method when constructing a multifidelity MDO framework:

\[ \text{MRSE} = \frac{1}{M} \sum_{i=1}^{M} \left( \frac{f(x_i) - \hat{f}(x_i)}{\hat{f}(x_i)} \right)^2, \]  

(4)

\[ \text{MRE} = \max_{0 < i < n} \left( \frac{f(x_i) - \hat{f}(x_i)}{\hat{f}(x_i)} \right). \]  

(5)

3. Math Discipline Codes

The relationship between the discipline codes is shown in Figure 8. The coupling relationship between codes is complex, and they affect each other. The main function of the geometry codes is to establish a parameterized vehicle shape and internal structure and to provide the geometric data for the aerodynamics, RCS calculation, propulsion, and mass codes. The main function of the aerodynamic discipline codes is in the defined geometric shape parameters used to calculate aerodynamic coefficients, and RCS discipline codes are used to calculate RCS data for trajectory disciplines in the defined geometric shape parameters. The propulsion codes calculate parameters such as thrust, specific impulse, and engine quality of ISPR, then provide these parameters to
Figure 4: High and low LoF models: (a) low LoF model and (b) high LoF model.

Figure 5: Results with 4 high LoF data points: (a) Co-Kriging method, (b) delta-Kriging method, and (c) polynomial method.
the mass and trajectory disciplines. The mass discipline codes provide the vehicle mass characteristics and equipment parameters based on the geometric shape and mass parameters of the ISPR for the trajectory discipline. Finally, the trajectory discipline facilitates the calculation of a specific flight trajectory and parameters using the aerodynamic, RCS, mass, and propulsion data; it also provides overload data to the mass codes. Table 3 shows the interaction parameters between all of the discipline codes in Figure 8.

3.1. Aerodynamic Codes. Common aerodynamic calculation methods include the engineering estimation method and the Computational Fluid Dynamics (CFD) method. As a low LoF method, the advantage of engineering estimation is the fast calculation speed which means that dozens of computing states can be completed in a short time; the disadvantage is that the calculation results are not accurate enough. The component combination method and surface element method are common engineering estimation methods. CFD can be divided into two parts: the viscous flow Navier-Stokes equation and the inviscid Euler equation [31]. Viscous flow involves the flow of transport phenomena, such as friction, heat conduction, and mass diffusion. These transport phenomena are dissipative, and they always increase the entropy of the fluid. It is obvious that the definition of inviscid flow ignores dissipation, viscous transport, mass diffusion, and the flow of heat through conduction. The assumption of aerodynamic calculation codes is based on the inviscid flow conditions. As a high LoF method, the advantage of CFD is that the accuracy of the calculation results is very high. The disadvantage is that the calculation process is time-consuming. The calculation often takes hours or even days. The calculation of the viscosity is often more time-consuming than the inviscid calculation.

3.1.1. Low LoF Aerodynamic Codes. The low LoF codes do not require highly reliable methods but do require high computational efficiency. To find the supersonic cruising vehicle’s speed characteristics, the low LoF method uses a theoretical calculation. The theoretical calculation method

---

**Figure 6:** Results with 9 high LoF data points: (a) Co-Kriging method, (b) delta-Kriging method, and (c) polynomial method.
establishes a simplified mathematical model and a control equation based on the study of the basis of air motion law and assumptions. The body is solved using the rotating body theory. When the angle of attack is 0-5°, irrotational stream theory is used to find a solution. When the angle of attack is 5-25°, cross-flow theory is used to find a solution. The supersonic aerodynamic characteristics of the wing are based on cone-shaped fluid theory. The wing-body assembly and tail-body assembly are solved according to the component combination method. Therefore, the aerodynamic characteristics of the whole vehicle are those of the wing-body assembly and the tail-body combination section [32, 33].

3.1.2. High LoF Aerodynamic Codes. The high LoF method needs to be able to accurately describe the aerodynamic status of the aircraft. Therefore, it requires a high-order aerodynamic calculation method. The three-dimensional inviscid Euler equation was used in this study. The finite volume method was used based on the integral form of Euler’s equation. Firstly, the computing area was approximately discretized into a finite number of nonoverlapping grids. Secondly, a series of nonoverlapping control units around each grid point were selected with only one node in each

<table>
<thead>
<tr>
<th>Table 1: Mean relative square error.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Num. of data</td>
</tr>
<tr>
<td>Co-Kriging</td>
</tr>
<tr>
<td>Delta-Kriging</td>
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</table>
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<td>Co-Kriging</td>
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<tr>
<td>Delta-Kriging</td>
</tr>
<tr>
<td>Polynomial</td>
</tr>
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</table>
control unit. Thirdly, the flow rate to be determined was set on the grid node, and each control unit was integrated using the law of the conservation of the flow rate to derive a set of discrete formats. Finally, the solution was determined, and the numerical solution of the flow was obtained [31, 34].

In this method, the Runge-Kutta method was used for time discretization, and the spatial discretization is in an upwind format and total variation diminishing (TVD) scheme difference scheme.

For certain shape, we chose the flight conditions at $\alpha = 0$ and $\text{Mach} = 3$. Mesh independence is described. Different mesh numbers such as 0.5 million, 0.75 million, and 1 million are tested. The results are shown in Table 4. The results indicate that mesh number of 0.75 million can meet the calculation accuracy requirements.

For a simple aircraft shape and a moderate mesh size, the calculation time of this method is short, making it suitable for MDO calculation.

### 3.1.3. Medium LoF Aerodynamic Codes

For a certain step in the optimization iteration, the MDO system automatically generates an aircraft shape, which is required to calculate the aerodynamic table based on this shape and flight conditions. During each round of optimization, for the certain shape, the aerodynamic table is a function of flight conditions. The process for medium LoF aerodynamics is as follows:

Step 1. Getting the calculation status. The calculation status required for trajectory calculation was obtained, generally including the flight Mach number, angle of attack, and flight altitude. These statuses are the basis for the formation of aerodynamic tables.

Step 2. Generating the low LoF aerodynamic table. For all calculation statuses, a low LoF aerodynamic table can be formed in a very short time by using the theoretical

---

**Table 3:** All interaction parameters between the discipline codes.

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Inputs</th>
<th>Outputs</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>A Geometry</td>
<td>Aerodynamics, RCS, propulsion, and mass</td>
<td>Cone length, column length, diameter, type of cone, type of rudder, type of inlet, and length and width of inlet</td>
<td></td>
</tr>
<tr>
<td>B Aerodynamics</td>
<td>Trajectory</td>
<td>Aerodynamic coefficients, pressure center</td>
<td></td>
</tr>
<tr>
<td>C RCS</td>
<td>Trajectory</td>
<td>Whole direction RCS data</td>
<td></td>
</tr>
<tr>
<td>D Propulsion</td>
<td>Mass</td>
<td>Mass of engine charge, total mass of ISPR</td>
<td></td>
</tr>
<tr>
<td>E Propulsion</td>
<td>Trajectory</td>
<td>Thrust, specific impulse, and flow rate</td>
<td></td>
</tr>
<tr>
<td>F Propulsion</td>
<td>Geometry</td>
<td>Type of inlet, length and diameter of ISPR, and length and width of inlet</td>
<td></td>
</tr>
<tr>
<td>G Mass</td>
<td>Trajectory</td>
<td>Total mass, mass center, and mass of engine charge</td>
<td></td>
</tr>
<tr>
<td>H Trajectory</td>
<td>Aerodynamics</td>
<td>Mach number, angle of attack, and height</td>
<td></td>
</tr>
<tr>
<td>I Trajectory</td>
<td>Mass</td>
<td>Horizontal/longitudinal/lateral overload</td>
<td></td>
</tr>
</tbody>
</table>

**Table 4:** Mesh independence analysis.

<table>
<thead>
<tr>
<th>Mesh number</th>
<th>$C_L$</th>
<th>$C_D$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5 million</td>
<td>0.0098</td>
<td>0.3839</td>
</tr>
<tr>
<td>0.75 million</td>
<td>0.0149</td>
<td>0.4267</td>
</tr>
<tr>
<td>1 million</td>
<td>0.0155</td>
<td>0.4235</td>
</tr>
</tbody>
</table>

---

**Figure 8:** Relationship between all of the discipline codes.
calculation method. This table is identical to the table used in the low LoF MDO framework.

Step 3. Selecting the characteristic status. The characteristic status are sampled in all calculation status by the Latin hypercube sampling method. In general, if the number of factors in calculation status is 2, the sampling point is no less than 9, and if the number of factors is 3, the sampling point is no less than 16 [35].

Step 4. Generating the high LoF aerodynamic table. For all characteristic status, a high LoF aerodynamic table can be formed using the high LoF calculation method. This table is identical to the table used in the high LoF MDO framework.

Step 5. Forming the final medium LoF aerodynamic table or model. The premise of generating a medium LoF aerodynamic table is a low LoF table containing a large amount of data and a high LoF table containing a small amount of data. The high LoF data is used to correct the low LoF data. Using the Co-Kriging method, the two kinds of tables can be used as input to the method to quickly generate a medium LoF model. A medium LoF aerodynamic table can be generated by bringing in all calculation statuses. The medium LoF model also can be an input of the trajectory calculation.

RCS Calculation Codes

The fundamental solution to high-frequency scattering RCS analysis is to solve Maxwell’s equations. Solving the equations directly provides a precise solution for the spatial electromagnetic field and the RCS. The main ways of doing this are the moment method, finite element method, time domain finite element method, fast multisubstage method, and multilayer fast multisubstage method. Although all of these numerical methods are highly reliable, they require a substantial amount of calculation.

The RCS approximate calculation method uses approximation and asymptotic analysis based on the strict numerical analysis of Maxwell’s equations and mathematical operation skills. Mature methods for doing this include geometric optics, physical optics, the geometrical theory of diffraction, physical theory of diffraction, incremental length diffraction coefficients, and method of equivalent current [36]. Research shows that these approximate calculation methods can meet the requirements of the preliminary design phase and complement each other. The results are more accurate when multiple methods are used in combination [37].

3.1.4. Low LoF RCS Calculation Codes. The low LoF RCS method uses the physical optics method [38, 39]. The electromagnetic induction field of the target surface is approximated, and the scattering field is obtained by integration. To facilitate the solution, Maxwell’s equations are transformed into the Stratton-Chu integral equations [40]:

\[
\vec{E}_i(\vec{r}) = \frac{1}{4\pi R} \int \psi \left\{ \sum_n \left[ jk Z_0 \left( \vec{n} \times \vec{H} \right) + \left( \vec{n} \times \vec{E} \right) \times \nabla \psi + \left( \vec{n} \cdot \vec{E} \right) \nabla \psi \right] \right\} dS, \\
\vec{H}_i(\vec{r}) = \frac{1}{4\pi R} \int \psi \left\{ -jk Y_0 \left( \vec{n} \times \vec{E} \right) + \left( \vec{n} \times \vec{H} \right) \times \nabla \psi + \left( \vec{n} \cdot \vec{H} \right) \nabla \psi \right\} dS,
\]

where \(\psi\) is Green’s function, given by

\[
\psi = \frac{1}{(4\pi R)^2} e^{-jkR}.
\]

The following basic assumptions are made for the Stratton-Chu equation: (a) electromagnetic waves do not diffract on the object surface; they only reflect; (b) the total scattered field of the target shadow is zero; (c) the distance from the scatterer to the radar receiver is much greater than the scatterer size; and (d) when the radius of curvature of the target surface is much larger than the wavelength, the tangent plane is used for calculation instead of the original surface.

Based on the assumptions of the physical optics method without considering the mutual interference of the scattering fields of each element, for a specified incident field direction, the total scattered electric field can be obtained by successively calculating the scattered electric field of each surface element.

The steps of the low LoF RCS calculation are shown in Figure 9. Step 1: reading the geometry model of the vehicle. Step 2: setting up calculation conditions: range of view angle and incident power. Step 3: calculation of the surface feature parameter, element physical optical current, and surface element scattered electric field. Step 4: loop computing in all surface elements, summing all scattered electric field. Step 5: loop computing all direction of the view angle, calculating RCS data. Step 6: RCS data output, where the view angle is an angle of the sea level and the line from radar to vehicle.

3.1.5. High LoF RCS Calculation Codes. A high LoF method is needed to describe the RCS characteristics more precisely than the low LoF method. The time domain finite element method within the numerical analysis method is used to solve Maxwell’s equations [41]. The basic idea is as follows:
Maxwell’s equations are differentially discretized; then, they are converted from differential equations to difference equations using the center difference method; starting from the wave source and directly describing the electromagnetic wave propagation process at the moment \( t = 0 \), the finite-difference calculation of each spatial grid allows waves to propagate in a simulated space. Data is sampled continuously within a certain volume and period in a continuous electromagnetic field, so the computational process completely simulates the electromagnetic wave propagation and interaction with the target object. Eventually, an accurate solution of the spatial electromagnetic field is obtained; the RCS can then be found using the near-far field conversion.

### 3.1.6. Medium LoF RCS Calculation Codes

Once the vehicle coating material has been determined, its RCS data depends on its shape. The following basic assumptions are made for the medium LoF RCS calculation: in the MDO process, the topological structure of the vehicle’s shape will not change, and the shape parameters will change within a certain range, so the RCS data of different aircraft shapes will not change greatly. The following medium LoF method is used:

1. **Step 1. Getting the calculation status.** The calculation status required for trajectory calculation was obtained, generally including all view angles. For a certain shape, these statuses are the basis for the formation of RCS tables.

2. **Step 2. Generating the low LoF RCS table.** For all calculation status, a low LoF RCS table can be formed in a very short time by using the physical optics method. This table is identical to the table used in the low LoF MDO framework.

3. **Step 3. Selecting the characteristic status.** The characteristic status is sampled in all calculation statuses by the Latin hypercube sampling method.

4. **Step 4. Generating the high LoF RCS table.** For all characteristic statuses, a high LoF RCS table can be formed using the time domain finite element method. This table is identical to the table used in the high LoF MDO framework.

5. **Step 5. Forming the final medium LoF RCS table or model.** Using the Co-Kriging method, the two kinds of tables can be used as input to the method to quickly generate a medium LoF RCS model.

6. **Step 6. Gauss filtering.** The RCS data model can be processed by Gauss filtering to improve the computational speed in trajectory calculation.

### 3.2. Propulsion Codes

The propulsion codes are used for the internal trajectory calculation model of the ISPR. The ISPR can be considered in two parts: the solid propellant motor and the solid fuel ramjet, and their calculation models are established accordingly. When a solid propellant motor model is used to replace a booster model in the ISPR, a solid fuel ramjet model is used instead of the gas generator model. The low LoF code is used in the conceptual design phase, which cannot build a detailed model; it simplifies the ISPR codes because fewer parameters are available for the vehicle and ISPR. A high LoF code is used in the preliminary design stage. Compared with the previous stage, more parameters are available for the ISPR. This is sufficient to establish a more detailed model of the power system and can describe the working state of the ISPR more comprehensively. It can also improve the accuracy of the trajectory codes.

The following basic assumptions are made for propulsion codes: (a) the internal gas flow in the engine is one-dimensional flow; (b) there is no energy dissipation; (c) there is no ablation of the thermal insulation layer; and (d) the flow rate of the ISPR can be continuously adjusted.

#### 3.2.1. Low LoF Propulsion Codes

The low LoF model for a solid propellant motor assumes that the specific impulse remains unchanged, but it can adjust the flow rate. Hence, thrust is a variable, and the specific value is

\[
F = \frac{mV + D + mg \sin \theta}{\cos \alpha \cos \beta},
\]

where

\[
\dot{m} = \frac{F}{I_{sp} \times g}.
\]

#### 3.2.2. High LoF Propulsion Codes

In the high LoF model of the booster motor, the theoretical specific impulse is calculated using the theoretical extrapolation function. The influence of the nozzle expansion ratio and the pressure of the combustor are considered when the interpolation is carried out. On the basis of the thermodynamic calculation, the evaluation of the interpolated function [42] is

\[
I_{th} = 2408 \times \sqrt{0.75781 + 0.4187 \ln \varepsilon - 0.0279 \ln^2 \varepsilon} \\
\times (0.9941 + 0.044 \ln p_{c}) + 522.0226p_{c}^{0.006965 \cdot \varepsilon - 0.351} \\
- 1557.6p_{c}^{-0.993} \cdot \varepsilon \cdot \rho_{a}.
\]

The relative error between the result of this extrapolation formula and the result of the thermal calculation does not exceed 0.1%. At the same time, the actual specific impulse is also calculated by the Solid Performance Program (SPP) empirical formula [43]. The flow rate is determined by its charge and burning time.

The high LoF codes for solid fuel ramjet are calculated using the nondesign point performance. The total pressure recovery coefficient \( \sigma_{in} \) and inlet flow coefficient \( \varphi_{in} \) are calculated by the following equations [44]:

\[
\varphi_{in} = \begin{cases} 
\frac{\cot \delta_{1} - \cot \beta_{\mu}}{\cot \delta_{1} - \cot \beta_{1}} \frac{\cot \delta_{2} - \cot \beta_{\mu}}{\cot \delta_{2} - \cot \beta_{2}}, & \text{Ma} < \text{Ma}_{D}, \\
1, & \text{Ma} \geq \text{Ma}_{D},
\end{cases}
\]
The size of the gas generator and the pressure of combustion products of combustor can be obtained. According to those thermodynamic parameters, parameters of after-combustion products of combustor can be obtained. Thermodynamic calculations can be carried out. The composition, temperature, and other thermodynamic parameters of thermodynamic calculations can be carried out. After determining the type of propellant, thrust of the high LoF model is obtained by experience in preliminary design. A side air inlet internal trajectory calculation program is used \cite{45}. The total pressure recovery coefficient of the nozzle can be obtained by experience in preliminary design. A side air inlet internal parts are known; and (c) since the aircraft is in a transient equilibrium all the time:

\begin{equation}
V = \frac{F \cos \alpha - D}{m} - g \sin \gamma,
\end{equation}

\begin{equation}
\dot{V} = \frac{F \sin \alpha \cos \mu + L \cos \mu - Z \sin \mu}{mV} - \frac{g \cos \gamma}{V},
\end{equation}

\begin{equation}
\psi = -\frac{F \sin \alpha \sin \mu + L \sin \mu + Z \sin \mu}{mV \cos \gamma},
\end{equation}

\begin{equation}
\dot{x} = V \cos \gamma \sin \psi,
\end{equation}

\begin{equation}
\dot{y} = V \sin \gamma,
\end{equation}

\begin{equation}
\dot{z} = -V \cos \gamma \sin \psi,
\end{equation}

\begin{equation}
\alpha = \theta - \gamma,
\end{equation}

The mass center of the vehicle is

\begin{equation}
C.G_i = \frac{m_{\text{shell}} \cdot C.G_{\text{shell}} + m_{\text{load}} \cdot C.G_{\text{load}} + m_{\text{eng}} \cdot C.G_{\text{eng}} + m_{\text{fin}} \cdot C.G_{\text{fin}}}{m_0},
\end{equation}

where $m_{\text{eng}}$ and $C.G_{\text{eng}}$ are calculated from the low LoF propulsion codes. $m_{\text{load}}$ and $C.G_{\text{load}}$ are dependent on equipment in the vehicle, which are fixed. $m_{\text{shell}}$ and $C.G_{\text{shell}}$ are calculated by the thin shell of the simplified vehicle shell.

3.3. Mass Codes. At different stages of vehicle design, different mass codes can be used for calculation purposes. The low LoF model has a poor calculation accuracy but requires fewer parameters and is generally used in the conceptual design stage. Conversely, the high LoF model used in the preliminary design stage has a high calculation accuracy, but it requires more complicated parameters. However, the computational challenge of them are almost equal and simple. The following basic assumptions are made for mass codes: (a) the number of internal parts is known and no longer increases; (b) the mass, mass center, and shape of all internal parts are known; and (c) since the aircraft is in a supersonic state, the mass loss caused by thermal ablation is ignored.

3.3.1. Low LoF Mass Codes. The low LoF method simplifies the vehicle shell into a thin shell of even thickness, so the mass of the vehicle can be determined. The mass discipline codes can be simplified and divided into four parts:

\begin{equation}
m_0 = m_{\text{shell}} + m_{\text{load}} + m_{\text{eng}} + m_{\text{fin}},
\end{equation}

\begin{align}
\sigma_p &= \prod \lambda \sigma_p, \\
q(\lambda_i) &= \frac{q_m A_i}{A_1 \sigma_p} q(\lambda_1), \\
q(\lambda_i) &= \left( \frac{k + 1}{2} \right)^{1/(k-1)} \lambda_i \left( 1 - \frac{k - 1}{k + 1} \lambda^2 \right) \rightarrow \lambda_i, \\
k &= 1.4, \\
Ma_t &= \frac{2\lambda^2}{\left[ (1 - \lambda^2)/((k - 1)/(k + 1)) \right] (k + 1)} \rightarrow \sigma_n, \\
k &= 1.4, \\
\sigma_V &= \frac{1}{\chi \beta \sqrt[\gamma]{\lambda}} \\
\sigma_m &= \sigma_p \times \sigma_n \times \sigma_V.
\end{align}
In order to demonstrate the influence of the RCS on the trajectory, we need to add the low detectability constraint, that is, to increase the radar set point on the route of the trajectory. Constraints can include the instantaneous detection probability of the radar effective area or the overall detection probability of the entire flight. The control variables of the aircraft during flight are the angle of attack and roll angle. If the vehicle is required to reach a specified target point, the end position is added as a constraint condition. The model of the instantaneous detection probability of the radar effective area is

\[
D = \frac{1}{1 + \left(\frac{c_t R^4}{\sigma} \right)^2},
\]

The model of the overall detection probability is

\[
J = \int_{t_0}^{t_f} P dt.
\]

The complicated constraints on trajectory codes mean that the derivation process is cumbersome, and the convergence domain is small when using Pontryagin’s extremum principle. The pseudospectral method [49] is used to transform the problem from a continuous system into a nonlinear programming problem. In order to increase the convergence rate of the pseudospectral method, polynomial fitting is carried out on the aerodynamic data, and the RCS data is Gauss filtered before polynomial fitting. By using the pseudospectral method, the optimal control problem of the trajectory is solved during each iteration of MDO.

3.5. Analysis of Discipline Codes. For the vehicle in this study, the computational time and accuracy of each fidelity disciplinary codes are compared. The computational time is shown in Table 5. The computational time of low LoF aerodynamics and RCS codes is lower than those with high LoF. And an average of 19 times of the time is reduced by using medium LoF codes, which can solve the problem of computational expense. Due to the fact that there are some nonexistent codes, the computational time of them is not counted in Table 5.

The accuracy of each codes are shown in Table 6 in which data used for comparison are as follows: \(C_D\) in the status of \(Ma = 3\) and \(\alpha = 0°\); \(\sigma\) in the status of \(\theta = 0\) and \(\psi = 0\); \(F\) of ISPR in \(Ma = 3\), \(\alpha = 5°\), and \(H = 12000\) m; and \(m_0\). The calculation time of the two MDO frameworks in Figure 2 is tested. A high LoF MDO framework consisting entirely of high LoF disciplinary codes is also tested. All of the test data is listed in Table 7. The conclusion can be drawn from the test that the medium LoF framework can reduce calculation time and improve calculation accuracy in acceptable limits. However, the low LoF framework of the conceptual design has a low fidelity.

### 4. Example Problem

We used the different fidelity codes of different disciplines to build the two MDO frameworks in Figure 2, meeting the conceptual design and preliminary design requirements. Through the low LoF MDO framework, the conceptual design of a supersonic cruise vehicle was completed.

#### 4.1. Optimization Problem and Constraints

The optimization object is an ISPR supersonic cruise vehicle. The launch platform is a supersonic aircraft, and the mission target position of the flight trajectory is known. A noncooperative radar is located along the longitudinal flight trajectory. The optimization problem is to reduce the overall detection probability for the entire flight by modifying the shape, ISPR, and flight trajectory parameters. There are 34 input parameters, of which 14 are related to the shape, 11 to the ISPR, and 9 to the trajectory. All input parameters and their initial values are shown in Table 8.

The sensitivity analysis of all 34 parameters for the overall detection probability is calculated, and the results are shown in Figure 10. In this figure, all the parameters are arranged according to the sensitivity. The most influential parameters are gas generator total impulse, cone length, column length, diameter, mass of gas generator, total time, and mass of booster. In the MDO process, special attention needs
to be paid to the influence of the changes of these parameters on the overall detection probability during the flight of the aircraft.

**4.2. Solutions and Conclusion.** Genetic algorithms were used as optimization algorithms for this example. The conceptual design took 65 hours. After 243 generations of optimization calculations, the overall detection probability was reduced by 66.9%, and the effect was considerable. The preliminary design optimization took a total of 221 hours. After 108 generations of optimization calculations, the overall detection probability of the mission trajectory was reduced by 5.76%. A comparison of all output parameters is shown in Table 9. Figure 11 shows the lateral trajectory before and after optimization, including the initial trajectory, the optimal trajectory of conceptual design, and the optimal trajectory of preliminary design.

For simplifying the calculation, we set the booster mass and booster special impulse to fixed values. From Table 9, we can conclude that (a) the cone length is increased, the column length is reduced, the total length is reduced relative to its initial value, and the result is that the total mass and the average RCS are reduced; (b) while the total length and the gas generator length are decreasing, the length of powder and the diameter are increased, and finally, the gas generator is increased; and (c) from the results, we can see that after optimization, the optimal trajectory can avoid the radar further the initial trajectory; the overall detection probability is significantly reduced.
In this case, increasing the cone length, reducing the column length, and reducing the total length can improve the aerodynamic performance and reduce the RCS. Since the range need to be increased to stay away from the radar, the mass and length of gas generator are increased. A combination of factors leads to the total mass reduction. Finally, the overall detection probability is significantly reduced.

After the optimal design values have been achieved at the conceptual design stage, the models with higher LoF are adopted. In the entire design exploration space, the preliminary design stage can achieve optimal results with only a small number of computational iterations. Although the results of preliminary design are not much different from

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Initial</th>
<th>Conceptual optimal</th>
<th>Preliminary optimal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total mass (kg)</td>
<td>1000</td>
<td>990.3</td>
<td>990.6</td>
</tr>
<tr>
<td>Cone length (mm)</td>
<td>1500</td>
<td>1493.7</td>
<td>1513.1</td>
</tr>
<tr>
<td>Column length (mm)</td>
<td>4500</td>
<td>4429.9</td>
<td>4426.2</td>
</tr>
<tr>
<td>Total length (mm)</td>
<td>6000</td>
<td>5923.6</td>
<td>5939.3</td>
</tr>
<tr>
<td>Diameter (mm)</td>
<td>350</td>
<td>366.5</td>
<td>368.2</td>
</tr>
<tr>
<td>Gas generator length (mm)</td>
<td>2100</td>
<td>1929.9</td>
<td>1916.2</td>
</tr>
<tr>
<td>Booster mass (kg)</td>
<td>200</td>
<td>200.0</td>
<td>200.0</td>
</tr>
<tr>
<td>Gas generator mass (kg)</td>
<td>213</td>
<td>231.6</td>
<td>231.1</td>
</tr>
<tr>
<td>Average RCS (m²)</td>
<td>0.0795</td>
<td>0.0680</td>
<td>0.0674</td>
</tr>
<tr>
<td>Overall detection probability</td>
<td>281.226</td>
<td>92.9225</td>
<td>87.5672</td>
</tr>
</tbody>
</table>

Figure 10: Sensitivity analysis.

Figure 11: Lateral trajectory before and after optimization.
that of conceptual design, the orientation of vehicle design and optimization is provided by these results.

4.3. Another Example. There is an additional example for the multifidelity MDO framework using a small solid propellant missile. The design target is the minimum total mass with the constraint of 350 km for range. Aerodynamic, propellant, mass, and trajectory codes are mentioned before. A comparison of all output parameters is shown in Table 10. In this case, total mass of the missile is reduced significantly. Due to the decrease of cone length, column length, and total length, total mass is reduced. To meet the predetermined requirement of range, ε and $P_c$ both are increased, and then, $F$ is increased. This simple example shows that the multifidelity MDO platform is not only suitable for the ISPR supersonic cruise vehicle but also suitable for the solid propellant missile.

5. Conclusion

The MDO method has a substantial influence on the design of the flight vehicle, and it is convenient when designing supersonic cruise vehicles.

We introduced multifidelity MDO for a supersonic cruise vehicle considering the RCS. Geometry, aerodynamics, RCS calculations, propulsion, mass, and trajectory discipline codes were used. Initially, two MDO frameworks were used for this complex system with coupling disciplines to find the optimal solution. The conceptual design MDO framework adopted a low LoF strategy, which provided the initial value for the preliminary design MDO framework. The preliminary design adopted a medium LoF strategy, which provided sufficient design parameters to improve the accuracy of the MDO. Secondly, the aerodynamic, RCS calculation, propulsion, and mass disciplines adopted a multifidelity model. In comparison to previous models which used empirical methods, the accuracy of model calculations improved. Finally, the designed MDO frameworks were used to explore the design space, provide weight targets for vehicle optimization, reduce the design workload, and shorten the design cycle.

By adopting multifidelity design at both the discipline and the system levels, it is possible to customize the LoF for each design stage in different disciplines. The optimization cases demonstrated that this multifidelity MDO framework performed well in minimizing the total mass or the overall detection probability of flight trajectory. This multifidelity MDO framework is a general approach for solving flight vehicles’ design problems.

**Nomenclature**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_i$</td>
<td>Inlet capture area</td>
</tr>
<tr>
<td>$c_{1}, c_{2}$</td>
<td>Parameters of radar</td>
</tr>
<tr>
<td>$C_{L}$</td>
<td>Lift coefficient</td>
</tr>
<tr>
<td>$C_{D}$</td>
<td>Drag coefficient</td>
</tr>
<tr>
<td>$C_{Z}$</td>
<td>Lateral force coefficient</td>
</tr>
<tr>
<td>C.G.</td>
<td>Mass center</td>
</tr>
<tr>
<td>$D$</td>
<td>Drag force</td>
</tr>
<tr>
<td>$f_{low}$</td>
<td>The low LoF database or method</td>
</tr>
<tr>
<td>$f_{high}$</td>
<td>The high LoF database or method</td>
</tr>
<tr>
<td>$f_{anchor}$</td>
<td>The characteristic database or method</td>
</tr>
<tr>
<td>$f_{mid}$</td>
<td>A medium LoF database, also known as a calibration database</td>
</tr>
<tr>
<td>$f_{\delta}$</td>
<td>Predicted value of the surrogate model</td>
</tr>
<tr>
<td>$F$</td>
<td>Thrust</td>
</tr>
<tr>
<td>$g$</td>
<td>Spline interpolation method, the gravitational acceleration</td>
</tr>
<tr>
<td>$H$</td>
<td>Height</td>
</tr>
<tr>
<td>$I_{sp}$</td>
<td>Actual specific impulse</td>
</tr>
<tr>
<td>$I_{sh}$</td>
<td>Theoretical specific impulse</td>
</tr>
<tr>
<td>$j$</td>
<td>Imaginary part</td>
</tr>
<tr>
<td>$L$</td>
<td>Lift force</td>
</tr>
<tr>
<td>$L_0$</td>
<td>Theoretical air volume</td>
</tr>
<tr>
<td>$m$</td>
<td>Flow rate</td>
</tr>
<tr>
<td>$m$</td>
<td>Mass of the vehicle</td>
</tr>
<tr>
<td>$Ma$</td>
<td>Mach number</td>
</tr>
<tr>
<td>$\hat{n}$</td>
<td>Unit normal vector of the unit cell</td>
</tr>
<tr>
<td>$P_{w}$</td>
<td>Pressure of environment</td>
</tr>
<tr>
<td>$P_{c}$</td>
<td>Pressure of the combustor</td>
</tr>
<tr>
<td>$q = 1/2 \rho V^2$</td>
<td>Dynamic pressure</td>
</tr>
<tr>
<td>$R$</td>
<td>Distance from the surface element to the observation point, distance from the radar to the flight vehicle</td>
</tr>
<tr>
<td>$S$</td>
<td>Reference area</td>
</tr>
<tr>
<td>$t$</td>
<td>Time</td>
</tr>
<tr>
<td>$t_0$</td>
<td>Initial time of trajectory simulation</td>
</tr>
<tr>
<td>$t_f$</td>
<td>End time of trajectory simulation</td>
</tr>
<tr>
<td>$V$</td>
<td>Total acceleration</td>
</tr>
<tr>
<td>$V_x, y, z$</td>
<td>Velocity</td>
</tr>
<tr>
<td>$x_i$</td>
<td>Flight status that generates low LoF data</td>
</tr>
<tr>
<td>$x_i$</td>
<td>Characteristic flight status (that generates the characteristic and the high LoF data)</td>
</tr>
<tr>
<td>$Z$</td>
<td>Lateral force</td>
</tr>
<tr>
<td>$Z_{mid}$</td>
<td>Medium LoF surrogate model</td>
</tr>
<tr>
<td>$Z_{\delta}$</td>
<td>Surrogate model constructed by the low LoF data</td>
</tr>
<tr>
<td>$Z_{\delta}$</td>
<td>Surrogate model constructed by the difference between high and characteristic data</td>
</tr>
</tbody>
</table>

---

**Table 10: All parameters of a solid propellant missile.**

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Initial</th>
<th>Conceptual optimal</th>
<th>Preliminary optimal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total mass (kg)</td>
<td>4176</td>
<td>3518</td>
<td>3325</td>
</tr>
<tr>
<td>Range (km)</td>
<td>360</td>
<td>354.3</td>
<td>350.6</td>
</tr>
<tr>
<td>First cone length (mm)</td>
<td>548.1</td>
<td>556.3</td>
<td>560.4</td>
</tr>
<tr>
<td>Second cone length (mm)</td>
<td>2450.7</td>
<td>2463.1</td>
<td>2472.6</td>
</tr>
<tr>
<td>Column length (mm)</td>
<td>3301.2</td>
<td>3124.5</td>
<td>3064.6</td>
</tr>
<tr>
<td>Total length (mm)</td>
<td>6300</td>
<td>6143.9</td>
<td>6097.6</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>4</td>
<td>8.8</td>
<td>9</td>
</tr>
<tr>
<td>$P_c$</td>
<td>6</td>
<td>7.8435</td>
<td>7.9652</td>
</tr>
<tr>
<td>$F$</td>
<td>109.5</td>
<td>131.1</td>
<td>134.2</td>
</tr>
</tbody>
</table>
Energy: $Z_0$;Vacuum impedance
Aerodynamic function
Angle of attack, residual gas coefficient
Angle of slide slip
Shock angle of the inlet
Path angle
Nozzle expansion ratio
Relevant parameters of $\theta_{\text{low}}$
Relevant parameters of $\theta_{\text{delta}}$
Pitch angle
Turning angle of inlet
Wavelength, velocity coefficient
Roll angle
Amplification factor of the Co-Krigeing method
Radial cross-section (RCS)
Total pressure recovery coefficient
Heating coefficient of the chamber
Inlet flow coefficient
Combined quantity of the chamber
Deflection angle
Wave number
Gas quality increase coefficient.

\[ \beta = 1 + \frac{1}{(\alpha L_0)} \]
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