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Abstract. 
A new identity for resolvents of operators is suggested. We show that in appropriate
situations it is more convenient than the Hilbert identity. In particular, we establish a new
invertibility condition for perturbed operators as well as new bounds for the spectrum of
perturbed operators. As a particular case we consider perturbations of Hilbert-Schmidt
operators.


1. Introduction and the Main Result
 Let 
	
		
			

				𝑋
			

		
	
 be a complex Banach space with a norm 
	
		
			
				‖
				⋅
				‖
			

		
	
 and the unit operator 
	
		
			

				𝐼
			

		
	
. For a linear operator 
	
		
			

				𝐴
			

		
	
 in 
	
		
			

				𝑋
			

		
	
, 
	
		
			
				‖
				𝐴
				‖
				=
			

		
	
 
	
		
			
				s
				u
				p
			

			
				𝑥
				∈
				𝑋
			

			
				‖
				𝐴
				𝑥
				‖
				/
				‖
				𝑥
				‖
			

		
	
, 
	
		
			
				𝜎
				(
				𝐴
				)
			

		
	
 is the spectrum, 
	
		
			

				𝐴
			

			
				−
				1
			

		
	
 is the inverse operator, and 
	
		
			

				𝑅
			

			

				𝜆
			

			
				(
				𝐴
				)
				=
				(
				𝐴
				−
				𝜆
				𝐼
				)
			

			
				−
				1
			

		
	
 
	
		
			
				(
				𝜆
				∉
				𝜎
				(
				𝐴
				)
				)
			

		
	
 is the resolvent.
Everywhere in the following 
	
		
			

				𝐴
			

		
	
 and 
	
		
			
				
				𝐴
			

		
	
 are bounded operators in 
	
		
			

				𝑋
			

		
	
, and 
	
		
			
				
				𝐸
				=
				𝐴
				−
				𝐴
			

		
	
. Recall the Hilbert identity 
	
		
			

				𝑅
			

			

				𝜆
			

			
				(
				
				𝐴
				)
				−
				𝑅
			

			

				𝜆
			

			
				(
				𝐴
				)
				=
				−
				𝑅
			

			

				𝜆
			

			
				(
				𝐴
				)
				𝐸
				𝑅
			

			

				𝜆
			

			
				(
				
				𝐴
				)
			

		
	
 [1]. In particular, it gives the following important result: if a 
	
		
			
				𝜆
				∈
				ℂ
			

		
	
 is regular for 
	
		
			

				𝐴
			

		
	
 and 
						
	
 		
 			
				(
				1
				)
			
 		
	

	
		
			
				‖
				‖
				𝑅
				‖
				𝐸
				‖
			

			

				𝜆
			

			
				(
				‖
				‖
				𝐴
				)
				<
				1
				,
			

		
	

					then 
	
		
			

				𝜆
			

		
	
 is also regular for 
	
		
			
				
				𝐴
			

		
	
. In the present paper we suggest a new identity for resolvents of operators, by which we derive a new invertibility condition for perturbed operators as well as new bounds for the spectrum of perturbed operators. It is shown that in appropriate situations our results improve condition (1). As a particular case we consider perturbations of Hilbert-Schmidt operators.
Put 
	
		
			
				
				𝑍
				=
				𝐴
				𝐸
				−
				𝐸
				𝐴
			

		
	
. Now we are in a position to formulate and prove our main result. 
Theorem 1.  Let a 
	
		
			
				𝜆
				∈
				ℂ
			

		
	
 be regular for 
	
		
			

				𝐴
			

		
	
 and 
	
		
			
				
				𝐴
			

		
	
. Then 
							
	
 		
 			
				(
				2
				)
			
 		
	

	
		
			

				𝑅
			

			

				𝜆
			

			
				
				
				𝐴
				
				−
				𝑅
			

			

				𝜆
			

			
				(
				𝐴
				)
				=
				𝑅
			

			

				𝜆
			

			
				
				
				𝐴
				
				𝑍
				𝑅
			

			
				2
				𝜆
			

			
				(
				𝐴
				)
				−
				𝐸
				𝑅
			

			
				2
				𝜆
			

			
				(
				𝐴
				)
				.
			

		
	

Proof. We have 
							
	
 		
 			
				(
				3
				)
			
 		
	

	
		
			

				𝑅
			

			

				𝜆
			

			
				
				
				𝐴
				
				
				𝑅
				
				
				𝐴
				𝐸
				−
				𝐸
				𝐴
			

			
				2
				𝜆
			

			
				(
				𝐴
				)
				−
				𝐸
				𝑅
			

			
				2
				𝜆
			

			
				=
				
				𝑅
				(
				𝐴
				)
			

			

				𝜆
			

			
				
				
				𝐴
				
				
				
				𝑅
				
				
				𝐴
				𝐸
				−
				𝐸
				𝐴
				−
				𝐸
			

			
				2
				𝜆
			

			
				(
				𝐴
				)
				=
				𝑅
			

			

				𝜆
			

			
				
				
				𝐴
				
				
				
				
				𝐸
				
				𝑅
				
				
				𝐴
				𝐸
				−
				𝐸
				𝐴
				−
				𝐴
				−
				𝜆
				𝐼
			

			
				2
				𝜆
			

			
				(
				𝐴
				)
				=
				𝑅
			

			

				𝜆
			

			
				
				
				𝐴
				
				(
				𝐸
				𝜆
				−
				𝐸
				𝐴
				)
				𝑅
			

			
				2
				𝜆
			

			
				(
				𝐴
				)
				=
				−
				𝑅
			

			

				𝜆
			

			
				
				
				𝐴
				
				𝐸
				𝑅
			

			

				𝜆
			

			
				(
				𝐴
				)
				=
				−
				𝑅
			

			

				𝜆
			

			
				
				
				𝐴
				
				
				𝑅
				
				
				𝐴
				−
				𝜆
				𝐼
				−
				(
				𝐴
				−
				𝜆
				𝐼
				)
			

			

				𝜆
			

			
				
				(
				𝐴
				)
				=
				−
				𝐼
				−
				𝑅
			

			

				𝜆
			

			
				
				
				𝐴
				
				
				𝑅
				(
				𝐴
				−
				𝜆
				𝐼
				)
			

			

				𝜆
			

			
				(
				𝐴
				)
				=
				𝑅
			

			

				𝜆
			

			
				
				
				𝐴
				
				−
				𝑅
			

			

				𝜆
			

			
				(
				𝐴
				)
				,
			

		
	

						as claimed. 
Denote 
	
		
			
				𝜂
				(
				𝐴
				,
				𝐸
				,
				𝜆
				)
				=
				s
				u
				p
			

			
				0
				≤
				𝑡
				≤
				1
			

			
				𝑡
				‖
				(
				𝐴
				𝐸
				−
				𝐸
				𝐴
				+
				𝑡
				𝐸
			

			

				2
			

			
				)
				𝑅
			

			
				2
				𝜆
			

			
				(
				𝐴
				)
				‖
			

		
	
. 
Corollary 2.  Let a 
	
		
			
				𝜆
				∈
				ℂ
			

		
	
 be regular for 
	
		
			

				𝐴
			

		
	
 and 
	
		
			
				𝜂
				(
				𝐴
				,
				𝐸
				,
				𝜆
				)
				<
				1
			

		
	
. Then 
	
		
			

				𝜆
			

		
	
 is regular also for 
	
		
			
				
				𝐴
			

		
	
. 
Indeed, put 
	
		
			

				𝐴
			

			

				𝑡
			

			
				=
				𝐴
				+
				𝑡
				𝐸
			

		
	
  
	
		
			
				(
				𝑡
				∈
				[
				0
				,
				1
				]
				)
			

		
	
. Since the regular sets of operators are open, 
	
		
			

				𝜆
			

		
	
 is regular for 
	
		
			

				𝐴
			

			

				𝑡
			

		
	
, provided 
	
		
			

				𝑡
			

		
	
 is small enough. By Theorem 1, we get 
						
	
 		
 			
				(
				4
				)
			
 		
	

	
		
			

				𝑅
			

			

				𝜆
			

			
				
				𝐴
			

			

				𝑡
			

			
				
				−
				𝑅
			

			

				𝜆
			

			
				(
				𝐴
				)
				=
				𝑅
			

			

				𝜆
			

			
				
				𝐴
			

			

				𝑡
			

			
				
				(
				𝑡
				(
				𝐴
				+
				𝑡
				𝐸
				)
				𝐸
				−
				𝑡
				𝐸
				𝐴
				)
				𝑅
			

			
				2
				𝜆
			

			
				(
				𝐴
				)
				−
				𝑡
				𝐸
				𝑅
			

			
				2
				𝜆
			

			
				(
				𝐴
				)
				.
			

		
	

					Hence, 
						
	
 		
 			
				(
				5
				)
			
 		
	

	
		
			
				‖
				‖
				𝑅
			

			

				𝜆
			

			
				
				𝐴
			

			

				𝑡
			

			
				
				‖
				‖
				−
				‖
				‖
				𝑅
			

			

				𝜆
			

			
				(
				𝐴
				)
				−
				𝑡
				𝐸
				𝑅
			

			
				2
				𝜆
			

			
				‖
				‖
				≤
				‖
				‖
				𝑅
				(
				𝐴
				)
			

			

				𝜆
			

			
				
				𝐴
			

			

				𝑡
			

			
				
				‖
				‖
				‖
				‖
				
				𝑡
				(
				𝐸
				𝐴
				−
				𝐴
				𝐸
				)
				+
				𝑡
			

			

				2
			

			

				𝐸
			

			

				2
			

			
				
				𝑅
			

			
				2
				𝜆
			

			
				‖
				‖
				≤
				‖
				‖
				𝑅
				(
				𝐴
				)
			

			

				𝜆
			

			
				
				𝐴
			

			

				𝑡
			

			
				
				‖
				‖
				𝜂
				(
				𝐴
				,
				𝐸
				,
				𝜆
				)
				.
			

		
	

					Thus, 
						
	
 		
 			
				(
				6
				)
			
 		
	

	
		
			
				‖
				‖
				𝑅
			

			

				𝜆
			

			
				
				𝐴
			

			

				𝑡
			

			
				
				‖
				‖
				≤
				‖
				‖
				𝑅
			

			

				𝜆
			

			
				(
				𝐴
				)
				−
				𝑡
				𝐸
				𝑅
			

			
				2
				𝜆
			

			
				‖
				‖
				(
				𝐴
				)
			

			
				
			
			
				.
				1
				−
				𝜂
				(
				𝐴
				,
				𝐸
				,
				𝜆
				)
			

		
	

					Taking 
	
		
			
				𝑡
				=
				1
			

		
	
, we obtain the required result.
Furthermore, we have 
	
		
			
				𝜂
				(
				𝐴
				,
				𝐸
				,
				𝜆
				)
				≤
				𝜁
			

			

				2
			

			
				(
				𝐴
				,
				𝐸
				)
				‖
				𝑅
			

			
				2
				𝜆
			

			
				(
				𝐴
				)
				‖
			

		
	
, where 
						
	
 		
 			
				(
				7
				)
			
 		
	

	
		
			
				
				𝜁
				(
				𝐴
				,
				𝐸
				)
				∶
				=
			

			
				
			
			
				‖
				‖
				𝐸
				‖
				𝐴
				𝐸
				−
				𝐸
				𝐴
				‖
				+
			

			

				2
			

			
				‖
				‖
				.
			

		
	

					Now Corollary 2 implies.
Corollary 3.  If a 
	
		
			
				𝜆
				∉
				𝜎
				(
				𝐴
				)
			

		
	
 and 
	
		
			
				𝜁
				(
				𝐴
				,
				𝐸
				)
			

		
	
 
	
		
			
				‖
				𝑅
			

			

				𝜆
			

			
				(
				𝐴
				)
				‖
				<
				1
			

		
	
, then 
	
		
			
				
				𝜆
				∉
				𝜎
				(
				𝐴
				)
			

		
	
. 
Example 4. Let 
	
		
			
				𝐴
				=
				𝑐
				𝐼
			

		
	
 and 
	
		
			
				
				𝐴
				=
				𝑐
				𝐼
				+
				𝑉
			

		
	
 with a nonzero number 
	
		
			

				𝑐
			

		
	
 and a nilpotent operator 
	
		
			

				𝑉
			

		
	
 in 
	
		
			

				𝑋
			

		
	
, such that 
	
		
			

				𝑉
			

			

				2
			

			
				=
				0
			

		
	
. 
 It is clear that 
	
		
			
				𝐸
				=
				𝑉
			

		
	
 and 
	
		
			

				𝐴
			

		
	
 is invertible. We have 
	
		
			
				𝐴
				𝐸
				−
				𝐸
				𝐴
				=
				0
			

		
	
 and 
	
		
			
				𝜁
				(
				𝐴
				,
				𝐸
				)
				=
				0
			

		
	
. Therefore Corollary 3 gives us the sharp result: 
	
		
			
				
				𝐴
			

		
	
 is invertible for all nonzero 
	
		
			

				𝑐
			

		
	
.
At the same time (1) gives the invertibility condition 
	
		
			
				‖
				𝑉
				‖
				<
				|
				𝑐
				|
			

		
	
.
Example 5. Let 
	
		
			
				𝑋
				=
				𝑌
			

			

				1
			

			
				+
				𝑌
			

			

				2
			

		
	
 be a direct sum of two spaces 
	
		
			

				𝑌
			

			

				1
			

		
	
 and 
	
		
			

				𝑌
			

			

				2
			

		
	
. Besides 
	
		
			

				𝑌
			

			

				1
			

			
				=
				𝑌
			

			

				2
			

			
				=
				𝑌
			

		
	
 is a Banach space with a norm 
	
		
			
				‖
				⋅
				‖
			

			

				𝑌
			

		
	
. The norm in 
	
		
			

				𝑋
			

		
	
 is introduced by 
	
		
			
				‖
				𝑥
				‖
				=
				‖
				𝑦
			

			

				1
			

			

				‖
			

			

				𝑌
			

			
				+
				‖
				𝑦
			

			

				2
			

			

				‖
			

			

				𝑌
			

		
	
, with an 
	
		
			
				𝑥
				=
				𝑦
			

			

				1
			

			
				+
				𝑦
			

			

				2
			

		
	
 (
	
		
			

				𝑦
			

			

				1
			

			
				∈
				𝑌
			

			

				1
			

			
				,
				𝑦
			

			

				2
			

			
				∈
				𝑌
			

			

				2
			

		
	
). Let us consider the operator matrices 
							
	
 		
 			
				(
				8
				)
			
 		
	

	
		
			
				⎛
				⎜
				⎜
				⎝
				⎞
				⎟
				⎟
				⎠
				,
				
				⎛
				⎜
				⎜
				⎝
				⎞
				⎟
				⎟
				⎠
				,
				𝐴
				=
				𝐵
				0
				0
				𝐵
				𝐴
				=
				𝐵
				𝐶
				0
				𝐵
			

		
	

						where 
	
		
			

				𝐶
			

		
	
 and 
	
		
			

				𝐵
			

		
	
 are commuting operators in 
	
		
			

				𝑌
			

		
	
. Let 
	
		
			
				𝜆
				∉
				𝜎
				(
				𝐴
				)
			

		
	
. Again 
	
		
			
				
				𝐸
				=
				𝐴
				−
				𝐴
			

		
	
. It is simple to check that 
	
		
			

				𝐸
			

			

				2
			

			
				=
				0
			

		
	
, 
	
		
			
				‖
				𝐸
				‖
				=
				‖
				𝐶
				‖
			

			

				𝑌
			

		
	
, and 
	
		
			
				𝐴
				𝐸
				−
				𝐸
				𝐴
				=
				0
			

		
	
. Corollary 3 implies 
	
		
			
				
				𝜆
				∉
				𝜎
				(
				𝐴
				)
			

		
	
. At the same time, due to (1), we can assert that 
	
		
			
				
				𝜆
				∉
				𝜎
				(
				𝐴
				)
			

		
	
 only if 
	
		
			
				‖
				𝐶
				‖
			

			

				𝑌
			

			
				‖
				𝑅
			

			

				𝜆
			

			
				(
				𝐴
				)
				‖
				<
				1
			

		
	
.
Furthermore, following the notions of the matrix perturbation theory, cf. [2], we will say that the spectral variation of  
	
		
			
				
				𝐴
			

		
	
 with respect to  
	
		
			

				𝐴
			

		
	
 is  
	
 		
 			
				(
				9
				)
			
 		
	

	
		
			
				𝑠
				𝑣
			

			

				𝐴
			

			
				
				
				𝐴
				
				∶
				=
				s
				u
				p
			

			
				
				𝜇
				∈
				𝜎
			

			
				
				𝐴
			

			

				
			

			
				i
				n
				f
			

			
				𝑠
				∈
				𝜎
				(
				𝐴
				)
			

			
				|
				|
				|
				|
				,
				𝜇
				−
				𝑠
			

		
	
and the Hausdorff distance between the spectra of 
	
		
			

				𝐴
			

		
	
 and 
	
		
			
				
				𝐴
			

		
	
 is 
	
 		
 			
				(
				1
				0
				)
			
 		
	

	
		
			
				
				
				𝐴
				
				
				h
				d
				𝐴
				,
				∶
				=
				m
				a
				x
				𝑠
				𝑣
			

			

				𝐴
			

			
				
				
				𝐴
				
				,
				𝑠
				𝑣
			

			
				
				𝐴
			

			
				
				.
				(
				𝐴
				)
			

		
	

2. Perturbations of Hilbert-Schmidt Operators
 In this section 
	
		
			
				𝑋
				=
				𝐻
			

		
	
 is a separable Hilbert space. Let 
						
	
 		
 			
				(
				1
				1
				)
			
 		
	

	
		
			

				𝑁
			

			

				2
			

			
				
				
				(
				𝐴
				)
				∶
				=
				T
				r
				a
				c
				e
				𝐴
				𝐴
			

			

				∗
			

			
				
				
			

			
				1
				/
				2
			

			
				<
				∞
				.
			

		
	

					That is, 
	
		
			

				𝐴
			

		
	
 is a Hilbert-Schmidt operator. Introduce the quantity 
						
	
 		
 			
				(
				1
				2
				)
			
 		
	

	
		
			
				𝑔
				
				𝑁
				(
				𝐴
				)
				∶
				=
			

			
				2
				2
			

			
				(
				𝐴
				)
				−
			

			

				∞
			

			

				
			

			
				𝑘
				=
				1
			

			
				|
				|
				𝜆
			

			

				𝑘
			

			
				|
				|
				(
				𝐴
				)
			

			

				2
			

			

				
			

			
				1
				/
				2
			

			

				.
			

		
	

					The following relations are checked in [3, Section 6.4]: 
						
	
 		
 			
				(
				1
				3
				)
			
 		
	

	
		
			

				𝑔
			

			

				2
			

			
				(
				𝐴
				)
				≤
				𝑁
			

			
				2
				2
			

			
				|
				|
				(
				𝐴
				)
				−
				T
				r
				a
				c
				e
				𝐴
			

			

				2
			

			
				|
				|
				,
				𝑔
			

			

				2
			

			
				𝑁
				(
				𝐴
				)
				≤
			

			
				2
				2
			

			
				
				𝐴
				−
				𝐴
			

			

				∗
			

			

				
			

			
				
			
			
				2
				=
				2
				𝑁
			

			
				2
				2
			

			
				
				𝐴
			

			

				𝐼
			

			
				
				,
			

		
	

					where 
	
		
			

				𝐴
			

			

				𝐼
			

			
				=
				(
				𝐴
				−
				𝐴
			

			

				∗
			

			
				)
				/
				2
				𝑖
			

		
	
. In our reasonings in the following one can replace 
	
		
			
				𝑔
				(
				𝐴
				)
			

		
	
 by any of its upper bounds. In particular, one can replace 
	
		
			
				𝑔
				(
				𝐴
				)
			

		
	
 by 
	
		
			

				√
			

			
				
			
			
				2
				𝑁
			

			

				2
			

			
				(
				𝐴
			

			

				𝐼
			

			

				)
			

		
	
.
We need the following result. 
Theorem 6.  Let 
	
		
			

				𝐴
			

		
	
 be a Hilbert-Schmidt operator. Then 
							
	
 		
 			
				(
				1
				4
				)
			
 		
	

	
		
			
				‖
				‖
				𝑅
			

			

				𝜆
			

			
				‖
				‖
				≤
				(
				𝐴
				)
			

			

				∞
			

			

				
			

			
				𝑘
				=
				0
			

			

				𝑔
			

			

				𝑘
			

			
				(
				𝐴
				)
			

			
				
			
			

				𝜌
			

			
				𝑘
				+
				1
			

			
				√
				(
				𝐴
				,
				𝜆
				)
			

			
				
			
			
				𝑘
				!
				(
				𝜆
				∉
				𝜎
				(
				𝐴
				)
				)
				,
			

		
	

						where 
	
		
			
				𝜌
				(
				𝐴
				,
				𝜆
				)
				=
				i
				n
				f
			

			
				𝑠
				∈
				𝜎
				(
				𝐴
				)
			

			
				|
				𝑠
				−
				𝜆
				|
			

		
	
, the distance between 
	
		
			

				𝜆
			

		
	
 and the spectrum of 
	
		
			

				𝐴
			

		
	
. 
 For the proof see [3, Theorem 6.4.1]. Now Corollary 3 implies the following. 
Corollary 7.  If 
	
		
			

				𝜆
			

		
	
 is regular for 
	
		
			

				𝐴
			

		
	
, condition (11) holds and 
							
	
 		
 			
				(
				1
				5
				)
			
 		
	

	
		
			
				𝜁
				(
				𝐴
				,
				𝐸
				)
			

			

				∞
			

			

				
			

			
				𝑘
				=
				0
			

			

				𝑔
			

			

				𝑘
			

			
				(
				𝐴
				)
			

			
				
			
			

				𝜌
			

			
				𝑘
				+
				1
			

			
				√
				(
				𝐴
				,
				𝜆
				)
			

			
				
			
			
				𝑘
				!
				<
				1
				,
			

		
	

						then 
	
		
			

				𝜆
			

		
	
 is regular for 
	
		
			
				
				𝐴
			

		
	
. 
For any 
	
		
			
				𝜇
				∈
				𝜎
				(
				𝐴
				)
			

		
	
, due to Corollary 7, we have 
						
	
 		
 			
				(
				1
				6
				)
			
 		
	

	
		
			
				𝜁
				(
				𝐴
				,
				𝐸
				)
			

			

				∞
			

			

				
			

			
				𝑘
				=
				0
			

			

				𝑔
			

			

				𝑘
			

			
				(
				𝐴
				)
			

			
				
			
			

				𝜌
			

			
				𝑘
				+
				1
			

			
				√
				(
				𝐴
				,
				𝜇
				)
			

			
				
			
			
				𝑘
				!
				≥
				1
				.
			

		
	

					Hence it follows that 
	
		
			
				𝜌
				(
				𝐴
				,
				𝜇
				)
				≤
				𝑥
			

			

				0
			

		
	
, where 
	
		
			

				𝑥
			

			

				0
			

		
	
 is the unique positive root of 
						
	
 		
 			
				(
				1
				7
				)
			
 		
	

	
		
			
				𝜁
				(
				𝐴
				,
				𝐸
				)
			

			

				∞
			

			

				
			

			
				𝑘
				=
				0
			

			

				𝑔
			

			

				𝑘
			

			
				(
				𝐴
				)
			

			
				
			
			

				𝑥
			

			
				𝑘
				+
				1
			

			

				√
			

			
				
			
			
				𝑘
				!
				=
				1
				.
			

		
	

					But 
	
		
			
				𝑠
				𝑣
			

			

				𝐴
			

			
				(
				
				𝐴
				)
				=
				s
				u
				p
			

			
				𝜇
				∈
				𝜎
				(
			

			
				
				𝐴
			

			

				)
			

			
				𝜌
				(
				𝐴
				,
				𝜇
				)
			

		
	
. We thus arrive at our next result. 
Theorem 8.  Let 
	
		
			

				𝐴
			

		
	
 be a Hilbert-Schmidt operator and 
	
		
			
				
				𝐴
			

		
	
 be an arbitrary bounded operator in 
	
		
			

				𝐻
			

		
	
. Then 
	
		
			
				𝑠
				𝑣
			

			

				𝐴
			

			
				(
				
				𝐴
				)
				≤
				𝑥
			

			

				0
			

		
	
, where 
	
		
			

				𝑥
			

			

				0
			

		
	
 is the unique positive root of (17). 
 In Section 3 we obtain an estimate for 
	
		
			

				𝑥
			

			

				0
			

		
	
.
If 
	
		
			

				𝐴
			

		
	
 is normal, then 
	
		
			
				𝑔
				(
				𝐴
				)
				=
				0
			

		
	
, and consequently 
	
		
			

				𝑥
			

			

				0
			

			
				=
				𝜁
				(
				𝐴
				,
				𝐸
				)
			

		
	
.
Assume that both 
	
		
			

				𝐴
			

		
	
 and 
	
		
			
				
				𝐴
			

		
	
 are Hilbert-Schmidt operators. Set 
						
	
 		
 			
				(
				1
				8
				)
			
 		
	

	
		
			
				
				
				
				𝐴
				.
				̂
				𝑔
				=
				m
				a
				x
				𝑔
				(
				𝐴
				)
				,
				𝑔
				
				
			

		
	

					Now Theorem 8 implies the following.
Corollary 9.  Let both 
	
		
			

				𝐴
			

		
	
 and 
	
		
			
				
				𝐴
			

		
	
 be Hilbert-Schmidt operators. Then 
	
		
			
				
				h
				d
				(
				𝐴
				,
				𝐴
				)
				≤
				𝑧
				(
				̂
				𝑔
				)
			

		
	
, where 
	
		
			
				𝑧
				(
				̂
				𝑔
				)
			

		
	
 is the unique positive root of the equation 
							
	
 		
 			
				(
				1
				9
				)
			
 		
	

	
		
			
				𝜁
				(
				𝐴
				,
				𝐸
				)
			

			

				∞
			

			

				
			

			
				𝑘
				=
				0
			

			
				̂
				𝑔
			

			

				𝑘
			

			
				
			
			

				𝑥
			

			
				𝑘
				+
				1
			

			

				√
			

			
				
			
			
				𝑘
				!
				=
				1
				.
			

		
	

						In the following, we suggest an estimate also for 
	
		
			
				𝑧
				(
				̂
				𝑔
				)
			

		
	
.
Note that in [3, Theorem 8.5.1], the inequality 
	
		
			
				𝑠
				𝑣
			

			

				𝐴
			

			
				(
				
				𝐴
				)
				≤
				̂
				𝑥
				(
				‖
				𝐸
				‖
				,
				𝐴
				)
			

		
	
 is proved, where 
	
		
			
				̂
				𝑥
				(
				‖
				𝐸
				‖
				,
				𝐴
				)
			

		
	
 is the unique positive root 
						
	
 		
 			
				(
				2
				0
				)
			
 		
	

	
		
			
				‖
				𝐸
				‖
			

			
				
			
			
				𝑥
				
				1
				e
				x
				p
			

			
				
			
			
				2
				+
				𝑔
			

			

				2
			

			
				(
				𝐴
				)
			

			
				
			
			

				𝑥
			

			

				2
			

			
				
				=
				1
				.
			

		
	

					If 
	
		
			
				𝐸
				≠
				0
			

		
	
 this inequality gives us a nonzero result. At the same time, if 
	
		
			
				𝑍
				=
				0
			

		
	
 (as in the above given examples), then Theorem 8 and Corollary 9 give us the sharp result 
	
		
			
				𝑠
				𝑣
			

			

				𝐴
			

			
				(
				
				
				𝐴
				)
				=
				h
				d
				(
				𝐴
				,
				𝐴
				)
				=
				0
			

		
	
.
Theorem 6 supplements the recent perturbation results for operators see the interesting papers [4–9] and references given therein.
3. Estimates for 
	
		
			

				𝑥
			

			

				0
			

		
	
 and 
	
		
			
				𝑧
				(
				̂
				𝑔
				)
			

		
	

 Denote 
						
	
 		
 			
				(
				2
				1
				)
			
 		
	

	
		
			
				𝑏
				√
				𝛾
				(
				𝑏
				,
				𝑐
				)
				∶
				=
			

			
				
			
			

				2
			

			
				
			
			
				l
				n
			

			
				1
				/
				2
			

			
				
				√
				1
				/
				2
				+
			

			
				
			
			
				1
				/
				4
				+
				𝑏
			

			

				2
			

			
				/
				𝑐
			

			

				2
			

			
				
				.
			

		
	

					Note that 
	
		
			
				𝛾
				(
				𝑏
				,
				𝑐
				)
				→
				0
			

		
	
 as 
	
		
			
				𝑏
				→
				0
			

		
	
 and 
	
		
			
				𝑐
				>
				0
			

		
	
. Similarly, 
	
		
			
				𝛾
				(
				𝑏
				,
				𝑐
				)
				→
				0
			

		
	
 as 
	
		
			
				𝑐
				→
				0
			

		
	
 and 
	
		
			
				𝑏
				>
				0
			

		
	
.
Lemma 10.  The following inequalities are true: 
							
	
 		
 			
				(
				2
				2
				)
			
 			
				(
				2
				3
				)
			
 		
	

	
		
			

				𝑥
			

			

				0
			

			
				≤
				𝛾
				(
				𝑔
				(
				𝐴
				)
				,
				𝜁
				(
				𝐴
				,
				𝐸
				)
				)
				,
				𝑧
				(
				̂
				𝑔
				)
				≤
				𝛾
				(
				̂
				𝑔
				,
				𝜁
				(
				𝐴
				,
				𝐸
				)
				)
				.
			

		
	

Proof. Substituting 
	
		
			
				𝑥
				=
				𝑔
				(
				𝐴
				)
				𝑦
			

		
	
 into (17), with the notation 
	
		
			
				𝑞
				=
				𝜁
				(
				𝐴
				,
				𝐸
				)
				/
				𝑔
				(
				𝐴
				)
			

		
	
, we get 
							
	
 		
 			
				(
				2
				4
				)
			
 		
	

	
		
			
				1
				=
				𝑞
			

			

				∞
			

			

				
			

			
				𝑘
				=
				0
			

			

				1
			

			
				
			
			

				𝑦
			

			
				𝑘
				+
				1
			

			

				√
			

			
				
			
			
				.
				𝑘
				!
			

		
	

						By the Schwarz inequality 
							
	
 		
 			
				(
				2
				5
				)
			
 		
	

	
		
			

				
			

			

				∞
			

			

				
			

			
				𝑘
				=
				0
			

			

				1
			

			
				
			
			

				𝑦
			

			

				𝑘
			

			

				√
			

			
				
			
			
				
				𝑘
				!
			

			

				2
			

			
				=
				
			

			

				∞
			

			

				
			

			
				𝑘
				=
				0
			

			
				(
				√
			

			
				
			
			
				2
				)
			

			

				𝑘
			

			
				
			
			
				(
				√
			

			
				
			
			
				2
				)
			

			

				𝑘
			

			

				𝑦
			

			

				𝑘
			

			

				√
			

			
				
			
			
				
				𝑘
				!
			

			

				2
			

			

				≤
			

			

				∞
			

			

				
			

			
				𝑗
				=
				0
			

			

				2
			

			
				∞
				−
				𝑗
			

			

				
			

			
				𝑘
				=
				0
			

			

				2
			

			

				𝑘
			

			
				
			
			

				𝑦
			

			
				2
				𝑘
			

			
				𝑘
				!
				=
				2
				𝑒
			

			
				2
				/
				𝑦
			

			

				2
			

			

				.
			

		
	

						Let 
	
		
			

				𝑦
			

			

				0
			

			
				=
				𝑥
			

			

				0
			

			
				/
				𝑔
				(
				𝐴
				)
			

		
	
 be the unique positive root of (24). Then 
							
	
 		
 			
				(
				2
				6
				)
			
 		
	

	
		
			
				𝑞
				√
				1
				≤
			

			
				
			
			

				2
			

			
				
			
			

				𝑦
			

			

				0
			

			

				𝑒
			

			
				1
				/
				𝑦
			

			
				2
				0
			

			
				o
				r
				1
				≤
				2
				𝑞
			

			

				2
			

			
				
			
			

				𝑦
			

			
				2
				0
			

			

				𝑒
			

			
				2
				/
				𝑦
			

			
				2
				0
			

		
	

						and therefore, 
	
		
			

				𝑦
			

			

				0
			

			
				≤
				̂
				𝑦
			

		
	
, where 
	
		
			
				̂
				𝑦
			

		
	
 is the unique positive root of 
							
	
 		
 			
				(
				2
				7
				)
			
 		
	

	
		
			
				1
				=
				2
				𝑞
			

			

				2
			

			
				
			
			

				𝑦
			

			

				2
			

			

				𝑒
			

			
				2
				/
				𝑦
			

			

				2
			

			

				.
			

		
	

						We need the following simple result proved in [10, Lemma 
	
		
			
				1
				.
				6
				.
				5
			

		
	
]. 
Lemma 11.  The unique positive root 
	
		
			

				𝑧
			

			

				0
			

		
	
 of the equation 
							
	
 		
 			
				(
				2
				8
				)
			
 		
	

	
		
			
				𝑧
				𝑒
			

			

				𝑧
			

			
				=
				𝑎
				(
				𝑎
				=
				c
				o
				n
				s
				t
				>
				0
				)
			

		
	

						satisfies the estimate 
							
	
 		
 			
				(
				2
				9
				)
			
 		
	

	
		
			

				𝑧
			

			

				0
			

			
				
				1
				≥
				l
				n
			

			
				
			
			
				2
				+
				
			

			
				
			
			

				1
			

			
				
			
			
				4
				
				.
				+
				𝑎
			

		
	

						If, in addition, the condition 
	
		
			
				𝑎
				≥
				𝑒
			

		
	
 holds, then 
	
		
			

				𝑧
			

			

				0
			

			
				≥
				l
				n
				𝑎
				−
				l
				n
				l
				n
				𝑎
			

		
	
.  Put in (27) 
	
		
			
				𝑧
				=
				2
				/
				𝑦
			

			

				2
			

		
	
. Then we obtain (28) with 
	
		
			
				𝑎
				=
				1
				/
				𝑞
			

			

				2
			

		
	
. Now (29) implies
							
	
 		
 			
				(
				3
				0
				)
			
 		
	

	
		
			
				√
				̂
				𝑦
				≤
			

			
				
			
			

				2
			

			
				
			
			
				l
				n
			

			
				1
				/
				2
			

			
				
				
				1
				/
				2
				+
			

			
				
			
			
				
				1
				/
				4
				+
				1
				/
				𝑞
			

			

				2
			

			
				
				
				.
			

		
	

						Since 
	
		
			
				̂
				𝑦
				≥
				𝑦
			

			

				0
			

			
				=
				𝑥
			

			

				0
			

			
				/
				𝑔
				(
				𝐴
				)
			

		
	
 we get inequality (22). Similarly, inequality (23) can be proved. 
Now Theorem 8 and Corollary 9 imply the following.
Corollary 12.  Let 
	
		
			

				𝐴
			

		
	
 be a Hilbert-Schmidt operator and 
	
		
			
				
				𝐴
			

		
	
 an arbitrary bounded operator in 
	
		
			

				𝐻
			

		
	
. Then 
	
		
			
				𝑠
				𝑣
			

			

				𝐴
			

			
				(
				
				𝐴
				)
				≤
				𝛾
				(
				𝑔
				(
				𝐴
				)
				,
				𝜁
				(
				𝐴
				,
				𝐸
				)
				)
			

		
	
. If both 
	
		
			

				𝐴
			

		
	
 and 
	
		
			
				
				𝐴
			

		
	
 are Hilbert-Schmidt operators, then 
	
		
			
				
				h
				d
				(
				𝐴
				,
				𝐴
				)
				≤
				𝛾
				(
				̂
				𝑔
				,
				𝜁
				(
				𝐴
				,
				𝐸
				)
				)
			

		
	
. 
References
	T. Kato, Perturbation Theory for Linear Operators, Springer-Verlag, New York, NY, USA, 1966.
	G. W. Stewart and J. G. Sun, Matrix Perturbation Theory, Academic Press, New York, NY, USA, 1990.
	M. I. Gil', Operator Functions and Localization of Spectra, vol. 1830 of Lecture Notes in Mathematics, Springer-Verlag, Berlin, Germany, 2003.
	D. S. Shen, “On the perturbation and continuity of spectral-valued maps for bounded linear operators on Hilbert space,” Journal of Mathematical Study, vol. 32, no. 4, pp. 383–389, 1999.
	D. J. Kaup and R. A. Van Gorder, “Squared eigenfunctions and the perturbation theory for the nondegenerate 
	
		
			
				𝑁
				×
				𝑁
			

		
	
 operator: a general outline,” Journal of Physics A, vol. 43, no. 43, Article ID 434019, 2010.
	C. Perez-Garcia and S. Vega, “Perturbation theory of p Fredholm and semi-Fredholm operators,” Koninklijke Nederlandse Akademie van Wetenschappen, vol. 15, no. 1, pp. 115–127, 2004.
	P. Aiena, M. González, and A. Martinón, “On the perturbation classes of continuous semi-Fredholm operators,” Glasgow Mathematical Journal, vol. 45, no. 1, pp. 91–95, 2003.
	W. G. Su and H. J. Zhong, “The generalized West decomposition of operators and other compact perturbation problems,” Acta Mathematica Sinica, vol. 22, no. 2, pp. 515–522, 2006.
	Y. Xue and G. Chen, “Some equivalent conditions of stable perturbation of operators in Hilbert spaces,” Applied Mathematics and Computation, vol. 147, no. 3, pp. 765–772, 2004.
	M. I. Gil', Localization and Perturbation of Zeros of Entire Functions, vol. 258 of Lecture Notes in Pure and Applied Mathematics, CRC Press, Boca Raton, Fla, USA, 2010.


OEBPS/page-template.xpgt
 

   


     
	 
    

     
	 
    


     
	 
    


     
         
             
             
             
        
    

  





OEBPS/pageMap.xml
 
                                 
                                



OEBPS/Fonts/xits-italic.otf


OEBPS/Fonts/xits-bolditalic.otf


OEBPS/Fonts/xits-regular.otf


OEBPS/Fonts/xits-math.otf


