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This paper investigated the synthesis problem of fractal-based thinned planar arrays by using the iterative Fourier technique (IFT). Since an inverse discrete Fourier transform relationship exists between the array factor and the element excitations for a periodic array antenna, an iterative Fourier technique is introduced to derive the array element excitation from the prescribed array factor based on this peculiar property. However, considering the IFT technique is sensitive to the initial values, the fractal-thinned array technique is employed and combined in the synthesis process to exploit the advantages of these two techniques. Moreover, the DRR of the excitation amplitude is controlled to achieve a reduction of the cost of the feeding network. Numerical examples have been carried out to validate the proposed approach.

1. Introduction

Thinned array has the advantages of reducing the element count, cost, overall weight, power consumption, and complexity for the filled antenna arrays. These attributes make it an attractive choice for array designs. Unfortunately, this technique may suffer from the disadvantage of high sidelobe level. Over the years, there has been a considerable amount of interest in looking into nature for inspiration when seeking new ways to solve such complex design problems. One of them is known as the fractal geometry, which was originally inspired by studying the shapes of natural objects such as trees, leaves, terrain, coastlines, cloud boundaries, and snowflakes [1, 2]. With the use of fractals in electromagnetics, those self-similar geometries were employed in designing fractal elements [3–7] as well as arrays [8–14]. Kim and Jaggard first introduced the fractal concepts in antenna array design [8]. In [9], by using the fractal concepts, the design of multiband Koch linear arrays as well as low sidelobe Cantor linear arrays are presented. The Peano-Gosper (PG) space-filling curve has recently been exploited in the design of triangular lattice arrays with additional desirable characteristics [10] and in [11], by introducing perturbations into basic recursive array-generation scheme, the beam-steering capabilities of the Peano-Gosper array has been further enhanced. Planar array configurations based on Sierpinski carpets have been considered in [15–17]. Essentially, the fractal-based arrays are quasi-random arrays, which can be considered as the combination of the random sparse arrays and the periodic arrays. Therefore, the advantages of the random sparse arrays and the periodic arrays have been inherited in the fractal-based thinned arrays, that is, periodic arrays posses the main advantage of relatively low sidelobes, while the superiority of random arrays is robust. In other words, compared with other types of thinned arrays, the fractal-based thinned array is more robust and easier to implement and calibrate in practice.

Recently, the synthesis of antenna arrays have been carried out by many evolutionary optimization algorithms for convenience and flexibility, such as genetic algorithm, particle-swarm optimization algorithm, and differential evolutionary algorithm [18–24]. However, it is known to us all that these optimization algorithms suffer from heavy computational cost.

Since an inverse discrete Fourier transform relationship exists between the array factor and the element excitations for a periodic array antenna, Keizer proposed a new iterative Fourier technique, which was used iteratively to derive the
array element excitations from the prescribed array factor based on this peculiar property. Furthermore, this method has been successfully applied in the synthesis of linear arrays [25] and planar arrays [26]. The unique characteristic of this algorithm is the low computation time that is not related to the size of the array when obtaining the prescribed results, but mainly depends on the level of the prescribed requirements. Thus, this algorithm is especially suited for large arrays.

This paper focuses on synthesizing large fractal-based thinned arrays to achieve low sidelobe level by exploiting the advantages of both the fractal arrays and the IFT method. By controlling the weights of the array elements, we attempt to increase the degrees of freedom in the design process, and achieve significant improvements to the array parameters by controlling the weights of the array elements. Besides, the Sierpinski carpet-patterned array is employed and lower sidelobe level is obtained by using the IFT method. Moreover, the dynamic range ratio (DRR) of the excitation amplitudes is also controlled for easy realization in practical engineering. Numerical examples show the effectiveness and superiority of the IFT-based technique.

The remainder of the paper is organized as follows. Section 2 briefly explains the formulation of the problem. Section 3 presents the detailed architecture of the proposed algorithm. Numerical results are discussed in Section 4, while Section 5 concludes this paper.

2. Problem Formulation

2.1. Conventional Planar Array Antenna. When aperture edge effects are neglected, that is, all array elements are in the same array environment, the far field of a planar array consisting of $M \times N$ elements arranged along a rectangular lattice with an element spacing distance $d_x$ in the $x$ direction and $d_y$ in the $y$ direction as shown in Figure 1, can be written as follows:

$$F(u, v) = \text{EF}(u, v)\text{AF}(u, v),$$

$$\text{AF}(u, v) = \sum_{m=0}^{M-1} \sum_{n=0}^{N-1} A_{mn} e^{j(kmd_xu + nkd_yv)},$$

where $\text{EF}$ and $\text{AF}$ are the embedded element pattern and array factor, respectively. $A_{mn}$ is the complex excitation, $k = 2\pi/\lambda$ with $\lambda$ the wavelength

$$u = \sin \theta \cos \varphi,$$

$$v = \sin \theta \sin \varphi.$$  

Visible space is defined as $u^2 + v^2 \leq 1$.

The DRR of the excitation amplitudes is defined as

$$\text{DRR} = \frac{\max_{m,n} \{|A_{m,n}|\}}{\min_{m,n} \{|A_{m,n}|\}}.$$  

2.2. Fractal Planar Array Antenna. Fractal arrays can be formed recursively through the repetitive application of a generating array, in which larger arrays at higher levels (i.e., $P > 1$) can be recursively constructed by a small array at level one ($P = 1$). In many cases, the generating subarray has elements that are turned on and off in a certain pattern. A set formula for copying, scaling, and translating of the generating array is then followed in order to produce a family of higher order arrays. Thus, fractal arrays that are created in this manner consist of a set of self-similar subarrays.

In this paper, the basic Sierpinski carpet array, as shown in Figure 2, is investigated. It can be created by starting with three-element-generating subarray, and then applying it repeatedly over $P$ scales of growth [14].

The generating subarray in this case has uniformly spaced elements, with the center element turned off or removed. Various stages of growth of the Sierpinski carpet array are shown in Figure 3. For the second-stage antenna array the number of elements due to Sierpinski-carpet-based array-thinning procedure is 64 instead of 81 for the planar Euclidian array. This provides for a 21% reduction in number of elements.
3. Iterative Fourier Technique

From Section 2.1, we know that the right-hand part of (2) forms a truncated double Fourier series, which relates the element excitation coefficients of the array to its array factor through a discrete inverse Fourier transform. Therefore, a direct FFT applied on AF will yield the excitation coefficient. From the property of the Fourier transform, we know that the array factor AF is periodic in $u$ dimension over the interval $\lambda/d_x$ and periodic in $v$ dimension over the interval $\lambda/d_y$.

The array factor can be calculated with a $K \times K$ point inverse FFT, with $K$ equal to an even power of 2 and using zero padding when $K > \max(M, N)$, the $K \times K$ positions of the AF samples in $u\text{-}v$ space will be

$$
\begin{align*}
    u_p &= \frac{p \lambda}{K d_x}, \quad p = -\frac{K}{2} \cdots \frac{K}{2} - 1, \\
    v_q &= \frac{q \lambda}{K d_y}, \quad q = -\frac{K}{2} \cdots \frac{K}{2} - 1.
\end{align*}
$$

Implementation of the IFT algorithm for fractal based planar arrays proceeds as follows with the flowchart shown in Figure 4.

**Step 1.** Start the synthesis using a random initialization for element excitations and the basic array structure is as the Sierpinski carpet array.

**Step 2.** Compute AF from $\{A_{mn}\}$ using a $K \times K$ point 2D inverse fast Fourier transform (IFFT) with $K > \max(M, N)$ by zero padding the excitation to obtain the required number of points.

**Step 3.** Adapt AF to the prescribed maximum constraints and compute $\{A_{mn}\}$ for the adapted AF using a $K \times K$ point 2D forward FFT.

**Step 4.** Truncate $\{A_{mn}\}$ from $K \times K$ samples to $M \times N$ samples by making all samples outside the array zero.

**Step 5.** Set the magnitude of the excitations lower than the preset value to zero to obtain the modified fractal-thinned array. Then set the other magnitude of the excitations violating the dynamic-range constraint to the lowest permissible value.

**Step 6.** Repeat Steps 2–5 until the sidelobe requirements are satisfied, or the maximum number of iterations is reached.

4. Numerical Results

In this part, two examples will be simulated to show the superiority and effectiveness of the presented approach, which consists of uniformly spaced isotropic elements and the interelement distances are $d_x = d_y = 0.5\lambda$. For both of these two examples, the preset value in Step 5 is 20 dB.

Now let us consider the traditional calculation approach of the array pattern by using the element-by-element superposition principle, in which the complexity is determined by the total number of array elements and the far-field directions to be considered. Therefore, it is very time-consuming. While in the IFT technique, array pattern is computed through an FFT operation. Especially, for the FFT method, the computational time is only determined by the sampling points and the computational complexity can be reduced significantly. This property is very important for large array synthesis. Table 1 compares the average times required for 100 independent evaluations of planar array patterns when using these two methods. It is observed that the simulation time can be reduced dramatically by using the 2D FFT method.

The first example is the stage 3 ($P = 3$) Sierpinski carpet array. The IFT method to obtain the element distributions operates with $1024 \times 1024$ point forward and inverse FFTs.
Table 1: Average-time comparison for computing the planar-array pattern with different methods.

<table>
<thead>
<tr>
<th>Number of elements</th>
<th>Element-by-element superposition(s)</th>
<th>2D FFT(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>512 × 512 points</td>
<td>1024 × 1024 points</td>
</tr>
<tr>
<td>9 × 9</td>
<td>13.3388</td>
<td>0.0169</td>
</tr>
<tr>
<td>27 × 27</td>
<td>182.7668</td>
<td>2862.5529</td>
</tr>
</tbody>
</table>

Figure 5: Radiation pattern of the optimized stage 3 Sierpinski carpet array.

Figure 6: Optimized array structure for the first example.

Figure 7: Radiation pattern of the original stage 3 Sierpinski carpet array.

Figure 8: Principal u-cut radiation pattern for the first example.
The sidelobes are suppressed in all planes. Furthermore, the maximum DRR was set to 5, so as to guarantee easy realization of the feeding network.

Figure 5 shows the resulting patterns. The optimized array has $-16.8$ dB peak SLL in all planes. For verification purposes, the array structure obtained is shown in Figure 6, where the black squares represent the elements that are kept in the array, and the white squares are those eliminated from the array. For comparison, the radiation pattern of the original stage 3 Sierpinski carpet array is shown in Figure 7. The principal $u$-cut of the far-field pattern of those two arrays are illustrated in Figure 8. From the above results, it can be seen that the peak sidelobe level of the optimized array is $6.65$ dB lower than that of the Sierpinski carpet array.

What's more, although the excitation of the optimized stage 3 Sierpinski carpet array provides for a $29.8\%$ reduction in number of elements compared with the fully filled Euclidian array, the array configuration provided in Figure 6 provides fewer elements than the original Sierpinski carpet array. Besides, the total computational time overhead to realize the result of this example is less than 30 seconds. To demonstrate the efficiency of the proposed method, the genetic algorithm is also utilized to synthesize this array, and the FFT method is incorporated into the optimization process to speed up the calculation of the fitness function for fair comparison. The iteration number is set to 3000 and the time required is more than 900 seconds. However, due to the high dimensional of the optimization problem, the genetic algorithm can hardly achieve an ideal result.

In the second example, to illustrate the flexibility of the approach, a large planar array for a stage 4 Sierpinski carpet-based array is considered, that is, the full array is a $81 \times 81$-element planar array. The IFT method to obtain the reconfigurable element distributions for this example operates with $2048 \times 2048$-point forward and inverse FFTs. The obtained patterns are presented in Figure 9, and the corresponding configuration of the array is plotted in Figure 10. The radiation pattern of the original stage 4 Sierpinski carpet array is depicted in Figure 11, while the principal $u$-cut of the far-field pattern is shown in Figure 12. The peak sidelobe level obtained by the IFT method is $-16.52$ dB, which is $-6.32$ dB lower than the original stage 4 Sierpinski carpet thinned array. Moreover, the aperture is filled by a factor of $40.9\%$ compared with $62.4\%$ of the stage 4 Sierpinski carpet thinned array. Those results again demonstrate the effectiveness of the presented technique for thinned array designs. Moreover, the time overhead for IFT technique in Figure 9 is about 230 seconds. However, the genetic algorithm can hardly be used in this case due to the more complicated optimization problem. Therefore, the efficiency of the IFT technique can be testified.

5. Conclusion

This paper investigated the synthesis problem of designing large fractal-based weighted thinned planar arrays by using the iterative Fourier technique (IFT) method, which is used to derive element excitations from the prescribed array factor. One type of fractal planar antenna array named Sierpinski carpet fractal array is investigated and modifications are made on the original Sierpinski carpet patterned array by the IFT method to obtain lower sidelobe level. Moreover, the DRR of the excitation amplitude is also controlled to allow a better control of the mutual coupling and a reduction.
of the cost of the feeding network. Numerical results reveal the effectiveness and superiority of the method.
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