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The shipborne phased array radar must be able to compensate the ship’s motion and track the maneuvering targets automatically. In this paper, the real-time beam pointing error compensation mechanism of a planar array antenna for ship’s motion is designed to combine with the Kalman filtering. The effect of beam pointing error on the tracking performance of shipborne phased array radar is examined. A compensation mechanism, which can automatically correct the beam pointing error of the planar antenna array, is proposed for shipborne phased array radar in order to achieve the required tracking accuracy over the long dwell time. The automatic beam pointing error compensation mechanism employs the parallel fuzzy basis function network (FBFN) architecture to estimate the beam pointing error caused by roll and pitch of the ship. In the simulation, the models of roll and pitch are used to evaluate the performance of beam pointing error estimation mechanism based on the proposed parallel FBFN architecture. In addition, the effect of automatic beam pointing error compensation mechanism on the tracking performance of adaptive extended Kalman filter (AEKF) implemented in ship borne phased array radar is also investigated. Simulations find out that the proposed algorithms are stable and accurate.

1. Introduction

Beam pointing error caused by ship motion over the ocean affects the tracking performance of the shipborne phased array radar. The antenna stabilization to achieve the beam pointing accuracy over the long dwell time is an important issue for shipborne phased array radar [1]. There are two ship motion compensations: compensation for rotational motion (i.e., pitch, roll, and heading angle) and compensation for translational motion (i.e., radial speed relative to the earth). Figure 1 shows the shipborne phased array radar system [2, 3], which consists of the gyro sensor, beam steering controller (BSC), array antenna, radar control computer (RCC), digital signal processor (DSP), transmitter and receiver (XMTR/RCVR), and display. Gyro sensor provides pitch, roll, heading angles of the ship, speed, course, vertical velocity of antenna installed on the ship at a data rate of 100 Hz. To compensate the translational motion, the speed, course, and vertical velocity acquired from the Gyro sensor are averaged for the duration of radar-dwell time. Then the Doppler shift introduced by the translational motion is calculated to compensate the radial velocity estimated in the digital signal processor (DSP). The radar control computer (RCC) provides the target locations relative to earth, scheduled beam directions, and predicted beam pointing error to the beam steering controller (BSC), which compensate the beam pointing error and controls the phased array antenna to point the beam at the target direction relative to the ship coordinates.

The idea of the extended Kalman filter (EKF) was originally proposed by Stanley Schmidt so that the Kalman filter could be applied to nonlinear spacecraft navigation problems [4]. The well-known conventional EKFs give the optimal solution but require synchronous measurements, an accurate system model, and exact stochastic noise characteristics. Thus, the performance of EKF with incomplete information and asynchronous sensors measurements may be degraded or even diverged. In order to reduce the effect of noise variance uncertainty, adaptive extended Kalman filter (AEKF) is proposed to overcome this drawback.
In this paper, we focus on the design of an automatic beam pointing error correction mechanism based on the proposed parallel fuzzy basis function network (FBFN) architecture, which predicts the beam pointing error caused by roll and pitch in real time. The AKF algorithm is used to track the air target in three-dimensional space, and the covariance matrix values of process noise and measurement noise are adaptively estimated to ensure the AKF convergence.

The rest of this paper is organized as follows: the model of ship rotational motion, coordinates transform and planar array antenna of shipborne phased array radar are described in detail in Section 2. The architecture of parallel FBFN beam pointing error estimator is presented in Section 3. The AKF algorithm is described in Section 4. In Section 5, the tracking performance of shipborne phased array radar using the proposed beam pointing error compensation method is simulated for six different cases. Finally, we conclude the paper in Section 6.

2. Ship Rotational Motion Compensation

The shipborne phased array radar must be able to compensate the ship’s motion and track the maneuvering targets automatically. The algorithm of real-time compensating for ship’s motion is designed to combine with the Kalman filtering. The block diagram of rotational motion compensation system for shipborne phased array radar is shown in Figure 2 [3], which consists of beam pointing error prediction, ship coordinates/earth coordinates conversion, earth coordinates/ship coordinates conversion, and adaptive extended Kalman filter (AKF). Assume that the beam steering angle is \((\theta_0, \phi_0)\), the antenna point angle offset caused by the ship motion (roll, pitch) is \((\theta_e, \phi_e)\), and then the current antenna pointing angle is \((\theta_E, \phi_E)\) as

\[
\begin{align*}
\theta_E &= \theta_0 + \theta_e, \\
\phi_E &= \phi_0 + \phi_e.
\end{align*}
\]

(1)

If the beam pointing error is predicted as \((\Delta\theta_E, \Delta\phi_E)\), then the beam pointing angle is corrected as

\[
\begin{align*}
\theta_{EC} &= \theta_0 + \theta_e - \Delta\theta_E, \\
\phi_{EC} &= \phi_0 + \phi_e - \Delta\phi_E.
\end{align*}
\]

(2)

The \(\theta_{EC}, \phi_{EC}\) is approximated to \((\theta_0, \phi_0)\).

2.1. Ship Rotational Motion Model. Ship is affected by the waves in the ocean, resulting in six degrees of freedom of movement. In this paper, assuming zero yaw angle, the simplified roll and pitch model [1, 5] are adopted to describe the ship rotational motion in the earth coordinates. Ship’s rotational motion is modeled with sinusoidal signal. The roll angle is

\[
\phi_R(t) = A_R \sin(\omega_R t) + n_R.
\]

The pitch angle is

\[
\phi_P(t) = A_P \sin(\omega_P t) + n_P,
\]

where \(A_R, A_P\) are the amplitude of ship’s roll and pitch angles, \(n_R, n_P\) are assumed to be zero mean Gaussian noise, \(T_R\) and \(T_P\) are the roll and pitch periods, and \(\omega_R = \frac{2\pi}{T_R}\) and \(\omega_P = \frac{2\pi}{T_P}\) are the roll and pitch angular frequencies. The beam pointing errors caused by other unknown factors, including ship’s traveling direction changing and whether changing, in the actual ship navigation environment will be considered in the standard deviation of the noise terms. The amplitude and period parameters of ship states 4, 5, and 6 are listed in Table 1 [1].

<table>
<thead>
<tr>
<th>Sea state</th>
<th>Roll (T_R) (sec)</th>
<th>Pitch (T_P) (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>2</td>
<td>0.4</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td>6</td>
<td>18</td>
<td>4</td>
</tr>
</tbody>
</table>

2.2. Coordinates Transform. Since the phased array antenna is installed on the ship, the beam steering control employs the ship body coordinates. But the target tracking of Kalman filter employs the Earth coordinates. The Euler coordinates transform formula is used to convert antenna beam pointing angle relative to the earth \((\theta_e, \phi_e)\) into antenna beam pointing angle relative to the ship body \((\theta_A, \phi_A)\) [5] as

\[
\begin{pmatrix}
\sin \theta_A \cos \phi_A \\
\sin \theta_A \sin \phi_A \\
\cos \theta_A
\end{pmatrix} = T(\phi) T(\theta) T(\psi) \begin{pmatrix}
\sin \theta_E \cos \phi_E \\
\sin \theta_E \sin \phi_E \\
\cos \theta_E
\end{pmatrix},
\]

(5)

where the coordinates transform matrices are defined as

\[
T(\phi) = \begin{pmatrix}
1 & 0 & 0 \\
0 & \cos \phi & \sin \phi \\
0 & -\sin \phi & \cos \phi
\end{pmatrix}
\]

(6)

\[
T(\theta) = \begin{pmatrix}
\cos \theta & 0 & \sin \theta \\
0 & 1 & 0 \\
-\sin \theta & 0 & \cos \theta
\end{pmatrix}
\]

\[
T(\psi) = \begin{pmatrix}
\cos \psi & -\sin \psi & 0 \\
\sin \psi & \cos \psi & 0 \\
0 & 0 & 1
\end{pmatrix}
\]

where \(\phi\) is the ship roll angle, \(\theta\) is the ship pitch angle, and \(\psi\) is the ship yaw angle.
2. Planar Array Antenna. An $M \times N$ element planar array, as shown in Figure 3, is designed for the shipborne phased array radar system, which includes the beamforming (BF) mode and direction of arrival (DOA) mode. The planar array can produce multibeams in the azimuth and elevation by using the beamformer network (BFN), which consists of a set of power dividers and phase shifters. The planar array using amplitude comparison method [6] generates the difference signal patterns for the DOA estimation. The differences signals obtained from two neighboring beams can measure the DOA of the subscriber signal of the shipborne phased array radar system. The beam pattern is expressed as [6, 7]

$$
AF(\theta, \phi) = \sum_{m=1}^{M} \sum_{n=1}^{N} I_{mn} e^{j(n-1)(kd_x \sin \theta \cos \phi + \beta_x)} e^{j(n-1)(kd_y \sin \phi + \beta_y)}
$$

(7)

where

$$
S_{xm} = \sum_{m=1}^{M} I_{mn} e^{j(n-1)(kd_x \sin \theta \cos \phi + \beta_x)},
$$

$$
S_{ym} = \sum_{n=1}^{N} I_{mn} e^{j(n-1)(kd_y \sin \phi + \beta_y)},
$$

(8)

$\beta_x = -kd_x \sin \theta \cos \phi_1$, 
$\beta_y = -kd_y \sin \phi_1$,

where $I_{mn} = I_{nx} =$ Chebyshev weighting [5], $M$ = the number of array elements in the $x$-axis, $N$ = the number of array elements in the $y$-axis, $\phi_1 =$ the azimuth steering angle of the main beam, $\theta_1 =$ the elevation steering angle of the main beam, $d_x =$ the interelement spacing in the $x$-axis, and $d_y =$ the interelement spacing in the $y$-axis.

The phase of the RF signal at each array element is adjusted to steer the beam to the coordinates $(\theta_1, \phi_1)$. For $M = N = 6$ and $dx = dy = \lambda/2$, the computed antenna radiation pattern of a beam steered to $(\theta, \phi) = (0^\circ, 0^\circ)$ is shown in Figure 4. The side-lobe suppression is $-30$ dB by using the Chebyshev weighting = $[0.54 \ 0.78 \ 1 \ 1 \ 0.78 \ 0.54]$. The $6 \times 6$ planar array antenna is chosen to simulate the beam pointing error compensation and the tracking accuracy of maneuvering target position $(\theta_1, \phi_1)$.

3. Parallel FBFN Architecture

The beam pointing error of the shipborne phased array radar over the ocean is always changing from time to time, so it is necessary to intelligently predict and compensate the beam pointing error through the collected ship’s roll and pitch angles data. For reducing the computation load and meeting the real-time requirement of the automatic beam pointing error correction system, a simplified parallel FBFN architecture, which makes use of the roll angle and pitch angle measurements mapped onto the beam pointing error model to nonlinearity estimate the angle error of the planar antenna array, is proposed. The parallel FBFN architecture is shown in Figure 5, which is implemented with four-layer feed forward network. The input vectors $A_n$ including $K$ beam-pointing
angles at the time \( n, n - 1, \ldots, n - K \) are input to membership functions to determine its membership grade.

The RLS algorithm and the FBFN algorithm with the properly normalized Gaussian membership function are employed to automatically correct the beam pointing error caused by the ship’s roll angle and pitch angle. The beam pointing error correction mechanism using the RLS algorithm is realized with a \( K \)th order adaptive prediction filter. The RLS algorithm is summarized as follows [8].

Initialize \( \mathbf{P}(0) = \delta_0 \mathbf{I}, \mathbf{w}(0) = \mathbf{0} \).

At each instant of time, \( n = 1, 2, \ldots \), compute \( M \times M \) inverse correlation matrix as

\[
\mathbf{P}(n) = \mathbf{P}(n-1) - \mathbf{k}(n)\mathbf{P}(n-1)\mathbf{k}(n)^T.
\]  

(9)

The \( M \times 1 \) gain vector is

\[
\mathbf{k}(n) = \frac{\mathbf{P}(n-1)\mathbf{Y}(n)}{1 + \mathbf{P}(n-1)\mathbf{Y}(n)^T\mathbf{P}(n-1)}\mathbf{Y}(n).
\]  

(10)

The predicted correction angle is obtained by

\[
\mathbf{Y}(n) = \mathbf{Y}(n-1) + \mathbf{k}(n)\mathbf{f}_M(n).
\]  

(11)

The estimation error is

\[
\mathbf{f}_M(n) = \mathbf{Y}(n+1) - \mathbf{Y}(n),
\]  

(12)

where \( \mathbf{Y}(n+1) \) is the beam point error at \( n + 1 \) time instant. The update weightings of the prediction filter are

\[
\mathbf{w}(n) = \mathbf{w}(n-1) + \mathbf{k}(n)\mathbf{f}_M(n).
\]  

(13)

The RLS algorithm is convergent if the following condition is satisfied:

\[
\delta_r < 0.01\sigma^2_0,
\]  

(14)

where \( \sigma^2_0 \) is the variance of the Gaussian distribution of beam pointing error for pitch angle. The forgetting factor \( \xi \) is a constant in \( (0, 1) \). Here we assume that \( \delta_r = 0.0008, \xi = 1, \) and \( M = K \).

The FBFN-based beam pointing error correction mechanism of the LMDS system is shown in Figure 7. The FBFN is a 4-layer feed forward network. The input vectors \( \tilde{\mathbf{A}} \) include \( K \) beam-pointing angles at \( n, n - 1, \ldots, n - K \). In the first layer, the rule base \( \mu_i(\mathbf{x}) \) contains Takagi and Sugeno’s type fuzzy if-then rules [9, 10]. The normalized Gaussian-shaped membership functions are

\[
\mu_i(\mathbf{x}) = \exp \left\{ -\frac{||\mathbf{x} - \mathbf{c}_i||^2}{\sigma_i^2} \right\}, \quad i = 1, 2, \ldots, m,
\]  

(15)

where the input vector \( \mathbf{x} \) could be pitch \( \tilde{\theta}_p \) or roll \( \tilde{\theta}_r \). “|| ||” represents Euclidean form. \( \mathbf{c}_i, i = 1, 2, \ldots, m \) are the mean vectors of the Gaussian membership functions for ship’s roll or pitch, which are generated by different sea states as

\[
\mathbf{c}_i = A \sin(\omega n_i), \quad i = 1, 2, 3, \ldots, m,
\]  

(16)

where the discrete sampling time is \( n_i = i\Delta T = i/f_s \) and \( f_s \) is the sampling frequency. Each mean vector consists of \( K \) samples of the normalized Gaussian function with corresponding mean to the sampled sinusoidal signal value. The standard deviation \( \sigma_i \) determines the range of Gaussian membership functions for ship’s roll or pitch.

The input pitch vector is given by

\[
\mathbf{x} = \tilde{\theta}_p = [\theta_p(n), \theta_p(n-1), \ldots, \theta_p(n-K)]^T,
\]  

(17)

where “\(^T\)” means transpose. The ratio of the \( i \)th rule’s firing strength to the sum of all rule’s firing strengths is calculated in the \( i \)th node as

\[
\mu_i = \frac{\mu_i}{\sum_j \mu_j}, \quad i = 1, \ldots, m.
\]  

(18)

For convenience, the outputs of this layer are called “normalized firing strength.” The output of the third layer is

\[
\mathbf{O}_{i,n}^3 = \bar{\mu}_{i,n} \times f_{i,n}.
\]  

(19)

The consequent parameters are

\[
f_{i,n} = \sum_{k=0}^{K} \alpha_{i,k}\theta_p(n-k) + \alpha_{i,K+1}, \quad i = 1, 2, \ldots, m,
\]  

(20)

where \( \alpha_{i,k} \) is the coefficients of the consequent parameters. The consequent parameter vector is

\[
\mathbf{\alpha} = [\alpha_{i,k} | i = 1, 2, \ldots, m; k = 0, 1, \ldots, K]^T_{(m(K+2)) \times 1}.
\]  

(21)

The output of the fourth layer is obtained as

\[
\mathbf{Y}(n) = \sum_{i=1}^{m} \bar{\mu}_{i,n} f_{i,n}.
\]  

(22)

The matrix form of FBFN beam pointing error estimator can be expressed as

\[
\mathbf{W\tilde{\alpha}} = \mathbf{\bar{Y}},
\]  

(23)

where

Figure 4: Three-dimensional antenna radiation pattern for \( 6 \times 6 \) planar array antenna.
Each input training vector correspond to one row in the matrix, which contains \( m \times (K+2) \) data elements. Therefore, \( q \) must be greater than or equal to \( m \times (K+2) \) in order to solve the consequent parameters. The vector of the desired output in fuzzy inference rules is defined as

\[
\tilde{Y} = \begin{bmatrix} y(n) & y(n+1) & y(n+2) & \ldots & y(n+q-1) \end{bmatrix}^T. \tag{25}
\]

A reinforcement learning scheme termed the least-square estimator (LSE) is used to optimally adjust \( f_i \) in layer three for approximating the desired output of FBFN beam pointing error estimator. The consequent parameter vector is trained as

\[
\tilde{\alpha} = (W^T W)^{-1} W \tilde{Y}. \tag{26}
\]


The AEKF-based target tracking algorithm [11, 12] is used by shipborne phased array radar to recursively update the linear and nonlinear target trajectories and it further improves its tracking accuracy. The distance between the flying target and radar at a time point \( t_j \) is represented as

\[
r(x_j, y_j, z_j) = \sqrt{(x_j - x_r)^2 + (y_j - y_r)^2 + (z_j - z_r)^2}, \tag{27}
\]

where \((x_r, y_r, z_r)\) and \((x_j, y_j, z_j)\) are the coordinates of radar and air target, respectively. As shown in Figure 3, in polar coordinates, the horizontal angle is expressed as

\[
\phi = \tan^{-1} \left( \frac{y_j - y_r}{x_j - x_r} \right). \tag{28}
\]
Input initial value of $\hat{X}_{j-1}$ and error covariance matrix $P_{j-1}$

$$H_j = \begin{bmatrix} \frac{\partial h_{j-1}}{\partial x} & \frac{\partial h_{j-1}}{\partial V_x} & \frac{\partial h_{j-1}}{\partial y} & \frac{\partial h_{j-1}}{\partial V_y} & \frac{\partial h_{j-1}}{\partial z} & \frac{\partial h_{j-1}}{\partial V_z} \end{bmatrix}_{j-1}$$

Computing $K_j = P_{j-1}H_j^T[H_jP_{j-1}H_j^T + R_j]^{-1}$

Updtering: $\hat{X}_j = \hat{X}_{j-1} + K_j[\Psi_j - H_j\hat{X}_{j-1}]$

Updtering: $P_j = P_{j-1} - K_jH_jP_{j-1}$

Residue: $D_j = \Psi_j - H_j\hat{X}_j$

Updtering: $R_{j+1} = \frac{1}{\Delta t}\sum_{i=1}^{\infty} D_{j-i}D_{j-i}^T + H_jP_jH_j^T$

Updtering: $Q_j = K_j\left(\frac{1}{\Delta t}\sum_{i=1}^{\infty} D_{j-i}D_{j-i}^T\right)K_j^T$

Updtering: $\hat{X}_{j+1} = \Phi_j\hat{X}_j$, $\hat{P}_{j+1} = \Phi_jP_j\Phi_j^T + Q_j$

The measurement equation in matrix form only considers the position measurements in $r$, $\theta$, and $\phi$, which are not linear equation as

$$z_j = h_jX_j + v_j, \quad  (32)$$

where $v_j$ is assumed to be zero mean WGN. The nonlinear equation (32) is linearized by using the first-order Taylor approximation as

$$z_j \approx z_{j-1} + H_jX_j - H_jX_{j-1} + v_j, \quad  (34)$$

where the measurement matrix is

$$H_j = \begin{bmatrix} \frac{\partial \varphi}{\partial x} & \frac{\partial \varphi}{\partial V_x} & \frac{\partial \varphi}{\partial y} & \frac{\partial \varphi}{\partial V_y} & \frac{\partial \varphi}{\partial z} & \frac{\partial \varphi}{\partial V_z} \\ \frac{\partial \theta}{\partial x} & \frac{\partial \theta}{\partial V_x} & \frac{\partial \theta}{\partial y} & \frac{\partial \theta}{\partial V_y} & \frac{\partial \theta}{\partial z} & \frac{\partial \theta}{\partial V_z} \\ \frac{\partial \phi}{\partial x} & \frac{\partial \phi}{\partial V_x} & \frac{\partial \phi}{\partial y} & \frac{\partial \phi}{\partial V_y} & \frac{\partial \phi}{\partial z} & \frac{\partial \phi}{\partial V_z} \end{bmatrix}. \quad  (35)$$

From (34), the linear measurement equation is redefined as

$$\Psi_j = H_jX_j + v_j, \quad  (36)$$

The vertical angle is expressed as

$$\theta = 90^\circ - \tan^{-1}\left(\frac{z_j - z_r}{\sqrt{(x_j - x_r)^2 + (y_j - y_r)^2}}\right). \quad  (29)$$

The system state equation in matrix form is

$$X_{j+1} = \Phi_jX_j + w_j, \quad  (30)$$

where $X_j = [x\ V_x\ y\ V_y\ z\ V_z]^T$ is the target state vector, where $x_j, y_j, V_{x,j}, V_{y,j}$ are the relative position of the target in the $x$- and $y$-axes and relative velocity in the $x$- and $y$-axes, respectively. The relative acceleration in the $x$- and $y$-axes is defined as modeling error $w_j$, which is assumed to be random with white Gaussian noise (WGN). $\Delta t = t_j - t_{j-1}$ is the detection cycle time. The transition matrix is

$$\Phi_j = \begin{bmatrix} 1 & \Delta t & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & \Delta t & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & \Delta t \\ 0 & 0 & 0 & 0 & 0 & 1 \end{bmatrix}. \quad  (31)$$
where
\[
\begin{align*}
\frac{\partial r}{\partial x} &= (x_{j-1} - x_r) \\
\frac{\partial \phi}{\partial x} &= \frac{\partial (x_{j-1} - x_r)}{\partial x} = -\frac{y_{j-1} - y_r}{(x_{j-1} - x_r)^2 + (y_{j-1} - y_r)^2}, \\
\frac{\partial \theta}{\partial x} &= -\frac{y_{j-1} - y_r}{(x_{j-1} - x_r)^2 + (y_{j-1} - y_r)^2}, \\
\frac{\partial r}{\partial y} &= \frac{\partial r}{\partial x} \frac{\partial x}{\partial y} + \frac{\partial r}{\partial y} = \frac{x_{j-1} - x_r}{(x_{j-1} - x_r)^2 + (y_{j-1} - y_r)^2}, \\
\frac{\partial \phi}{\partial y} &= \frac{x_{j-1} - x_r}{(x_{j-1} - x_r)^2 + (y_{j-1} - y_r)^2}, \\
\frac{\partial \theta}{\partial y} &= -\frac{(y_{j-1} - y_r)(z_{j-1} - z_r)}{(x_{j-1} - x_r)^2 + (y_{j-1} - y_r)^2}, \\
\frac{\partial r}{\partial z} &= \frac{\partial r}{\partial x} \frac{\partial x}{\partial z} + \frac{\partial r}{\partial y} \frac{\partial y}{\partial z} = \frac{x_{j-1} - x_r}{(x_{j-1} - x_r)^2 + (y_{j-1} - y_r)^2}, \\
\frac{\partial \phi}{\partial z} &= \frac{x_{j-1} - x_r}{(x_{j-1} - x_r)^2 + (y_{j-1} - y_r)^2}, \\
\frac{\partial \theta}{\partial z} &= -\frac{(y_{j-1} - y_r)(z_{j-1} - z_r)}{(x_{j-1} - x_r)^2 + (y_{j-1} - y_r)^2},
\end{align*}
\]

The covariance matrix of process noise is defined as
\[
Q_j = E \{ w_j w_j^T \}. \tag{38}
\]

The covariance matrix of measurement noise is defined as
\[
R_j = E \{ v_j v_j^T \}. \tag{39}
\]

Due to the impact of ship movement and environmental noise, process noise and measurement noise will dynamically change, so that the covariance matrix values of process noise and measurement noise are adaptively estimated to ensure the extended Kalman filter convergence. The covariance matrix of measurement noise is obtained with
\[
R_{j+1} = \tilde{C}_v + H_j P_j H_j^T, \tag{40}
\]

where
\[
\tilde{C}_v = \frac{1}{\omega} \sum_{i=1}^{\omega} (\Psi_{j+i} - H_{j+i} \hat{X}_{j+i}^j) (\Psi_{j+i} - H_{j+i} \hat{X}_{j+i}^j)^T
\]
\[
= \frac{1}{\omega} \sum_{i=1}^{\omega} D_{j+i} D_{j+i}^T, \tag{41}
\]

where the residual value $D_j$ is the difference between measurement and estimation, and $\omega$ is the moving window size. The covariance matrix of process noise is obtained with
\[
Q_j = K_j \tilde{C}_v K_j^T. \tag{42}
\]

The flow chart of AEKF algorithm is shown in Figure 6.

5. Computer Simulations

Six scenarios are used to simulate the tracking performance of shipborne phased array radar using the proposed beam pointing error compensation mechanism.

Case 1 (beam pointing error compensation for stationary ship and target). The ship's roll and pitch signals are simulated according to (3) and (4) with roll and pitch angle parameters of sea state 5 listed in Table 1 and standard deviation of 0.05.
The beam of $6 \times 6$ planar array antenna is steered to $(\theta, \phi) = (45^\circ, 60^\circ)$. The sampling frequency is set as 100 Hz. Therefore, the ship’s roll and pitch signals are sampled 1000 points within 10 seconds, which is used as the center value of 1000 membership functions for parallel beam pointing error estimator. The simulated ship’s roll and pitch signals are applied for the FBFN architecture and the RLS adaptive prediction filter to simulate the performance of pointing error estimation. Each of the ship’s roll and pitch signals is sampled 13 points for each of simulations. The simulation replicates 1000 times. The input samples are updated by one new sample for the next iteration. Figures 7 and 8 compare the ensemble-averaged square error performance of the FBFN architecture and RLS adaptive prediction filter for roll and pitch angles, respectively, per 0.01 sec iteration time. Table 2 compares the convergent values of ensemble-averaged square beam pointing error for FBFN architecture and RLS adaptive prediction filter under different sea states and standard deviation of 0.05. The ensemble-averaged square error is defined as

$$
MSE(n) = \frac{1}{1000} \sum_{m=1}^{1000} (\theta_m(n+1) - Y_m(n))^2,
$$

where $m$ represents the $m$th Monte-Carlo simulation; $n = 1, \ldots, 100$ represents the number of the iterations.

Based on the simulation results, we may make the following observations. The FBFN architecture converges much faster than the RLS adaptive prediction filter and it has lower ensemble-averaged square error than RLS adaptive prediction filter. The steady state values of the ensemble-averaged square error for both the FBFN architecture and RLS adaptive prediction filter approximate to the standard deviation of the Gaussian noise. In summary, the convergent time and accuracy of the automatic beam error correction system using the FBFN architecture is superior to the RLS adaptive prediction filter. The shortest convergent time is 0.1 sec when FBFN beam pointing error estimator is used (see Table 3).

**Case 2** (beam pointing error estimation and compensation for linear moving ship and target). Figures 9(a) and 9(b) shows the simulation scenario of beam pointing error compensation for linear moving air target and ship with linear motion. Assuming the ship is along the $XY$ plane in the earth coordinates, the ship speed is 10 m/sec and the flying target speed is 300 m/sec. The flying target is parallel to the $XY$ plane, 9.84 km above the ground, and the angle between the flight direction and the $Y$-axis is 30’. The largest reconnaissance distance of shipborne radar is 150 km. while the air target is flying within the radar detection range, the beam pointing error estimation and compensation of shipborne phased array radar are simulated.

The linear ship path equation is

$$
w_s(x_t, y_t, z_t) = ws_0 + v_{ws}t,
$$

where $t = 1, 2, 3, \ldots, 1010, 1011$ sec, $v_{ws}$ is ship velocity, and $ws_0$ is initial ship position. The linear target trajectory equation is

$$
m_s(x_t, y_t, z_t) = ms_0 + v_{mt}t,
$$

where $v_{mt}$ is the target velocity, and $ms_0$ is the initial target position.

Figures 10(a) and 10(b) compare the beam pointing error compensation performance of the FBFN architecture, RLS adaptive prediction filter for roll and pitch angles, respectively, under the sea state 5 condition. The green curve represents the real beam steering angle of the shipborne phased array radar. The initial beam angle is steered to $(\theta, \phi) = (70^\circ, 150^\circ)$, and the following beam angles are calculated by (20) and (21). The FBFN architecture converges faster than the RLS adaptive prediction filter. The peak response of the RLS adaptive prediction filter will result in the performance degradation of the shipborne phased array radar.

**Case 3** (beam pointing error estimation and compensation for linear moving ship and circular trajectory target). Figures 11(a) and 11(b) show the simulation scenario of beam pointing error compensation for circular maneuvering air target and linear moving ship. The ship has the same linear moving speed and path equation. The flying target is parallel to the $XY$ plane, 9.84 km above the ground, and the angle between the initial position and the $Y$-axis is 30’. The trajectory of the equal speed flight vehicle is a circle with a radius of 10 km, and

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Sea 4 Roll</th>
<th>Sea 4 Pitch</th>
<th>Sea 5 Roll</th>
<th>Sea 5 Pitch</th>
<th>Sea 6 Roll</th>
<th>Sea 6 Pitch</th>
</tr>
</thead>
<tbody>
<tr>
<td>No correction</td>
<td>2.53</td>
<td>0.21</td>
<td>43.90</td>
<td>3.01</td>
<td>90.49</td>
<td>9.96</td>
</tr>
<tr>
<td>RLS</td>
<td>0.062</td>
<td>0.059</td>
<td>0.067</td>
<td>0.061</td>
<td>0.071</td>
<td>0.064</td>
</tr>
<tr>
<td>FBFN</td>
<td>0.055</td>
<td>0.081</td>
<td>0.056</td>
<td>0.056</td>
<td>0.057</td>
<td>0.059</td>
</tr>
</tbody>
</table>

**Figure 8:** Beam pointing error correction for pitch angle.
Figure 9: Simulation scenarios of Case 2 for (a) 3D and (b) top view diagrams.

Figure 10: (a) Elevation and (b) horizontal beam pointing error compensation for linear moving target.

Figure 11: Simulation scenarios of Case 3 for (a) 3D and (b) top view diagrams.
Table 3: Comparison of the convergent values for different standard deviations.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Standard deviation</th>
<th>Angle</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.01</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>Roll</td>
<td>Pitch</td>
</tr>
<tr>
<td>No correction</td>
<td>43.831</td>
<td>2.9585</td>
</tr>
<tr>
<td>RLS</td>
<td>0.0145</td>
<td>0.0127</td>
</tr>
<tr>
<td>FBFN</td>
<td>0.0113</td>
<td>0.0105</td>
</tr>
</tbody>
</table>

Figure 12: (a) Elevation and (b) horizontal beam pointing error compensation for circular maneuvering target.

the Y-axis is the center. The rotational cycle time of the flight target is 209 seconds.

The circular trajectory equation is

\[ m_s(t) = (r \cos(\theta_0 - \omega t), r \sin(\theta_0 - \omega t), 9.84), \]

where \( t = 1, 2, 3, \ldots, 418, 419 \) sec, \( r \) is the circular flight radius, \( \theta_0 \) is the initial angle between the flight vehicle and the X-axis, and \( \omega \) is the angular speed of flight vehicle.

When the vehicle flies in circles with constant speed, the simulation results for roll and pitch angles are shown in Figures 12(a) and 12(b), respectively. The FBFN architecture converges faster than the RLS adaptive prediction filter and compensates the beam pointing error effectively.

Case 4 (AEKF with no beam pointing error for linear trajectory target). Assuming the ship is not affected by the sea waves (antenna beam pointing error is zero), the tracking performance of AEKF for a straight flight target trajectory is simulated. As shown in Figure 13, the initial position of radar is (0, 0, 0). The ship moves with a speed of 10 m/sec in the Y axial direction. The radar position is updated every second. The initial position of flying targets is \(-74840, -129620, and 9100\) meters, about 13.5 km from the radar. The flight speed of target is 300 m/sec (X axial velocity of 150 m/sec and Y axial velocity of 260 m/sec). The target location is updated every second. The tracking accuracy of AEKF for a straight flight target is shown in Figure 14, where the trajectory estimation error is calculated by

\[ E_j = \sqrt{(x_j - \bar{x}_j)^2 + (y_j - \bar{y}_j)^2 + (z_j - \bar{z}_j)^2}. \]

It shows that the AEKF converges to less than about 20 m after 550 iterations.

Case 5 (AEKF with no beam pointing error for circular trajectory target). Assuming the ship is not affected by the sea waves (antenna beam pointing error is zero), the tracking performance of AEKF for a circular trajectory target is simulated. As shown in Figure 15, the initial position of radar is (0, 0, 0). The ship moves with a speed of 10 m/sec in the Y axial direction. The radar position is updated every second. The initial position of flying targets is \(-5000, -8660, and 9100\) meters. The flying target is parallel to the XY plane, 9.84 km above the ground, and the angle between the initial position and the Y-axis is 30'. The flying object has uniform velocity and circular trajectory of radius of 10 km, and the Y-axis is the center. The rotational

\[ 10 \ldots is 30\degree. \]
Figure 13: 3D scenario diagram of Case 4.

Figure 14: Tracking accuracy of AEKF for straight flight target.

Figure 15: 3D scenario diagram of Case 5.
cycle time of the flying target is 209 seconds. The target flies two cycles in the simulation. The tracking accuracy of AEKF for a circular trajectory flight target is shown in Figure 16. The AEKF converges to less than 1 m after 100 iterations, because the distance between radar and flight target in Case 3 is less than Case 5.

Case 6 (combining AEKF with beam pointing error compensation for linear trajectory target). Figure 17 is a simulation flow chart used to verify the effect of beam pointing error compensation on AEKF tracking accuracy. The shipboard radar and flight target have the same experimental scenario as Case 4, but beam pointing error generated by roll and pitch angle parameters of sea state 5 is considered. The linear trajectory target is shown in Figure 13.

When the beam pointing of shipborne phased array antenna is affected by the roll and pitch angles, the target tracking error of AEKF is shown in Figure 18. It shows that the AEKF converges to less than about 20 m at 550 iterations but the estimation error increases to 100 m at 1000 iterations. We conclude that the tracking accuracy is affected by the beam pointing error and the increasing distance between

---

**Figure 16:** Tracking accuracy of AEKF for straight flight target.

**Figure 17:** Flow chart of simulation used to verify the effect of beam pointing error compensation on AEKF tracking accuracy.
the radar and flight target obviously when the simulation result of Figure 18 is compared with Figure 14. When the beam pointing error of shipborne phased array antenna is compensated with FBFN controller, the target tracking error of AEKF is shown in Figure 19. It shows that the tracking error of AEKF converges to less than about 20 m at 550 iterations and the estimation error will remain within the range of about 20 m when beam pointing error is compensated by FBFN controller. The error compensation values of FBFN controller are shown in Figure 20, which is calculated by subtracting the trajectory estimation error of Figure 18 from Figure 19. The error compensation values of FBFN controller present a V-shaped curve. The tracking performance of AEKF is proportional to the distance between moving target and the ship. In the simulation of the starting point and end point, moving targets far from the shipborne radar, the FBFN controller generates the largest estimation error. When the moving target closes the radar just above the ship, the FBFN controller generates the smallest estimation error.

6. Conclusions

This paper proposed an intelligent beam pointing error compensation mechanism for shipborne two-dimensional phase array antenna radar. The FBFN controller estimates the roll and pitch angle of the ship driving in the sea and thus compensates for the antenna beam pointing error in order to enhance the accuracy of phased array radar system tracking a moving target. Six cases of simulations are used to verify the performance of shipborne phased array radar using the proposed beam pointing error compensation mechanism for six different scenarios. Cases 1, 2, and 3 simulate the accuracy of beam pointing error compensation mechanism and Cases 4, 5, and 6 simulate the effect of beam pointing error compensation mechanism on the tracking accuracy of AEKF.

The simulation results show that the convergent time and accuracy of the automatic beam pointing error compensation mechanism using the FBFN architecture are superior to the RLS adaptive prediction filter. The tracking accuracy is affected by the beam pointing error and the distance between the radar and moving target. In summary, the use of the proposed FBFN beam pointing error compensation mechanism with the AEKF can reduce the amount of estimation error significantly.

Acknowledgment

This work is supported in part by research grants from the National Science Council, Taiwan (NSC 102-2218-E-155-001).

References


