A Numerical Method for Analyzing Electromagnetic Scattering Properties of a Moving Conducting Object
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A novel numerical approach is developed to analyze electromagnetic scattering properties of a moving conducting object based on the finite-difference time-domain (FDTD) algorithm. Relativistic boundary conditions are implemented into the FDTD algorithm to calculate the electromagnetic field on the moving boundary. An improved technique is proposed to solve the scattered field in order to improve the computational efficiency and stability of solutions. The time-harmonic scattered field from a one-dimensional moving conducting surface is first simulated by the proposed approach. Numerical results show that the amplitude and frequency of the scattered field suffer a modulation shift. Then the transient scattered field is calculated, and broadband electromagnetic scattering properties of the moving conducting surface are obtained by the fast Fourier transform (FFT). Finally, the scattered field from a two-dimensional moving square cylinder is analyzed. The numerical results demonstrate the Doppler effect of a moving conducting object. The simulated results agree well with analytical results.

1. Introduction

With the development of aerospace technology and deep space exploration, the analysis of electromagnetic scattering properties of moving bodies with a high speed has gained more and more attention recently. It has wide applications in the radar detection of high-speed moving bodies.

The existing analytical theory of the electromagnetic scattering from moving bodies can be carried out for regular shapes. Strauss [1] obtained the scattering operator in the presence of a moving object. The electromagnetic jump conditions were introduced at a moving boundary by Costen and Adamson [2]. Using the Lorentz transformation, Michielsen et al. [3] developed the electromagnetic waves scattered by a uniform moving obstacle. Arnaoudov and Venkov [4] developed an analytical model to analyze the low-frequency scattering process generated by a plane electromagnetic field that is incident upon a moving perfectly conducting. Georgiev [5] studied the inverse electromagnetic scattering problem for moving surfaces. However, it is difficult to analyze general two- or three-dimensional bodies, since closed-form solutions cannot be obtained when the body shape, composition, and transition are arbitrary.

A numerical approach is required to solve the electromagnetic field around the moving body with irregular shapes. Ho [6] simulated the scattered field from a rotating two-dimensional cylinder using passing center swing back grids technique. Based on the FDTD algorithm [7–9], Sahrani and Kuroda [10] analyzed the electromagnetic field with moving boundaries by combining the Lorentz transformation. They did not, however, discuss how to introduce the incident plane wave source into the FDTD computational domain to deal with the scattered field from moving bodies. Subsequently a new Lorentz-FDTD algorithm is proposed by Zheng et al. [11]. They discussed how to introduce the incident plane wave in the moving reference system in the calculations. However, the Lorentz transformation requires at least two frames. And a system transformation is needed; that increases the calculation complexity. Harfoush et al. [13] calculated electromagnetic scattering from the conducting surfaces by the FDTD algorithm. However, it cannot be extended to three-dimensional electromagnetic scattering,
since the calculation of the electromagnetic field at the moving interface is based on the reflection model of an infinite conducting plane surface.

Based on the FDTD method, we calculated the electromagnetic field on the moving boundary with relativistic boundary conditions. We analyzed harmonic responses and transient responses of a one-dimensional moving conducting surface. We also analyzed the scattering properties of a two-dimensional moving conducting square cylinder. The proposed numerical approach uses no system transformation and gives the solution directly in the time domain. The Doppler effect of the scattered field from a moving conducting surface was observed in the simulation. Although scattering properties of one- and two-dimensional moving objects were discussed in the paper, the proposed numerical approach can be extended to the three-dimensional case. This will be our further research.

The present paper is organized as follows. Section 2 introduces the relativistic boundary conditions and equations for calculating the electromagnetic field on a moving boundary. Section 3 briefly summarizes the FDTD method and describes the implementation of relativistic boundary conditions. Section 4 presents the analytical formula of a moving interface (assumed to be uniform). When we consider region 2 as a perfectly conducting medium, relativistic boundary conditions become

\[ \mathbf{n} \times \mathbf{E}_1 - (\mathbf{n} \cdot \mathbf{v}) \mathbf{B}_1 = 0, \]
\[ \mathbf{n} \cdot \mathbf{D}_1 = \rho, \]
\[ \mathbf{n} \times \mathbf{H}_1 + (\mathbf{n} \cdot \mathbf{v}) \mathbf{D}_1 = \mathbf{J}, \]
\[ \mathbf{n} \cdot \mathbf{B}_1 = 0. \]

A one-dimensional moving conducting surface illuminated by a plane wave is shown in Figure 1. The incident electric field is polarized in the x-direction and incident magnetic field is polarized in the y-direction. The conducting surface is parallel to the xoy-plane and moves along the +z-axis with the speed of v.

According to the relativistic boundary conditions, total field (including incident field and scattered field) components of \( \mathbf{E} \) and \( \mathbf{H} \) on the one-dimensional moving interface are given by

\[ E_x = v \cdot \mu \cdot H_y. \]

The relativistic boundary conditions can be easily implemented for the two- and three-dimensional cases. It is important to note from (2a), (2b), (2c), and (2d) that a scatterer motion perpendicular to the surface normal results in boundary conditions similar to those of a fixed object. The reason is that the term \( \mathbf{n} \cdot \mathbf{v} \) is now equal to 0.

2. Relativistic Boundary Conditions for a Moving Conducting Object

For a stationary boundary separating regions 1 and 2, the tangential components of \( \mathbf{E} \) and the normal components of \( \mathbf{B} \) are continuous across the boundary. On the moving boundaries between region 1 and region 2, however, the components of electric field and magnetic field should satisfy relativistic boundary conditions. The derivation of these conditions, in its general form, is well presented in [14] and yields

\[ \mathbf{n} \times (\mathbf{E}_1 - \mathbf{E}_2) - (\mathbf{n} \cdot \mathbf{v}) (\mathbf{B}_1 - \mathbf{B}_2) = 0, \]
\[ \mathbf{n} \cdot (\mathbf{D}_1 - \mathbf{D}_2) = \rho, \]
\[ \mathbf{n} \times (\mathbf{H}_1 - \mathbf{H}_2) + (\mathbf{n} \cdot \mathbf{v}) (\mathbf{D}_1 - \mathbf{D}_2) = \mathbf{J}, \]
\[ \mathbf{n} \cdot (\mathbf{B}_1 - \mathbf{B}_2) = 0, \]

where subscripts 1 and 2 denote fields in regions 1 and 2; \( \mathbf{E}, \mathbf{D}, \mathbf{H}, \) and \( \mathbf{B} \) are the electric field, electric flux density, magnetic field, and magnetic flux density, respectively; \( \rho \) and \( \mathbf{J} \) denote the surface-charge and current densities; \( \mathbf{v} \) is the velocity of the moving interface (assumed to be uniform). We define the surface normal \( \mathbf{n} \) point from region 2 to region 1. When \( \mathbf{v} = 0 \) or \( \mathbf{n} \cdot \mathbf{v} = 0 \), (1a)–(1d) reduce to equations of boundaries conditions of stationary boundaries.

3. A Numerical Model for a Moving Conducting Object

The Finite-difference time-domain (FDTD) algorithm was introduced by Yee [7] to numerically solve Maxwell’s curl equations using finite differences. In a one-dimensional case,
Maxwell’s curl equations are equivalent to the following scalar equations:

\[ \begin{align*}
\frac{\partial H_y}{\partial z} &= \epsilon \frac{\partial E_x}{\partial t} + \sigma E_x, \quad (4a) \\
\frac{\partial E_x}{\partial z} &= -\mu \frac{\partial H_y}{\partial t} - \sigma_m H_y, \quad (4b)
\end{align*} \]

where \( \sigma \) and \( \sigma_m \) denote conductivity and magnetic inductivity, respectively.

With the FDTD algorithm, the continuous electromagnetic field in finite volume is sampled at discrete points in a space lattice and in time step. Therefore, the finite difference equation for (4a) is as follows:

\[
E^{n+1}_x(k) = CA(m) \cdot E^n_x(k) - CB(m) \\
\cdot \frac{H^{n+1/2}_y(k + 1/2) - H^{n+1/2}_y(k - 1/2)}{\Delta z},
\]

where \( CA(m) \) and \( CB(m) \) are defined as

\[
CA(m) = \frac{1 - \sigma(m) \Delta t/2\epsilon(m)}{1 + \sigma(m) \Delta t/2\epsilon(m)}, \quad (6a) \\
CB(m) = \frac{\Delta t/\epsilon(m)}{1 + \sigma(m) \Delta t/2\epsilon(m)}, \quad (6b)
\]

with \( m = k \). Similarly, the finite difference equation for (4b) becomes

\[
H^{n+1/2}_y \left( k + \frac{1}{2} \right) = CP(m) \cdot H^{n+1/2}_y \left( k + \frac{1}{2} \right) - CQ(m) \\
\cdot \frac{E^n_x(k + 1) - E^n_x(k)}{\Delta z},
\]

where \( CP(m) \) and \( CQ(m) \) are written as

\[
CP(m) = \frac{1 - \sigma_m(m) \Delta t/2\mu(m)}{1 + \sigma_m(m) \Delta t/2\mu(m)}, \quad (8a) \\
CQ(m) = \frac{\Delta t/\mu(m)}{1 + \sigma_m(m) \Delta t/2\mu(m)}, \quad (8b)
\]

with \( m = k + 1/2 \). In these equations, superscript \( n \) is the time step index and \( i, j, k \) are the spatial indices corresponding to the \( x-, y-, \) and \( z- \)axis, respectively. The finite difference equations for the two- and three-dimensional cases can be acquired from [7].

In the study of electromagnetic scattering from the moving conducting surface, the relativistic boundary conditions are implemented into the FDTD method. The FDTD scattering model for the moving conducting surface is shown in Figure 2. Radiation boundary conditions [15] are implemented to truncate the FDTD computational domain. The FDTD computational domain is separated into two parts. One part is the total field region including the moving conducting surface. The other part is the remaining region called the scattered field region. The incident plane wave is introduced to the total field region by the connecting boundary. In order to study the scattered field from the moving conducting surface, the observation point is placed in the scattered field region, shown in Figure 2.

The relativistic boundary condition is only implemented for the electric field at a moving conducting surface. According to [13], it should be enough to model the scattering from a moving object. Here, (3) should be implemented for the electric field on the moving boundary at each time step. When the surface moves, however, the moving boundary cannot be just at the position of the \( E_x \) component in the FDTD model. At the time of \( t_1 \), the conducting surface is at the position \( M \), as shown in Figure 2. The distance between the electric field component \( E_x \) closest to the moving boundary and the moving boundary is more than \( \Delta z/2 \). Subsequently, the conducting surface moves at the position \( N \) when \( t = t_2 \). The distance between the electric field component \( E_x \) closest to the moving boundary and the moving boundary is less than \( \Delta z/2 \). Therefore, (3) is implemented only for the \( E_x \) component closest to the moving boundary. The closest distance between the \( E_x \) component and the moving boundary ranges from 0 to one spatial increment. The accumulated errors make the FDTD equations nonconvergent after many time step calculations.

To resolve this problem, an improved technique is proposed in the paper. From Figures 3(a) and 3(b), an arrow represents the electric component \( E_x \) and a dot represents the magnetic component \( H_y \). The moving conducting surface is assumed to be relatively static in the FDTD domain, as shown in Figures 3(a) and 3(b). Thus the position of the \( E_x \) component becomes fixed at the moving boundary all the time. By introducing proper incident field values to the FDTD total field region and moving the observation point, the scattered field from the moving conducting surface can be simulated. The stability of solutions is satisfactory. Electromagnetic field components at the truncated boundaries are calculated by the radiation boundary conditions. And the rest of electromagnetic field components in the FDTD domain can be calculated by (5) and (7).

In Figure 3(c), the connecting boundary is at the position \( A \) when \( t = t_1 \). Therefore, at the time of \( t_1 \), the value of the incident field at the position \( A \) is introduced to excite the conducting surface being relatively static in the FDTD model,
However, the object is moving in the total field region with the time marching in the FDTD algorithm. Thus the total field region should include both the space occupied by the object and the moving space of the moving object. Also, the moving object should be remodeled at the updated position at each time step in the FDTD total field region. In our method, however, the moving object is assumed to be relatively static in the FDTD total region. The FDTD total field region includes the space occupied by the static object only. And the object does not need to be remodeled at each time step in the calculation. Therefore, our proposed approach reduces the computational time and storage.

The relativistic boundary conditions based on a reflection model of an infinite surface are applied in [13]. That cannot be extended to compute the scattered field from a three-dimensional moving object. The relativistic boundary conditions implemented in our method can be easily extended to a three-dimensional case.

4. Analytical Formula for the Scattered Fields from a Moving Conducting Surface

When an incident sinusoidal plane wave of angular frequency $\omega$ and unit amplitude is normally incident on a moving infinite conducting surface with a speed $v$, the scattered electric field is given by [16]

$$\begin{align*}
E_z &= -E_0 \left[ \frac{1 - \frac{v}{c}}{1 + \frac{v}{c}} \right] \\
&\times \exp \left[ j \left( \frac{1 - \frac{v}{c}}{1 + \frac{v}{c}} \right) (\omega t - kz) + 2 jk \left( r_0 - \frac{v}{1 - \frac{v}{c}} \right) \right],
\end{align*}$$

(9)

where $z_0 = vt + r_0$ is the position of the surface boundary with respect to a reference point and $r_0$ and $t_0$ are initial values. It has been seen from (9) that a Doppler effect [17] is apparent in the scattered field. Both frequency and amplitude of the scattered field are changed by multiplying the same factor which is defined as

$$\alpha = \frac{1 - \frac{v}{c}}{1 + \frac{v}{c}}.$$  

5. Numerical Results

In order to validate the accuracy of our numerical method and to illustrate the Doppler effect of a moving conducting object, numerical results are presented in this section. The solution procedure to gain the electromagnetic scattering properties of a moving conducting object mainly includes two steps. The first step is to calculate the time-domain scattered field. The second step is to obtain the frequency spectrum of the scattered field by using the fast Fourier transform (FFT).

A one-dimensional conducting plane surface is placed in the FDTD domain, as shown in Figures 3(a) and 3(b). It moves with speed of $\bar{v} = v\hat{z}$. A positive speed of $v$ means that the surface is receding from the incident wave and a negative

---

**Figure 3:** An improved FDTD model for the conducting surface being relatively static in the computational domain.
speed means that the surface is moving toward the incident wave. A sine plane wave of the frequency $f = 1.0 \text{ GHz}$ and unit amplitude is adopted as an incident wave, which spreads along the z-axis normal incidence to the conducting surface. We assume that the conducting plane surface moves linearly along the z-axis with speeds of $v = 0$, $0.1c$, $0.2c$, $0.3c$, and $0.4c$ m/s ($c$ is the speed of light in free space), respectively. In the FDTD model, the spacial increment is: $\Delta z = 0.005$ m and the time increment $\Delta t$ is determined by the Courant condition [9], which is set to be $8.3333$ picoseconds. The simulated time-domain scattered waveforms and frequency spectrums of the conducting surface with different speeds are plotted in Figures 4 and 5, respectively. As seen from Figures 4 and 5, the amplitude and frequency of the scattered field are equal to those of the incident field when the conducting surface is stationary. It can be seen from Figure 4 that amplitudes of the scattered field are decreased to $0.8178, 0.6663, 0.5379$, and $0.4281$ V/m, respectively, when the conducting surface moves with speeds of $v = 0.1c$, $0.2c$, $0.3c$, and $0.4c$ m/s, respectively. And frequencies of the scattered field from the conducting surface with different speeds can be obtained by extracting peak point values of curves in Figure 5. It is obvious that frequencies of the scattered field from the conducting surface with speeds of $v = 0.1c$, $0.2c$, $0.3c$, and $0.4c$ m/s shift to $0.8178, 0.6662, 0.5378$, and $0.4279$ GHz.

According to (9), when a one-dimensional moving conducting surface is excited by a plane wave, the amplitude and frequency ratio of the scattered and incident field $\alpha$ is defined as (10). Substituting the speed of $v = 0, 0.1c, 0.2c, 0.3c$, and $0.4c$ m/s into (10), the theoretical results of amplitudes of scattered waves are $1.0, 0.8182, 0.6667, 0.5385$, and $0.4286$ V/m and those of frequencies of scattered waves are $1.0, 0.8182, 0.6667, 0.5385$, and $0.4286$ GHz, respectively. By comparing the theoretical results with the simulated results, a good agreement has been reached.

Assume that the speed of the conducting surface is, respectively, equal to four cases as $–0.1c, –0.2c, –0.3c$, and $–0.4c$ m/s. The time-domain scattered waveforms are shown in Figure 6. The simulated amplitudes of scattered waves are equal to $1.2224, 1.5006, 1.8581$, and $2.3345$ V/m, respectively. The frequencies of scattered waves are plotted in Figure 7. By extracting peak point values of curves in Figure 7, simulated frequencies of scattered waves are equal to $1.2226, 1.5008, 1.8585$, and $2.3349$ GHz, respectively.

According to (10), theoretical amplitudes of scattered waves are $1.2222, 1.5000, 1.8571$, and $2.3333$ V/m, respectively, when the conducting surface moves with speeds of $v = –0.1c$, $–0.2c$, $–0.3c$, and $–0.4c$ m/s. And theoretical frequencies of scattered waves are $1.2222, 1.5000, 1.8571$, and $2.3333$ GHz, respectively. Comparison shows that the amplitudes and frequencies of scattered waves calculated by the proposed numerical method agree well with the theoretical results.

For the sake of obtaining the transient scattering of the moving conducting surface, two kinds of transient excitation sources are used in the FDTD model. A Gaussian pulse with maximum electric field amplitude of 1 V/m is first adopted to excite the moving conducting surface, which has the following form:

$$E_i(n\Delta t) = \exp\left(-\frac{4\pi(n\Delta t - t_0)^2}{\tau^2}\right), \quad (11)$$

where $\Delta t$ is the time increment in the FDTD simulation, $\tau$ is the pulse half-duration at the $1/e$ point, and it determines the Gaussian width. The peak point value of the Gaussian pulse appears at $n\Delta t = t_0$. Here, $\tau$ and $t_0$ of the Gaussian pulse are set to $400\Delta t$ and $t_0 = 750\Delta t$. The dashed line is the incident waveform in Figure 8.
In the simulation, the speed of the moving conducting surface takes five cases of 0, 0.1c, 0.2c, 0.3c, and 0.4c m/s. Time-domain scattered waveforms of the conducting surface with different speeds are plotted in Figure 8. From Figure 8, the pulse-width of the scattered wave is broadened with the increasing moving speed. The amplitudes of simulated scattered pulses are equal to 1.0, 0.8181, 0.6665, 0.5381, and 0.4282 V/m, respectively. The amplitudes of simulated scattered waves show good agreement with the theoretical results.

Then a modulated Gaussian pulse is used to excite the moving conducting surface, which has the following form:

$$E_i(n\Delta t) = -\cos(2\pi f \cdot n\Delta t) \exp\left(-\frac{4\pi(n\Delta t - t_0)^2}{\tau^2}\right), \quad (12)$$

where $\tau$ and $t_0$ of the modulated Gaussian pulse are set to 400$\Delta t$ and $t_0 = 750\Delta t$. The center frequency of the modulated Gaussian pulse is 1 GHz. The waveform of the modulated Gaussian pulse excitation source is shown in the Figure 9. The dashed line indicates the frequency spectrum of the excitation source in Figure 10.

Numerically simulated scattered waveforms and frequency spectrums of the conducting surface for different speeds are plotted in Figures 9 and 10, respectively. The spectrum width of the scattered field is narrowed and the peak value of the spectrum is increased with the increasing speed. It can be seen from Figure 10 that the simulated center frequencies are 1.0, 0.8180, 0.6663, 0.5379, and 0.4281, respectively, for five cases of 0, 0.1c, 0.2c, 0.3c, and 0.4c m/s.

When the conducting surface moves against the incident wave, the center frequency of the scattered field will shift to the low frequency end with an increasing moving speed. On the contrary, the center frequency will shift to the high frequency end with the increasing moving speed opposite to the propagation direction of the incident wave.

The scattered field from a two-dimensional conducting square cylinder with the size of 0.3 m x 0.3 m is studied in this section. As shown in Figure 11, the incident wave is assumed to be polarized in the negative z-direction and propagating in the positive x-direction. The square cylinder is receding from the incident wave with the speed of $v$ in the positive x-direction. In the two-dimensional FDTD model, the spacial increment is $\Delta x = \Delta y = 0.005$ m and the time increment $\Delta t$ is 8.3333 picoseconds. A Gaussian pulse with maximum electric
field amplitude of 1 V/m is adopted to excite the moving conducting square cylinder. Referring to (11), \( \tau \) and \( t_0 \) of the Gaussian pulse are set to \( \tau = 80\Delta t \) and \( t_0 = 50\Delta t \), respectively. When the square cylinder is static, the horizontal distance from the observation point to the left boundary of the square cylinder is 0.075 m and the vertical distance is 0.15 m.

In the simulation, the speed of the moving conducting square cylinder takes four cases of 0, 0.1c, 0.2c, and 0.3c m/s. Time-domain scattered waveforms received by the observation point for the four cases are plotted in Figure 12.

respectively. From Figure 12, a pulse-width of a scattered wave is broadened with the increasing moving speed. The amplitudes of simulated scattered pulses are equal to 1.0, 0.8091, 0.6441, and 0.4936 V/m, respectively. Compared with Figure 8, the amplitudes of scattered pulses from a moving square cylinder are less than those of scattered pulses from a moving infinite surface. The main reason is that the amplitude of scattered wave from a two-dimensional object declines with the spreading distance.

Subsequently, a modulated Gaussian pulse is used to excite the moving conducting square cylinder. \( \tau \) and \( t_0 \) of the modulated Gaussian pulse are set to \( \tau = 400\Delta t \) and \( t_0 = 450\Delta t \), respectively. The center frequency of the modulated Gaussian pulse is 1 GHz. The waveform of the modulated Gaussian pulse excitation source is shown in Figure 13.

Numerically simulated scattered waveforms and frequency spectrums of the conducting square cylinder for different speeds are plotted in Figures 13 and 14, respectively. The spectrum width of the scattered field is narrowed with the increasing moving speed. Compared with Figure 10, the peak values of the spectrum of scattered waves from a moving square cylinder are less than those of the spectrum of

Figure 9: The time-domain scattered waveforms of the moving conducting surface excited by the modulated Gaussian pulse.

Figure 10: Frequency spectrums of the moving conducting surface excited by the modulated Gaussian pulse.

Figure 11: A plane wave normally incident on a moving conducting square cylinder.

Figure 12: The time-domain scattered waveforms of the moving conducting square cylinder excited by the Gaussian pulse.
Figure 13: The time-domain scattered waveforms of the moving conducting square cylinder excited by the modulated Gaussian pulse.

Figure 14: Frequency spectrums of the moving conducting square cylinder excited by the modulated Gaussian pulse.

scattered waves from a moving infinite surface. The reason is that the energy density decreases with the spreading distance.

6. Conclusions

Electromagnetic scattering from a moving perfectly conducting object in the steady state (one frequency) and transient state (broadband) has been analyzed by the proposed numerical method based on the FDTD algorithm. Relativistic boundary conditions are incorporated to solve the electromagnetic field on the moving boundary. And an efficient technique is introduced to calculate the electromagnetic field around the moving conducting object. The numerical results illustrate that the range of the frequency and amplitude shift of the scattered field varies with the moving speed of the object. By comparing simulated results with theoretical results, the accuracy and validity of the numerical approach are evaluated.

Contrary to other numerical methods using the Lorentz transformation, the proposed numerical approach uses no system transformation and gives the time-domain solutions directly. It is convenient to analyze broadband scattering properties of moving bodies. This approach can be applied to many practical engineering problems, such as detecting the speed and direction of moving satellites or aircrafts by radar echoes.
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