An Efficient Algorithm for EM Scattering from Anatomically Realistic Human Head Model Using Parallel CG-FFT Method
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An efficient algorithm is proposed to analyze the electromagnetic scattering problem from a high resolution head model with pixel data format. The algorithm is based on parallel technique and the conjugate gradient (CG) method combined with the fast Fourier transform (FFT). Using the parallel CG-FFT method, the proposed algorithm is very efficient and can solve very electrically large-scale problems which cannot be solved using the conventional CG-FFT method in a personal computer. The accuracy of the proposed algorithm is verified by comparing numerical results with analytical Mie-series solutions for dielectric spheres. Numerical experiments have demonstrated that the proposed method has good performance on parallel efficiency.

1. Introduction

In recent years, there has been an increasing effort to achieve an efficient numerical analysis of large-scale electromagnetic problems which usually require much computational time and large computer memory. An efficient numerical method for large and complex bodies is very important for many practical applications. The method of moments (MoM) [1] has become one of the most popular methods to compute the scattering problems in a variety of applications [2–6]. However, MoM requires $O(N^2)$ memory usage and $O(N^3)$ computational load to solve the matrix equation using the LU decomposition or Gaussian elimination, where $N$ is the number of unknowns. To reduce the computational time, CG-FFT is employed to solve the MoM matrix equation, which is one of the most efficient ways to solve the volume integral equation for dielectric targets and reduces the computational complexity to $O(N \log N)$ in each iteration [7–10]. For the most practical EM problems, a regular computer cannot be sufficient for its limited available memory and performance. New developments of parallel-processing techniques and high-performance computer (HPC) system give the chance of solving large problems that were unattainable in the past. To reach this point, it becomes more and more important that the development and parallelization of fast algorithms with highly parallel performance be able to benefit from large amounts of computational memory and parallel processors of HPC system [11–13].

In the past few decades, the energy absorption in human head exposed to radio-frequency (RF) electromagnetic radiation has brought about an increased concern for the possible consequences of electromagnetic radiation on human health. Many studies have been performed for calculating the power absorbed in a human body exposed to the electromagnetic (EM) field emitted by radio-communication equipment [14–17]. In this paper, the EM scattering problem from a high-resolution 3D anatomically realistic model of the human head was considered. The volume integral equations are applied to describe the problem. MoM is then used to discretize the coupled integral equations, and a CG-FFT algorithm has been proposed to solve the resulting discrete linear system. And the parallelization techniques were applied to speed up the FFT calculation, vector-vector product, and matrix-vector product during the process of CG iteration. The paper presents a deep review of the proposed parallel implementation of CG-FFT algorithm with pulse base function. Different stages of the parallel algorithm were described, and its overall parallel performance was analyzed carefully. With
Figure 1: Electric field distribution on the center line of plane $z = 0.1$.

Figure 2: Electric fields on the plane $z = 1.0$ m. (a) Parallel CG-FFT results. (b) Analytical results.

Figure 3: Network latency of nodes.

this implementation, we have done a benchmark model test with more than 400 million unknowns and solved a practical EM scattering problem with more than 40 million unknowns using a HPC system which includes 27 nodes. Each node of the cluster has two Intel Xeon E5520 CPU and 12 GB memory and they are connected by 10 Gbps Ethernet high speed network. We have verified the accuracy and efficiency of the algorithm by comparing the numerical results with analytical results for dielectric spheres. Numerical results show that the proposed method has good parallel performance.
2. Theory and Methods

Consider a 3D dielectric object of arbitrary shape that is in homogeneous space which is characterized by relative permittivity \( \varepsilon_b \); we set the homogeneous space is free space \( \varepsilon_b = 1 \). The arbitrarily shaped dielectric object with complex permittivity \( \varepsilon_r(\vec{r}) \) is inscribed by a cuboid \( L_x \times L_y \times L_z \). The time dependence of \( e^{-i\omega t} \) is assumed and suppressed. Under the illumination of the incident electric field, the total electric field inside the dielectric object \( \vec{E} \) can be determined through the following volume integral equation:

\[
\vec{E}(\vec{r}) + \frac{1}{4\pi\varepsilon_b} \int_V \overline{G}(\vec{r},\vec{r}') (\varepsilon_b(\vec{r}) - \varepsilon_b) \vec{E}(\vec{r},\vec{r}') d\vec{r}' = \vec{E}_{inc},
\]

where

\[
\overline{G}(\vec{r},\vec{r}') = \frac{e^{j k_b R}}{R^3} \begin{bmatrix} G_{xx} & G_{xy} & G_{xz} \\ G_{yx} & G_{yy} & G_{yz} \\ G_{zx} & G_{zy} & G_{zz} \end{bmatrix}
\]

(2)
The equivalent version for the induced current $\mathbf{J}$ can be approximately obtained by

$$
\mathbf{J}(\mathbf{r}) + \frac{1}{4\pi} \chi(\mathbf{r}) \int_V \mathbf{G}(\mathbf{r'}, \mathbf{r}) \cdot \mathbf{J}(\mathbf{r'}) \, d\mathbf{r'} = \mathbf{J}^{\text{inc}}(\mathbf{r}),
$$

where $\chi(\mathbf{r}) = (\varepsilon(\mathbf{r})/\varepsilon_0) - 1$, and

$$
\mathbf{J}(\mathbf{r}) = \chi(\mathbf{r}) \mathbf{E}(\mathbf{r}), \quad \mathbf{J}^{\text{inc}}(\mathbf{r}) = \chi(\mathbf{r}) \mathbf{E}^{\text{inc}}(\mathbf{r})
$$

are the normalized electric current inside the dielectric object and the equivalent incident current, respectively.

A box with the size of $L_x \times L_y \times L_z$ is used to bound the considered dielectric target and is discretized into $N_x \times N_y \times N_z$ cuboidal cells. Then the volume of each cell is $\Delta V = \Delta x \Delta y \Delta z$, where $\Delta \xi = L_\xi/N_\xi$ ($\xi = x, y, z$) and $N_\xi$ is the division number in the $\xi$-direction. Choosing pulse function as the basis and testing function, we obtain the discrete forms of (4) as

$$
j^{D}_{\xi}(m, n, k) + \frac{1}{4\pi} \chi(m, n, k)
\times \sum_{\zeta=x,y,z} \sum_{m'=0}^{N_{\xi}-1} \sum_{n'=0}^{N_{\eta}-1} \sum_{k'=0}^{N_{\zeta}-1} G^{D}_{\zeta' \zeta}(m - m', n - n', k - k')
\times j^{D}_{\zeta'}(m', n', k')
= j^{D}_{\xi}(m, n, k)
$$

in which

$$
G^{D}_{\xi}(m - m', n - n', k - k')
= \Delta V \int_{m'/\Delta x}^{(m'+1)\Delta x} \int_{n'/\Delta y}^{(n'+1)\Delta y} \int_{k'/\Delta z}^{(k'+1)\Delta z}
G_{\xi' \xi}((m + \frac{1}{2})\Delta x - x',
(n + \frac{1}{2})\Delta y - y',
(k + \frac{1}{2})\Delta z
- z')
\, dx' dy' dz'.
$$

$$
j^{D}_{\xi}(m, n, k)
= \int_{m\Delta x}^{(m+1)\Delta x} \int_{n\Delta y}^{(n+1)\Delta y} \int_{k\Delta z}^{(k+1)\Delta z}
J^{\text{inc}}_{\xi}(x, y, z)
\, dx \, dy \, dz.
$$

We remark that the above formulations (6)-(7) actually imply the scattering by small particles with the size of $\Delta V$ because of the use of pulse basis functions although the dielectric targets may be continuous. We can convert (6) into a linear system of equations

$$
Z \cdot I = V,
$$
Table 1: The HPC hardware information.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU type</td>
<td>Intel Xeon E5520</td>
</tr>
<tr>
<td>Clock speed</td>
<td>2.67 GHz</td>
</tr>
<tr>
<td>Number of nodes</td>
<td>27</td>
</tr>
<tr>
<td>Available memory</td>
<td>30 × 12 GB (DDR3 1067 MHz)</td>
</tr>
<tr>
<td>Operating system</td>
<td>CentOS (Linux)</td>
</tr>
<tr>
<td>Network system</td>
<td>BNT 10 Gbps Ethernet</td>
</tr>
</tbody>
</table>

Table 2: Performance test.

<table>
<thead>
<tr>
<th>Cells</th>
<th>Processes</th>
<th>Number of iterations</th>
<th>Times (second)</th>
</tr>
</thead>
<tbody>
<tr>
<td>64 × 64 × 64</td>
<td>1</td>
<td>30</td>
<td>22.8</td>
</tr>
<tr>
<td>128 × 128 × 128</td>
<td>2</td>
<td>30</td>
<td>90.4</td>
</tr>
<tr>
<td>256 × 256 × 128</td>
<td>4</td>
<td>30</td>
<td>258.9</td>
</tr>
<tr>
<td>256 × 256 × 256</td>
<td>6</td>
<td>30</td>
<td>367.9</td>
</tr>
<tr>
<td>256 × 256 × 512</td>
<td>8</td>
<td>30</td>
<td>612.3</td>
</tr>
<tr>
<td>512 × 512 × 512</td>
<td>10</td>
<td>30</td>
<td>3289.7</td>
</tr>
</tbody>
</table>

Table 3: Parallel efficiency.

<table>
<thead>
<tr>
<th>Cells</th>
<th>Processes</th>
<th>Time (second)</th>
<th>Parallel efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>64 × 64 × 64</td>
<td>1</td>
<td>22.8</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>12.38</td>
<td>0.92</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>7.2</td>
<td>0.80</td>
</tr>
<tr>
<td>128 × 128 × 128</td>
<td>1</td>
<td>168.1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>90.4</td>
<td>0.93</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>50.6</td>
<td>0.83</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>31.8</td>
<td>0.66</td>
</tr>
<tr>
<td>256 × 256 × 512</td>
<td>1</td>
<td>2988.3</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1641.8</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>940.1</td>
<td>0.79</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>612.3</td>
<td>0.61</td>
</tr>
<tr>
<td>512 × 512 × 512</td>
<td>1</td>
<td>19409.2</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>10904.6</td>
<td>0.89</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>6469.7</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>3289.7</td>
<td>0.59</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>3171.4</td>
<td>0.51</td>
</tr>
</tbody>
</table>

where \( Z \) is an \( N \times N \) system matrix, \( I \) is a column vector with the coefficients of the unknown currents, and \( V \) is a column vector associated with the incident fields in the dielectric object. Here \( N = 3N_xN_yN_z \) is the total number of unknowns. However, the inner products in (6) are all 3D summations of the products of discrete Green's functions and discrete electric currents, which are quite time and memory consuming. For electric-large electromagnetic problems, \( N \) is very large and it is very difficult to solve (8) directly. In order to calculate fast the products of Green’s functions and electric currents, the discrete Green’s functions are extended in a larger computational domain as

\[
G^e_{\xi}(m, n, k) = \pm G^D_{\xi}(m_0, n_0, k_0), \tag{9}
\]

where \( 0 \leq m \leq 2N_x - 1, 0 \leq n \leq 2N_y - 1, 0 \leq k \leq 2N_z - 1, \)

\[
m_0 = \begin{cases} 
    m, & 0 \leq m \leq N_x - 1, \\
    2N_x - m, & N_x \leq m \leq 2N_x - 1,
\end{cases} \tag{10}
\]

\[
n_0 = \begin{cases} 
    n, & 0 \leq n \leq N_y - 1, \\
    2N_y - n, & N_y \leq n \leq 2N_y - 1,
\end{cases}
\]

\[
k_0 = \begin{cases} 
    k, & 0 \leq k \leq N_z - 1, \\
    2N_z - k, & N_z \leq k \leq 2N_z - 1.
\end{cases}
\]

The signs of the expanded discrete Green’s functions are directly related to the even and odd nature of the components with respect to the coordinates in different extended subdomains. After defining the extended Green’s functions, the equivalent electric current \( J^D_\xi(m, n, k) \) can be defined in the extended domain by zero padding as

\[
J^D_\xi(m, n, k) = \begin{cases} 
    J_\xi^D(m, n, k), & 0 \leq m \leq N_x - 1, 0 \leq n \leq N_y, 0 \leq k \leq N_z, \\
    0, & \text{else}.
\end{cases} \tag{11}
\]
Using the convolution theorem and FFT method, we can obtain the discrete form of the integral equation (6) with FFT method [18, 19]:

\[ J^D_k (m, n, k) + \frac{1}{4\pi} \chi (m, n, k) \mathcal{F}^{-1} \left\{ \sum_{\xi=x,y,z} \tilde{G}_{\xi}^e (i, j, l) \tilde{J}^D_{\xi} (i, j, l) \right\} = \chi (m, n, k) \rho^{inc} (m, n, k), \]  

(12)

where \( \tilde{G}_{\xi}^e (i, j, l) \) and \( \tilde{J}^D_{\xi} (i, j, l) \) are the discrete Fourier transform (DFT) of \( G_{\xi}^e (i, j, l) \) and \( J^D_{\xi} (i, j, l) \), respectively. Similarly, the corresponding adjoint operations can also be performed using FFT. As a consequence, we can solve (12) rapidly through the CG-FFT algorithm [18]. In order to speed up the FFT calculation, the parallel FFT is used to obtain the FFT and inverse FFT results. In the proposed algorithm, both the FFT transform and the inverse FFT transform are implemented using the FFTW library, which is a C subroutine library for computing the discrete Fourier transform in one or more dimensions and supports the distributed-memory implementation based on message passing interface (MPI). For example, to calculate the vector-vector product in the CG-FFT method, which can be parallelized by call MPI_Allreduce() as shown in Algorithm 1.

### Algorithm 1

```c
/* Sum norm of each Process*/
MPI_Allreduce (&rnorm, &rnorm1, 1, MPI_FLOAT, MPI_SUM, world);
/* vector-vector Product on each process*/
for(int i = 0; i < all; i++)
{
    c_jx[0][0][i] = c_jx[0][0][i] + am * cpx[0][0][i];
    c_jy[0][0][i] = c_jy[0][0][i] + am * cpy[0][0][i];
    c_jz[0][0][i] = c_jz[0][0][i] + am * cpz[0][0][i];
    cr_x[0][0][i] = cr_x[0][0][i] - am * ctx[0][0][i];
    cr_y[0][0][i] = cr_y[0][0][i] - am * cty[0][0][i];
    cr_z[0][0][i] = cr_z[0][0][i] - am * ctx[0][0][i];
    reax = abs(cr_x[0][0][i]);
    reay = abs(cr_y[0][0][i]);
    reaz = abs(cr_z[0][0][i]);
    rnorm = rnorm + reax * reax + reay * reay + reaz * reaz;
}
```

3. Numerical Results

To illustrate the accuracy and efficiency of the proposed parallel CG-FFT algorithm, we first consider the EM scattering by a dielectric sphere illuminated by plane waves, which has a closed-form solution. In the following examples, the background is just free space. The dielectric sphere with \( \varepsilon_r = 4 \), \( r = 0.2 \text{ m} \) is illuminated by a plane wave. The incident wave is polarized in the \( x \) direction, in which the operating frequency is 0.3 GHz. The comparison of numerical results of the internal electric fields between parallel CG-FFT and analytical results is illustrated in Figure 1, which shows that the numerical results have good agreement with the analytical results. We have also computed the scattered electric fields from the dielectric object on the observation plane \( z = 1.0 \text{ m} \) and compared such results with the exact solutions as shown in Figure 2.

Then, we do the parallel performance testing on a HPC which has 27 nodes shown in Table 1, in which nodes are connected by 10 Gbps Ethernet. The benchmark model is a homogenous cubic dielectric object with \( \varepsilon_r = 4 \), and the edge of cubic is 0.4 m. The incident wave is the same plane wave as that in Figure 1. We compare the network latency inside node and internode, which means that we test the network latency on one node and between two nodes, respectively. Figure 3 shows the testing results for internode and inside node. From Figure 3, we can see that the speed of network inside node is about 4 times of the inter node, which will be a bottleneck for the parallel CG-FFT method. To evaluate the performance of the parallel CG-FFT code, we define the performance as follows:

\[ \text{Performance (cells/s)} = \frac{N_x \times N_y \times N_z \times \text{Number of iterations}}{\text{Simulation time (s)}}. \]  

(13)

The parallel CG-FFT methods performance testing result is demonstrated in Figure 4, and the detail data is listed in Table 2. From Figure 4, we can obtain that the performance goes up when no more than 8 nodes are used, and the performance goes down using 10 nodes. The reason is that the network latency plays an important role when we use more than 8 nodes. The parallel efficiency is also tested, which is defined as

\[ \text{Parallel Efficiency} = \frac{T_1}{P \times T_p}. \]  

(14)
where \( P \) is the number of processes, \( T_1 \) is the running time used by one process, and \( T_p \) is running time used by \( P \) processes. Figure 5 shows the parallel efficiency of parallel CG-FFT with different discretization and processes, and the detail results are listed in Table 3. From Figure 5 and Table 3, we can see that the parallel efficiency is above 60% when no more than 8 nodes are used.

Finally, we use the proposed parallel CG-FFT method to simulate EM scattering problem from 3D anatomically realistic human head model exposed to the plane wave working at 900 Mhz. The popular HUGO model [20] with a resolution of \( 1 \times 1 \times 1 \) mm, as shown in Figure 6, includes 16 different tissues and organs. The electromagnetic properties (\( \varepsilon_r \) and \( \sigma \)) of 16 tissues in the model can be obtained from FCC published data [21], as listed in Table 4. In our simulation, 4 nodes are used and the computation time is about 65 minutes. Figure 7 shows the electric field on head surface. With the object oriented HUGO model, the field distribution over a specific object can be investigated. The electric field distributions on eyes, bone, and brain are demonstrated in Figures 8, 9, and 10, respectively.

4. Conclusion

In this paper, we have analyzed the performance of an efficient MPI parallel implementation of the CG-FFT algorithm on HPC computers. In the proposed method, the codes can run not only on share memory systems machine but also on distributed ones, which present high scalability behavior. Special attention was paid to communications during the matrix-vector product and vector-vector product, which are a key point for the parallel performance. We solved a problem with more than 400 million unknowns on a HPC including 27 nodes.
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