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1. Introduction

Following the rapid development of wireless and portable communication products, it is of the utmost importance that the design cycle of antennas is reduced. Conventionally, antenna design relies on optimizing the geometric shape of an initial layout. That is, the design parameters of an antenna structure are first identified, and their values are fine-tuned via trial-and-error approaches, genetic algorithms (GAs) [1, 2], particle swarm optimization (PSO) [3, 4], space mapping [5], or artificial neural networks (ANN) [6]. However, such approaches may fail to produce a satisfactory design if the detailed initial guess is incorrect.

Instead of tuning the geometric parameters of a given initial layout, topology optimization, also known as pixelated design technique, conceptual design, and optimal material distribution, does not require a detailed predefined shape, yet it automatically generates a suitable antenna topology fulfilling design needs. It discretizes the design space into several rectangular pixels, varying the distribution of conductor until design goals are achieved. Topology optimization usually provides an unexpected antenna shape, thereby preventing designer’s improper biases and developing innovative layouts. More importantly, topology optimization is particularly suitable for the internal antenna design of wireless and portable communication products, for the antenna design space in these products that are usually confined in a given space; hence, topology optimization shows great competence in practical design situations, leading to a shorter design cycle and a lower development cost.

Topology optimization was developed in the sphere of mechanical engineering from 1988 [7]. It was primarily applied to the electromagnetic (EM) engineering field in 1996 [8], and the first design instance was magnetic bearings with minimum power dissipation. After that, topology optimization was implemented for antenna design problems [9]; it especially has gained much attention in the design of patch antennas [10–22] and monopole antennas [22–28]. However, only few studies have been done on other types of antennas such as chip antennas [29], planar-inverted-F antennas [30], handset antennas [31], and mobile antennas [32] using topology optimization. Furthermore, there has
been far less research on the characterization of problem difficulty for topology optimization. Most of the literature straightforwardly applied binary optimization algorithms because the design parameters of topology optimization problems are binary variables, but we lack a fundamental research showing that these binary optimization algorithms are indeed more effective than the random search algorithm. In fact, there is very limited study on analysis of the problem nature of topology optimization. Not until we fully investigate the problem difficulty can the optimization process take appropriate steps.

The purpose of this paper is to examine the problem nature of topology optimization and to propose a new design methodology based on what this problem really needs. More specifically, three classic antenna design problems are implemented to investigate the problem difficulty of topology optimization. The numerical results will show that, without understanding the structure of building blocks for these problems, binary optimization algorithms including GAs and binary PSO (BPSO) are not more efficient than the random search algorithm. Therefore, a new methodology is designed to cope with the structure of building blocks. This new building-block favoring method aims to lower the order of the building blocks and shorten the associated defining length; meanwhile, the initialization focuses on generating fairly distributed and diverse building blocks and parameterization concerns about the growth of schemata based on the generalized schema theorem. The mechanisms and the numerical results will be presented in detail. Furthermore, in order to validate the proposed method, two internal antenna design problems are addressed. The antenna performances supplemented with simulated and measured results will be exhibited.

2. Characterization of Problem Difficulty

Before elaborating the procedure of the building-block favoring method, this section presents the need of a new technique for topology optimization. Topology optimization discretizes a design space into several pixels; each pixel could fill with either conductor or air, so the design problem can be formulated as a binary programming problem:

$$x^* = \arg \min_x f(x),$$

subject to:

$$x \in \{0, 1\},$$

where $x$ is the $N$-vector of binary decision variables, representing the encoded states mapped from a specific antenna topology. The mapping procedure is shown in Figure 1; the pixels of the antenna structure filling with conductors are encoded as 1, and the pixels filling with air are encoded as 0. $f$ is the objective function, which is the function of the combination of decision variables. Topology optimization problem (1) belongs to the class of $NP$-hard problems, so only the enumeration method provides the global best solution; however, such time complexity is totally unacceptable, so nature-inspired heuristic algorithms, such as GAs [9–20, 23–27, 29, 30, 32] and BPSO [21, 28, 31], are widely used to find a suboptimal solution. Nevertheless, it seems extremely premature to straightforwardly apply the binary optimization algorithms without specifying the problem nature.

In order to characterize the problem difficulty, three classic topology optimization problems for antenna design are investigated as follows. Each problem is addressed by three optimizers, including GAs, BPSO, and random search algorithms. In addition, the EM simulation is conducted by Ansoft HFSS.

2.1. Dual-Band Patch Antennas. The first instance to be investigated is a dual-band patch antenna for wireless communications [17]. The design environment is shown in Figure 2. Specifically, the patch antenna is fed by a 50-ohm coaxial cable, and the upper patch, having an area of $36 \times 48 \text{ mm}^2$, is discretized into 46 pixels. The substrate is a 15-mm-height FR4 (dielectric constant $\varepsilon_r = 4.4$ and loss tangent tan $\delta = 0.02$). The design goal is to generate a dual-band operation at 1.9 GHz and 2.4 GHz, so the objective function to be minimized is the maximum $|S_{11}|$ of 1.9 GHz and 2.4 GHz.
Figure 2: Geometry of the patch antenna and the discretization of the design space (unit: mm).

The three optimizers mentioned above were applied to this problem. Unless otherwise noted, the following GA parameterization is applicable to all the three instances presented in this section: iterations $N_{\text{ite}} = 30$, population size $N_{\text{pop}} = 120$, tournament selection with selection pressure $s = 2$, replacement $r = 0.1$, uniform crossover with a probability $p_c = 0.5$, and mutation with a probability $p_m = 0.01$. On the other hand, the BPSO parameterization used in the three examples is iterations $N_{\text{ite}} = 30$, population size $N_{\text{pop}} = 120$, fixed inertial weight $\omega = 1$, fixed coefficients for global best attraction and personal best attraction $c_1 = c_2 = 2$, and the limit of velocity $v_{\text{max}} = 6$. Lastly, the random search algorithm performs 3,600 looks, where the optimum solution is determined. Note that the three optimizers take the same number of functional evaluations. In addition, the termination criterion used in each case is time constraint. Once each optimizer reaches the maximum number of functional evaluations, namely, 3,600 looks, the optimization process will be terminated. More functional evaluations have been conducted after 3,600 looks, and a better performance is indeed observed; however, it is found that the improvement is very marginal and insignificant. Therefore, the total number of functional calls is set to 3,600, and the best design among the 3,600 tests is selected and compared.

The performances of the optimized antenna structures are shown and compared in Figure 3. The GA found the optimum structure in the 27th generation, the BPSO obtained the optimum result in the 25th iteration, and the random search algorithm attained the optimum structure at the 3,504th look. Clearly, although the three optimizers obtained three different configurations, they provide satisfactory dual-band performances. However, no strong evidences show that the random search algorithm has inferior performances, and the efficiency of the binary optimization algorithms does not dominate that of the random search algorithm.

2.2. Dual-Band Monopole Antennas. Next, the problem difficulty of a dual-band monopole antenna [28] is investigated. The monopole antenna, shown in Figure 4, is designed for handheld devices. The design space is of area $36 \times 48 \text{ mm}^2$, discretized into 120 rectangular pixels printed on a Rogers RT/Duroid 5880 dielectric substrate ($\varepsilon_r = 2.2$ and $\tan \delta = 0.0009$) of thickness 0.787 mm. In this case, the design objective is to have a dual-band performance at 1.8 GHz and 2.4 GHz. Using the parameterization described above, the optimum structures can be evaluated after 3,600 functional evaluations.

The impedance matching of the optimum structures is exhibited in Figure 5. It can be seen that the performances between the three optimization algorithms are comparable. Specifically, the GA obtained the optimum structure in the 26th iteration, the BPSO found the optimum solution in the 28th iteration, and the random search algorithm determined the optimum structure at the 2,421st look. Once again, the efficiency of GAs and BPSO does not outperform that of
2.3. Ultra-Wideband Monopole Antennas. Lastly, let us consider the design problem of ultra-wideband (UWB) antennas [23–27]. A planar monopole structure shown in Figure 6 is chosen, and its square monopole patch is defined as the design space. The monopole is printed on a FR4 substrate of thickness 1.6 mm, and the width of the feed line is 2.8 mm. The design space is discretized into 10 × 10 square pixels, so each pixel measures 1.5 × 1.5 mm$^2$. For simplicity, only one half of the antenna structure was modeled in the full-wave simulations by using a PMC symmetry setup. Therefore, the number of decision variables is 50. The objective function to be minimized is the maximum $|S_{11}|$ over the sample frequency $F$, where $F = \{3, 4.5, 6, 7.5, 9, 10.6 \text{ GHz}\}$.

The resultant impedance matching of the three optimal structures is shown in Figure 7. Surprisingly, the performances of the random search algorithm are better than those of the GA and the BPSO. In particular, the GA found the optimum solution in the 25th iteration, the BPSO obtained the optimum structure in the 21st iteration, and the random search algorithm achieved the optimum performance at the 2,192nd look. Hence, GAs and BPSO do not dominate the random search algorithm in both the efficiency and solution quality. In addition, similar results are observed even though the parameterization is changed to other levels; in sum, the topology optimization problem is so difficult that GAs and BPSO are not more efficient than the random search algorithm.

2.4. Discussion. At this moment, it has been observed that binary optimization algorithms are not as effective as they should be. Such an unexpected result can be explained by the schema theorem [33]. Under proportionate selection and one-point crossover, the schema theorem can be written as follows:

$$\langle m(H, t + 1) \rangle \geq m(H, t) \frac{f(H, t)}{\bar{f}(t)} \left( 1 - p_c \frac{\delta(H)}{l - 1} - p_m \cdot o(H) \right),$$

where $\langle m(H, t + 1) \rangle$ is the expected number of individuals that belong to the schema $H$ at iteration $t + 1$, $m(H, t)$ is the number of individuals that belong to the schema $H$ at iteration $t$, $f(H, t)$ is the average objective function value of the individuals belonging to $H$ at iteration $t$, $\bar{f}(t)$ is the average objective function value of the entire population at iteration $t$, $\delta(H)$ is the defining length, which represents the distance between the outermost defining positions of a schema, $l$ is the string length, and $o(H)$ is the order,
representing the number of the defining positions of a schema.

From schema theorem (2), it is observed that only minimal, sequential, and superior schemata grow since \( \delta(H) \) and \( o(H) \) have minus signs. In other words, if the coadapted sets of alleles, namely, the building blocks, are widely separated, the crossover operator may often disrupt the schema because the cross-site tends to fall in between the outermost designing positions. On the other hand, if the building blocks in topology problem have too many defining positions, the mutation operator is inclined to disrupt the schema since the numerous defining positions are more difficult to survive intact. Consequently, the solution space cannot be efficiently explored unless the superior schemata grow. These statements have been verified by the earlier studies in the area of evolutionary computation (EC) [34, 35]. These papers have reported that only tight linkage (namely, smaller defining length) building blocks can be handled by heuristic algorithms; once the particularly important building blocks belong to loose linkage or random linkage, binary optimizers fail to find the optimum solution unless the population size is increased exponentially.

Unfortunately, topology optimization belongs to the class of problem having loose linkage building blocks. As shown in Figure 1, antennas are usually highly connected structures. This further means that numerous pixels should be considered together so that the physical structure will be unbroken; therefore, the corresponding alleles must coadapt to each other. However, when binary optimization algorithms encode the physical structure into one-dimensional (1D) bit string, the two-dimensional (2D) geometry is distorted because the neighboring information is lost. As a result, the structure of building blocks exhibits a loose linkage with higher-order defining positions and large defining lengths. Since the binary optimization algorithms fail to identify the building blocks, mostly, the operations by crossover and mutation disrupt superior schemata instead of making the best ones grow and taking over a dominant market share of the population. As a result, because of these broken schemata, the binary optimization algorithms have always suffered their poor convergence characteristic.

Although the deduction of problem difficulty is derived from a particular selection mechanism (proportionate selection) and a particular crossover procedure (one-point crossover), the generalization can be accomplished by rewriting (2) as

\[
\langle m(H, t + 1) \rangle \geq m(H, t) \phi(H, m, f, t) \cdot P_S(H, m, f, t) \cdot (1 - p_m \cdot o(H)),
\]

where \( \phi \) is a generalized selection taken as a function of the objective function \( f \) and the distribution of structures in the population \( m \) at iteration \( t \) and \( P_S \) is the survival probability under the crossover operators. In the previous cases, \( \phi(H, m, f, t) \) is the selection pressure \( s = 2 \), and \( P_S(H, m, f, t) \) can be written as \( 1 - p_c \times \varepsilon \), where \( \varepsilon \) is a bound on the disruption loss due to crossover. From such a generalization, it is observed that the speculation for the problem difficulty of topology optimization is still applicable.

Hence, the defining lengths of the building blocks are so large that the resultant problem difficulty belongs to the class of deceptive trap functions, which are too difficult to be solved in reasonable time.

3. The Proposed Building-Block Favoring Method

With a full understanding on the problem difficulty of topology optimization, a new design technique aimed at applying topology optimization to internal antenna design is proposed. Figure 8 shows the flowchart of the proposed technique. This building-block favoring method is based on the framework of GAs, yet it uses a nonuniform discretization for the design space to tighten the defining positions of building blocks; in addition, the initial population is organized by orthogonal arrays (OAs) [36, 37] instead of randomized chromosomes so that sufficient diversity and numbers of building blocks are present initially. Furthermore, in order to ensure the growth of schemata, the control map of parameterization is carefully designed. The detailed procedure is as follows.

### 3.1. Nonuniform Discretization of a Design Space

Conventionally, the design space is discretized into uniform pixels, as shown in Figure 9(a). As discussed in the previous section, such a discretization results in broken building blocks with larger defining lengths and higher orders, so the resultant solution domain is very sensitive to design changes when the topology is close to optimum but insensitive to them when the topology is far from optimum. In addition, this intensive discretization requires a large number of pixels. These
limitations lead the uniform discretization to a completely intractable problem nature. Therefore, this paper proposes nonuniform discretizations incorporating prior knowledge or experience to reduce the problem difficulty. That is, based on the potential resonant current paths within the given area, the design space is roughly discretized into rectangular pixels with different sizes; for example, if a dual-band operation is desired, the solution domain can be roughly formed and subjected to the inverted-F topology with multiple current paths, as shown in Figure 9(b). As a result, the defining length of building blocks is significantly reduced, and the number of decision variables becomes much lesser, so the problem difficulty is relaxed into building-block-wise solvable. Some early reports have also used nonuniform pixels to enhance the optimized performances [38, 39]. Although the associated performance of a nonuniform discretization will be mesh-dependent, it is a trade-off between human intervention and problem complexity. Once the technical knowledge is involved in the discretization, the robustness is enhanced, and the computational time is greatly reduced.

3.2. Initial Supply of Sufficient Building Blocks. After forming the solution space, the building-block favoring method proceeds to the optimization stage. However, in order to ensure the presence of the raw building blocks for genetic search, the initial population must have the best diversity, containing a larger number of fairly distributed building blocks so that the building blocks will be selected in the earlier stages of a run.

To equip the initial population with fairly and uniformly distributed candidates, the proposed method uses OAs as the initial population. By definition, an OA($N, k, s, t$) is an $N \times k$ matrix, each element of which has only $s$ distinct level values, and every $N \times t$ submatrix of the OA contains each $t$-tuple exactly $N/s^t$ times. When OA($N, k, s, t$) is applied to the arrangement of initial population, the parameter $s$ is regarded as the number of states of decision variable, so $s$ is equal to 2 in topology optimization problems. In addition, $k$ is the number of pixels, and $N$ is the population size. If the strength $t$ is chosen as 2, for each pixel, levels 0 (air) and 1 (conductor) occur equally $N/2$ times in all $N$ populations, thereby achieving a balanced distribution for the initial population. The following are two examples of OAs:

\[
\text{OA (4, 3, 2, 2)} = \begin{bmatrix}
0 & 0 & 0 \\
0 & 1 & 1 \\
1 & 0 & 1 \\
1 & 1 & 0
\end{bmatrix},
\]

\[
\text{OA (8, 4, 2, 3)} = \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 \\
0 & 1 & 0 & 1 \\
0 & 1 & 1 & 0 \\
1 & 0 & 0 & 1 \\
1 & 0 & 1 & 0 \\
1 & 1 & 0 & 0 \\
1 & 1 & 1 & 1
\end{bmatrix},
\]

where OA(4, 3, 2, 2) is suitable for a topology optimization problem with three candidate pixels. In this case, four chromosomes are used, and their initial states are assigned as $(0, 0, 0)$, $(0, 1, 1)$, $(1, 0, 1)$, and $(1, 1, 0)$. Similarly, OA(8, 4, 2, 3) is suitable for a topology optimization problem with four candidate pixels, and the initial population can be assigned as $(0, 0, 0, 0)$, $(0, 0, 1, 1)$, $(0, 1, 0, 1)$, $(0, 1, 1, 0)$, $(1, 0, 0, 1)$, $(1, 0, 1, 0)$, $(1, 1, 0, 0)$, and $(1, 1, 1, 1)$. It can be seen that these candidate solutions are scattered evenly in the solution space; therefore, the proposed method can explore the entire solution space with equal density. As the lower-order building blocks converge, the other candidate solution may move closer to the global optimum. On the other hand, OAs have another useful feature: swapping or deleting the columns does not alter the orthogonality property of the array. This property facilitates the construction of an OA database for arbitrary number of pixels $k$. If an OA for certain $k$ is desired, it can be obtained simply by discarding the excessive columns from a known OA with larger $k$.

For verification purpose, the OA initialization is tested for its convergence characteristic. The instance to be tested
is given by a mobile phone application, the physical environment of which is shown in Figure 10. The entire circuitry is fabricated on a 0.8 mm thick FR4 substrate with an area of $40 \times 100 \text{mm}^2$. A ground plane of length 85 mm and width 40 mm is printed on the top of the circuit board, and an unoccupied area of $40 \times 15 \text{mm}^2$ is left as a design space available for the pixelated antenna design. The antenna is fed by a 50-ohm coaxial cable. The solution domain is roughly formed into 57 nonuniform pixels based on the common inverted-F topology. The objective function to be minimized is the magnitude of the reflection coefficient at 900 MHz.

In this case, the OA$(64, 63, 2, 2)$ is suitable for generating uniformly distributed building blocks. 57 out of 63 columns are randomly selected and assigned to each individual. Also, the population size is assigned as $N_{\text{pop}} = 64$. Hence, each pixel has $64/2 = 32$ times of occurrences as 1 (metal) and 32 times of occurrences as 0 (air) in the initial population. The strength $s = 2$ further illustrates that each combination of arbitrary two pixels, namely, $(1, 1), (1, 0), (0, 0), \text{ and } (0, 1)$, exists $64/2^2 = 16$ times of occurrences, respectively. To compare the efficacy between the OA initialization and random initialization, these two initialization manners are tested for 10 repeating trials. In each trial, they use the same initialization, these two initialization manners are tested for 10 repeating trials, respectively. After recording the convergence history, namely, the limiting value is worst than the other two levels.

For the topology optimization problem with tournament section and uniform crossover, this is equivalent to

\[ s \times (1 - p_{c}) \geq 1. \]  

(5)

Considering the worst-case scenario, namely, when the loss of schema integrity is total (when $\varepsilon = 1$), the limiting $p_{c}$ value ensuring the building-block market share grows is

\[ p_{c} \leq 1 - \frac{1}{s}. \]  

(6)

as (6) can be understood as the control map of topology optimization problems. Usually, the selection pressure is chosen as 2 to prevent the population from premature convergence, so $p_{c}$ should not be larger than 0.5.

In order to verify the proposed control map, $p_{c}$ is tested for three different levels: $p_{c} = 0.3$, $p_{c} = 0.5$, and $p_{c} = 0.8$. The design scenario is again the mobile antenna for handheld devices at 900 MHz, shown in Figure 10. Each level is tested for 10 repeating trials. The other parameterization is fixed as $N_{\text{iter}} = 40$, $N_{\text{elit}} = 4$, $s = 2$, and $p_{m} = 0.01$. The best objective values and the average objective values among the 64 chromosomes versus iteration are recorded, and the average results for these 10 trials are shown in Figure 12. Clearly, $p_{c} = 0.3$ and $p_{c} = 0.5$ yield superior objective values, and they also have a more desired convergence characteristic. In contrast, a larger crossover probability, namely, $p_{c} = 0.8$, spends relatively too much effort exploring distant regions; the building blocks do not converge, so the best objective value is worse than the other two levels.
Figure 11: Convergence histories of (a) best objective value and (b) average objective value for the randomized initialization and the OA initialization.

Figure 12: Convergence histories of (a) best objective value and (b) average objective value for $p_c = 0.3$, $p_c = 0.5$, and $p_c = 0.8$. 
In sum, the proposed control map facilitates the necessary exchange of intact building blocks; meanwhile, low-order building blocks will be selected in the early iterations, thereby permitting the assembly of the complex building blocks needed to solve topology optimization problems.

4. Internal Antenna Design

Next, the capability of the proposed building-block favoring method is examined by two design problems. Since topology optimization is particularly suitable for internal antenna design, its efficacy is verified by a mobile antenna for handheld devices and an internal antenna for laptop applications. To validate the proposed approach, the antenna designs are also conducted by the conventional topology optimization, which uses a number of uniform pixels and a randomized population for initialization.

4.1. A Mobile Antenna for Handheld Devices. The first design problem is an internal antenna for handheld devices, the environment of which has been shown in Figure 10. The design goal is to generate a dual-band operation covering 824–960 MHz and 1710–2170 MHz; therefore, the objective function can be assigned as a minimization of the sum of $|S_{11}|^2$, $j = \{820, 880, 900, 960, 1710, 1940, 2170 \text{ MHz}\}$. In this case, the initial population is created by the OA(64, 63, 2, 2), so the population size is 64. The other parameterization is $N_{elit} = 40$, $N_{inst} = 4$, $s = 2$, $p_c = 0.4$, and $p_m = 0.01$. On the other hand, this problem is also handled by the conventional topology optimization; that is, the rectangular design space is discretized into $20 \times 8$ pixels, and each pixel measures $2 \times 1.875 \text{ mm}^2$. The objective function is the same as the previous case, and the parameterization is also fixed at the same level except for the setup of initialization, which is a randomized population comprising 64 chromosomes instead of the OA. In order to fairly determine which method is indeed better, the same number of functional evaluations is used. That is, the total number of functional calls is set to 2,560 no matter what optimization approach is tested.

The optimized performances of the proposed method and the conventional method are shown in Figure 13. It can be seen that the proposed method generates a dual-band operation, while the conventional method fails to find a desired performance. The total computational time is about 30 hours, determined mainly by the 2,560 full-wave simulations. Clearly, the proposed method automatically achieves a good antenna design, fulfilling the requirement of a lower development cost and a shorter design cycle.

For verification purpose, the optimized antenna determined by the proposed method is also fabricated and tested. The measured reflection coefficients are also exhibited in Figure 13. These results confirm that the optimized antenna covers the lower band (824–960 MHz) and higher band (1710–2170 MHz) by 3:1 VSWR, which is widely used as the specification of internal antennas. Besides, the antenna efficiencies with mismatching loss included are shown in Figure 14. The efficiencies are greater than 45%. These results indicate that the optimized antenna is suitable for wireless communication in handheld devices.

4.2. An Internal Antenna for Laptop Applications. The second design problem is an internal antenna for laptop applications. The design environment is shown in Figure 15. The area of the design space is $8 \times 60 \text{ mm}^2$, and this design space is discretized into 53 pixels, which is roughly formed based on the inverted-F topology with multiple current paths. The antenna is designed on a FR4 substrate of thickness 0.8 mm. The design goal is again a dual-band operation including 824–960 MHz and 1710–2170 MHz, so the objective to be minimized is the sum of $|S_{11}|^2$, $j = \{820, 880, 900, 960, 1710, 1940, 2170 \text{ MHz}\}$.

The proposed technique is applied to this problem to optimize the antenna performances. In particular,
OA(64, 63, 2, 2) is assigned as the initial population, and other parameters are $N_{ite} = 40$, $N_{elit} = 4$, $s = 2$, $p_c = 0.4$, and $p_m = 0.01$. Additionally, the conventional topology optimization with uniform pixelization is also applied to this scenario; the design space is discretized into $4 \times 20$ pixels, and each pixel measures $2 \times 2$ mm$^2$. With the same objective function and parameterization except that the initialization is a randomized population, the conventional topology optimization finds another optimum structure after 2,560 tests.

The resultant reflection coefficients determined by the proposed technique and those obtained by the conventional topology optimization are shown in Figure 16. Clearly, only the building-block favoring method yields desired performances, and the conventional method cannot attain a dual-band operation. Furthermore, the optimized antenna determined by the proposed technique is also fabricated and tested, and the measured reflection coefficients are shown in Figure 16. They exhibit very good agreement. These results confirm that the building-block favoring method is very suitable for internal antenna design.

5. Conclusion

This paper has proposed a novel design technique to favor the building blocks in the topology optimization problems. Analysis of the importance of the building blocks has been considered, and the numerical results have shown that the conventional topology optimization constructs loose linkage building blocks with large defining lengths and high orders; hence, the problem difficulty is so complex that no binary optimization algorithms are more efficient than the random search algorithm. According to what the problem really needs, the proposed method aims to enhance the efficiency and robustness of topology optimization, which is significantly improved by three mechanisms. Firstly, the proposed method uses a nonuniform discretization, which makes hard problems easy by forming tight linkage groups of building blocks. Secondly, the initial population is organized by OAs, which ensure adequate supply of the raw
building blocks in a population. Lastly, the parameterization is constructed by ensuring the growth of schemata. As a result, the proposed technique successfully develops two dual-band internal antennas covering 824–960 MHz and 1710–2170 MHz. The simulated and measured results show that the performances of the building-block favoring method are much better than those determined by the conventional topology optimization. In addition to these design instances, the proposed technique is generally applicable to other design problems of internal antennas, thereby leading to a shorter design cycle and a lower development cost.
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