Research Article

Array Pattern Synthesis Using Particle Swarm Optimization with Dynamic Inertia Weight

Chuang Han and Ling Wang

School of Electronics and Information, Northwestern Polytechnical University, Xi'an 710072, China

Correspondence should be addressed to Chuang Han; hanchuang357@163.com

Received 22 January 2016; Accepted 16 March 2016

Academic Editor: Jaume Anguera

Copyright © 2016 C. Han and L. Wang. This is an open access article distributed under the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

A Feedback Particle Swarm Optimization (FPSO) with a family of fitness functions is proposed to minimize sidelobe level (SLL) and control null. In order to search in a large initial space and converge fast in local space to a refined solution, a FPSO with nonlinear inertia weight algorithm is developed, which is determined by a subtriplicate function with feedback taken from the fitness of the best previous position. The optimized objectives in the fitness function can obtain an accurate null level independently. The directly constrained SLL range reveals the capability to reduce SLL. Considering both element positions and complex weight coefficients, a low-level SLL, accurate null at specific directions, and constrained main beam are achieved. Numerical examples using a uniform linear array of isotropic elements are simulated, which demonstrate the effectiveness of the proposed array pattern synthesis approach.

1. Introduction

There are many synthesis methods for array pattern of minimum sidelobe level (SLL) and null control [1–3]. These proposed methods attempt to find the best solution for sensors position distribution or complex weight coefficients of linear array. Compared with equally spaced arrays, unequally spaced arrays with optimally spaced sensors have advantages including their capability of achieving higher spatial resolutions or lower sidelobe, or we can use fewer sensors to meet similar pattern specifications by carefully designing the locations of array sensors [4–6]. By changing the amplitudes and phases of the array elements’ complex weights without any physical changes in the array, the method becomes suitable for adaptive processing applications in which the array pattern is dynamically adapted to the environments [7–10].

Although many studies have been published on array pattern synthesis, further research is still needed for the problems described below.

Firstly, only sensor positions are considered for minimum SLL and null control in [1, 5]. In [5], one example discussed the geometry of a 28-element array designed for SLL suppression in the region [0°, 180°] and prescribed nulls at three groups of symmetric direction. It shows that a broad null −50 dB deep is easily achieved by Particle Swarm Optimization (PSO). For the same condition, PM$_4$HPSO-TVAC achieves a performance for synthesizing unequally spaced linear array with low SLL and null control. However, the constrained SLL is not an accurate null level but lower than one default value by considering sensor positions.

Secondly, many techniques proposed in the literature adjust the amplitude and phase of the array element to achieve a low SLL, if desired, nulls at specific directions with constrained main beam [7–10]. Phase only control widely used in phased arrays to provide beam scanning is inexpensive to produce and, also, is more likely to minimize excitation errors and preserve coherence [8]. Only excitation amplitudes of each element are taken as optimization parameters using Taylor distribution and PSO in [9]. The single optimized parameter may limit the effectiveness of SLL. In [7], numerical examples are used to demonstrate the effectiveness of achieving an accurate null level by changing the complex weights. Three nulls of −80 dB with a minimum average pattern value of 0.28 are achieved for an equally spaced linear array of 10 elements. However, the null level has a certain deviation with decreasing the number of elements even though the fitness
has a large weight and the SLL has no obvious advantages by minimizing the pattern average level. It is likely to achieve the truly accurate null level and minimum SLL when both the weights and the positions are considered simultaneously with suitable fitness.

Thirdly, a simulated annealing (SA) based method was proposed in [11] to design an asymmetric array by optimizing both the sensor positions over a grid space and array complex weight coefficients. It does not simultaneously optimize all the parameters but perturbs the weight coefficient and position of each sensor in turn. It is possible that sparse arrays with continuously spaced sensors could have a high degree of freedom in lowering the SLL [4]. In [12], an evolutionary method based on backtracking search optimization algorithm (BSA) is proposed for linear antenna array pattern synthesis with prescribed nulls at interference directions. Pattern nulling is obtained by controlling the amplitude, position, and phase of the antenna array elements, but the null depth is not constrained with a given value. An accurate null level with minimum SLL will be obtained by both considering position and complex weights in this paper.

The challenge of determining optimum parameter values simultaneously stems from the nonlinear and nonconvex dependency of the array factor to the weights and the sensor positions [4]. In [13], the authors revealed that the synthesis of nonuniform array elements’ positions, excitations, and phases is a complicated nonlinear problem which contains a number of decision variables. The performance of the employed optimization scheme is an important factor in the success of a pattern synthesis method, in terms of solution quality, computational load, and stability. PSO has received a lot of attention due to its simplicity of implementation and its capability to escape from the traps of local optima [5, 14].

A lot of research is being carried out to address the main limitation of PSO, which is its tendency to converge prematurely at local optima [15, 16]. Modifications in the velocity calculation of PSO algorithm are proposed in [17]. The authors proposed that personal best influence and initial velocity values have an important influence on the search procedure. In [5], the authors revealed that one of the aspects of PSO’s capability to find the global optima mainly depends upon its capability to explore the search space. The initial higher value of inertia weight applied to the last velocity improves the exploration of search space and its lower value towards the end of search helps to attain faster convergence [5].

Without loss of generality, the elements of the antenna array in this paper are isotropic radiators. However, the method can be generalized for different types of antennas, such as microstrip antenna and horn antenna. In [18], the authors presented a novel patch antenna design with high directivity in the broadside direction by using genetic algorithms (GA). This type of antenna has more advantage for the optimization of array pattern synthesis. Implementing the proposed method to other types of antennas is investigating by the authors. Progress will be shown in a separate paper.

In this paper, both element positions and complex weight coefficients are optimized for minimum SLL and accurate null level at specific directions with constrained main beam. Numerical examples are used to demonstrate the effectiveness of the proposed array pattern synthesis approach and the novelty of this paper will be described as follows:

(i) The optimized objectives in the fitness function can obtain an accurate null level. The directly constrained SLL range reveals the capability to reduce SLL. In [7], the null level has no an accurate level, even though there is a big weighting factor for null control in the fitness. The objective of minimizing the pattern average value has influence on the null control and SLL minimization.

(ii) Considering both element positions and complex weight coefficients, a low-level SLL, accurate null at specific directions, and constrained main beam are achieved.

(iii) Feedback Particle Swarm Optimization (FPSO) is proposed for a large initial search space and fast convergence in local space with refined solution.

The remaining part of this paper is organized as follows. In Section 2, the array synthesis formulations for unequally linear array and PSO with initial conditions are briefly discussed. The FPSO method and different fitness functions are proposed and discussed in Section 3. Section 4 describes numerical examples and shows the comparative performance of the presented technique. Concluding remarks are given in Section 5.

2. Method on Array Synthesis Using PSO

Consider a uniformly planar array of \( N \) isotropic elements with a spacing of \( d_i \) as shown in Figure 1. The position of each sensor along the \( x \)-axis can be written as \( x_n \). We just consider the array factor, which can be expressed as

\[
F(\theta) = \sum_{n=1}^{N} w_n \exp \left( \frac{j2\pi x_n \sin \theta}{\lambda} \right),
\]

(1)

where

\[
x_n = \begin{cases} 
\sum_{i=1}^{n-1} d_i, & \text{for } n \geq 2 \\
0, & \text{for } n = 1
\end{cases}
\]

(2)

and \( \theta \) (measured from \( z \)-axis) is the pitch angle of radiation for the transmit array and the incidence of the plane wave for the receive array. \( \lambda \) is the wavelength and \( w_n \) is the weight coefficient of the \( n \)th sensor. Since \( w_n \) is complex, it can be expressed as \( w_n = \beta_n \exp(j\phi_n) \) where \( \beta_n \) and \( \phi_n \) are the amplitude and phase of \( w_n \), respectively. Consequently, the array factor can be expressed as

\[
F(\theta) = \sum_{n=1}^{N} \beta_n \exp \left[ j \left( \frac{2\pi d_i \sin \theta}{\lambda} + \phi_n \right) \right].
\]

(3)

Particle Swarm Optimization (PSO), also known as swarm intelligence, is a robust stochastic evolutionary computation technique based on the movement of intelligent
swarms. The position and the velocity relationship after the \( t \)th iteration between any two individuals are obtained by the following updating formula:

\[
\begin{align*}
\mathbf{v}_{i,t+1} &= \mu_{i,t} \mathbf{v}_{i,t} + r_1 \text{rand}_{1,2} \left( \mathbf{p}_{i,t} - \mathbf{g}_{i,t} \right) \\
&\quad + r_2 \text{rand}_{1,2} \left( \mathbf{g}_{i,t} - \mathbf{a}_{i,t} \right), \\
\mathbf{a}_{i,t+1} &= \mathbf{a}_{i,t} + \mathbf{v}_{i,t+1},
\end{align*}
\]  

(4)

where \( \mu_{i,t} \) is a parameter called the inertia weight and the acceleration factors \( r_1 \) and \( r_2 \) are positive constants that control the relative impact of the personal (local) and common (global) knowledge on the movement of each particle with values ranging from 1.5 to 2.05. The terms \( \text{rand}_{1,2} \) are independent, uniformly distributed random variables in the range of 0 to 1, and \( \mathbf{p}_{i,t} \) is the best previous position of \( \mathbf{a}_{i,t} \) while \( \mathbf{g}_{i,t} \) is the best overall position achieved by a particle within the entire population.

The initial swarm is formed by using a uniform array with an intersensor spacing of \( \lambda/2 \) for each sensor and the complex weight coefficients of steering vectors where \( w_i = e^{-j2\pi x_i \sin \theta_i / \lambda} \). Besides the design of the array pattern with element positions and complex weight coefficients discussed in [4], an extensive study has been made on the performance of the PSO under different conditions in the following sections, where several configurations and weights constraints were considered. The performance of these designs will be compared with those reported in [7] in terms of the null level, the SLL, and the convergence speed. Without loss of generality, we set the parameters of (3) to

\[
0 \leq \beta_i \leq 2 \quad i = 1, 2, \ldots, N,
\]

\[
-\pi \leq \phi_i \leq \pi \quad i = 1, 2, \ldots, N,
\]

\[
0.25\lambda \leq d_i \leq 0.75\lambda \quad d_i = 0, \quad i = 2, 3, \ldots, N.
\]  

(6)

To have the same range of complex weights used in [4, 7], we set the amplitude between 0 and 2 and the phase between \( -\pi \) and \( \pi \) for every sensor. Here, we adopt the constraints of intersensor spacing between 0.25\( \lambda \) and 0.75\( \lambda \) which has a smaller search range than that of [5].

3. FPSO and Different Fitness

In [5], it was noted that the main limitation of PSO is its tendency to converge prematurely at local optima, and in [4], the iteration numbers to converge or the number of the fitness function evaluations was identified as an investigative topic.

In this paper, the solution includes amplitudes and phases constrained independently or with element positions simultaneously. A case study reveals that the choice of mutation probability and mutation step size has a strong influence on the convergence behavior of the swarm. For more mutation probability, there should be a large random velocity or large weighting coefficient for the velocity update before entering the global optimization range. To enhance the search of the precise solution that affects the index of pattern, a small value of velocity and the weighting coefficient are important for the absolute best value.

The concept of linearly decreasing inertia weight applied to Particle Swarm Optimization (LPSO) and the method of parameter strategy for PSO were proposed using the overshoot and the peak time of a transition in [15]. In [19], dynamic inertia weight PSO (DIW-PSO) was proposed where the inertia weight for every particle is dynamically updated based on the feedback taken from the fitness of the best previous position found by the particle.

For a large initial search space and fast convergence in local space with refined solution, we propose a nonlinear inertia weight decided by subtruplicate function with feedback taken from the fitness of the best previous position. The feedback function with the inertia weight can be expressed as

\[
\mu_t = \frac{\mu_{\text{max}} + \mu_{\text{min}}}{2} + \frac{\mu_{\text{max}} - \mu_{\text{min}}}{2} \sqrt{F_{\text{FB}} - F_{\text{OP}} - \kappa},
\]  

(7)

where \( \gamma \) is limited between \( \mu_{\text{max}} \) and \( \mu_{\text{min}} \), which are the initial and final values of the inertia weight and set to 0.7 and 0.4, respectively. The terms \( \gamma \) and \( \kappa \) are independent to control the slope and location of the feedback function. \( F_{\text{OP}} \) is the expected fitness value of optimal solution and is set to zero for this paper. \( F_{\text{FB}} \) is the feedback fitness value taken from the best previous position found by the particle.

For different optimization accuracy or kinds of array pattern synthesis and different steering angles, we can set \( \gamma \) and \( \kappa \) to appropriate values. \( F_{\text{OP}} \) will be a prior value through several experiments. In the next section, we describe the performance for different optimal conditions with these sets of parameters.

As the objective of optimization is to minimize the SLL and null control of the array pattern by adjusting the parameters of the array, subject to the given design specifications and constraints, the fitness function can be defined as

\[
\begin{align*}
\text{fit1} &= a \sum_{i=1}^{I} \left[ \frac{P(\theta_i)}{P(\theta_0)} - 10^{\frac{N_i}{50}} \right] + \frac{P_{av}(\theta)}{P(\theta_0)} \\
\end{align*}
\]  

(8)

which is the same as the fitness of [7], and where \( N_i \) is the ith normalized pattern null value prespecified in dB corresponding to the ith jammer, \( \theta_0 \) is the direction of ith jammer, \( \theta_i \) is the direction of signal, \( a \) is a weighting factor used to increase the value of the fitness function’s first term, and \( P_{av} \) is the pattern average value with \( N_P \) points at which the pattern values are calculated, and it could be computed as follows:

\[ P_{av}(\theta) = \frac{\sum_{i=1}^{N_P} |P(\theta)|}{N_P}. \]  

(9)
In [7], $a$ may have a large value of 100, and the first term of fitness has an important role in the optimal process. In practical examples, the value of $|P(\theta_1)|$ may not be the accurate null level of $N_f$, because the value of $|P(\theta_2)|$ may miss the maximum value of pattern. Thus, we divide the fitness function into three objectives as shown in (10). Further, for getting a truly minimum SLL, the estimate of SLL is set to an independent term shown in (11):

$$
\text{fit2} = b_1 \sum_{i=1}^{1} \left| \frac{P(\theta_i)}{\max P(\theta)} \right| - 10^{N_f/20} + b_2 \frac{P(\theta_0)}{\max P(\theta)} - 1 + b_3 \frac{P(\theta_0)}{\max P(\theta)}.
$$

$$
\text{fit3} = a_1 \sum_{i=1}^{1} \left| \frac{P(\theta_i)}{\max P(\theta)} \right| - 10^{N_f/20} + c_2 \frac{P(\theta_0)}{\max P(\theta)} - 1 + c_3 \left\{ \max_{\theta_1, \theta_1 \in [-90^\circ, 90^\circ]} \left| \frac{P(\theta_2)}{\max P(\theta)} \right| \right\}. 
$$

The values of $b_1$, $b_2$, $b_3$, $c_1$, $c_2$, and $c_3$ are the weights for imposing penalty, $\theta_{SL}$ is the spanned angles within the sidelobe band, and $[\theta_1, \theta_1]$ is the range of the mainlobe. For the fitness of (10) and (11), the objectives of the FPSO are

(i) minimizing the pattern SLL,

(ii) controlling the nulls to an accurate value,

(iii) maximizing the pattern value in the direction of the signal.

It is well known that array optimization should be organized along a specific trade-off rule between the sidelobe level and mainlobe width. To simplify this problem, only the above three objectives are considered in the optimization. The mainlobe width is fixed to be within a given range according to the design specifications in this work.

4. Numerical Examples and Results Analysis

To illustrate the effectiveness of the proposed method, we compare the performance of FPSO and different fitness with that of the GA [7]. To get a fair comparison, we use the same simulation setup of $N = 10$, three jammers in the directions of $\theta_1 = -45^\circ$, $0^\circ$, $10^\circ$ and one signal direction of $\theta_3 = 30^\circ$ in [7]. The range of the sidelobe band is $\theta_1 = 10^\circ$, $\theta_2 = 50^\circ$, and the sampled point is $N_F = 1800$ for $\theta$ which scans from $-90^\circ$ to $90^\circ$.

For the optimization of linear array, we search the best element positions and optimal complex weights to synthesize the pattern by FPSO in the following examples. The population size is set to 100 and the maximum number of allowable iterations is 200. The computational complexity is measured by the product of the number of fitness functions evaluated and the number of parameters optimized, which is a common way of estimating the computational complexity of evolutionary algorithms. In [7], uniform random initialization is used and the population size is selected to be ten times the number of the antenna array elements taking into consideration that two chromosomes will be used to represent each array element complex weight, one for the real part and the other for the imaginary part. In this method, the computational complexity is 100,000 with the maximum number of 500 generations.

Case 1 (linear array with optimum complex weights and equally spaced positions by Fit1). In this case, only complex weights are considered to optimize the pattern by fitness of (8) with $a = 100$ which is the same with that of [7]. Figure 2 shows two beam patterns by feedback function (8) with $\gamma = 0.8$, $\kappa = 2$ and $\gamma = 0.4$, $\kappa = 16$. Table 1 shows the optimized results that the null levels are $-80.12$ dB and $-80.14$ dB with the maximum pattern point of $31^\circ$. The null level has not obtained an accurate value for the effect of $|P(\theta_2)|$ losing the maximum pattern.

In the two examples, the average pattern values are equal to $0.21$ which is better than that of [7], and the SLL is $-79$ dB and $-81$ dB which is similar to that of [7]. Figure 3 shows the mean convergence of fitness values with iteration, which declined rapidly in the initial iteration and converged rapidly with a refined solution. The feedback function with $\gamma = 0.4$, $\kappa = 16$ has a faster speed of convergence than the feedback function with $\gamma = 0.8$, $\kappa = 2$. For the case of linear array with optimum complex weights and equally spaced positions, the computational complexity is $400,000$ because of optimizing the two parameters of the amplitude and the phase.

Case 2 (optimum complex weights and equally spaced positions by different fitness). In this case, two fitness functions are used for FPSO to find the optimum complex weights. For an accurate null level relative to case 1, the fitness function of
Table 1: Normalized pattern average value, normalised pattern null values, and SLL for different solutions.

<table>
<thead>
<tr>
<th>Method</th>
<th>( \theta_i = -45^\circ )</th>
<th>( \theta_i = 0^\circ )</th>
<th>( \theta_i = 10^\circ )</th>
<th>Pattern average value</th>
<th>SLL (dB)</th>
<th>Computational complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>[7]</td>
<td>-80.02</td>
<td>-80.02</td>
<td>-80.03</td>
<td>0.28</td>
<td>-8.0</td>
<td>1000,000</td>
</tr>
<tr>
<td>Figure 2 solid</td>
<td>-80.12</td>
<td>-80.12</td>
<td>-80.12</td>
<td>0.21</td>
<td>-7.9</td>
<td>400,000</td>
</tr>
<tr>
<td>Figure 2 dashed</td>
<td>-80.14</td>
<td>-80.14</td>
<td>-80.14</td>
<td>0.21</td>
<td>-8.1</td>
<td>400,000</td>
</tr>
<tr>
<td>Figure 4</td>
<td>-80.00</td>
<td>-80.00</td>
<td>-80.00</td>
<td>0.24</td>
<td>-9.1</td>
<td>400,000</td>
</tr>
<tr>
<td>Figure 5</td>
<td>-80.00</td>
<td>-80.00</td>
<td>-80.00</td>
<td>0.23</td>
<td>-9.5</td>
<td>400,000</td>
</tr>
<tr>
<td>Figure 6</td>
<td>-80.00</td>
<td>-80.00</td>
<td>-80.00</td>
<td>0.19</td>
<td>-14.0</td>
<td>600,000</td>
</tr>
</tbody>
</table>

Figure 3: The mean convergence of fitness values with iteration (averaged over 10 trials) by the feedback function of (8) with \( \gamma = 0.8 \), \( \kappa = 2 \).

Figure 4: Resultant beam pattern designed \((N = 10)\) by the feedback function of (10).

Figure 5: Resultant beam pattern designed \((N = 10)\) by the feedback function of (11).

(10) with \( b_1 = 100, b_2 = 1, b_3 = 1 \) is proposed to simulate the multiple objectives separately, and the result is shown in Figure 4. The null level can get \(-80.00 \text{ dB}\) with the average pattern value of 0.24. For (10), using FPSO, we can get a more accurate null level and 0.04 lower \( P_{av} \) than that of [7].

In [7], it was noted that the term \(|P_{av}/P_S|\) could be considered as the normalized pattern average and, hence, it could be used as a measure of the SLL. However, we propose the fitness function of (11) which is more likely to achieve the truly lower SLL. We set \( c_1 = 100, c_2 = 1, c_3 = 1 \) for the fitness function of (11) optimized by FPSO. Figure 5 shows the result of the null level equal to \(-80 \text{ dB}\), a \( P_{av} \) value of 0.23, and an SLL of \(-9.5 \text{ dB}\), which is 0.4 dB lower than that of the fitness function of (10).

Case 3 (optimum complex weights and unequally spaced positions). In this case, both element positions and complex weight coefficients are optimized for a minimum SLL and accurate null level at specific directions with a constrained main beam. The fitness function of (11) is used for FPSO, and the result is given in Figure 6. The null level has an accurate value of \(-80 \text{ dB}\) and a \( P_{av} \) value of 0.19. The obvious performance of this method is the SLL of \(-14.0 \text{ dB}\), which is 4.5 dB lower than that of only complex weights considered. For the case of optimum complex weights and unequally spaced positions, the computational complexity is 600,000.
5. Conclusion

The objective of the proposed method is to minimize the SLL and null control with a desired mainlobe by FPSO. Numerical examples show that the FPSO is able to achieve a lower average pattern value for the same fitness with [7]. FPSO has a rapid declined speed in the initial iteration and converges fast in local space to a refined solution with the appropriate parameters in the feedback function. The respectively optimized objectives in the fitness can obtain an accurate null level for its independence and the directly constrained SLL range has a better effect on the result of lower SLL. In this paper, the truly lower SLL and accurate null control have been realized by considering both element positions and complex weight coefficients.
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