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For modeling of electrically thin conductive shields, the unconditionally stable Associated Hermite (AH) FDTD scheme is combined with the impedance network boundary conditions (INBCs) in this paper. The two-port network equations of INBCs in frequency domain are transformed into AH domain to represent the relationship of tangential components of the electric and magnetic fields at faces of the shield. The established AH-INBCs shielding boundaries are incorporated into a set of implicit equations to calculate the expansion coefficients vectors of electromagnetic fields in the computational domain. The method is free of CFL condition and no convolution integral operation for solving the conventional INBCs-FDTD is involved. Numerical example shows that, compared with analytical solutions and conventional FDTD method, the proposed algorithm is efficient and accurate.

1. Introduction

The finite-difference time-domain method [1, 2] has been widely used for many transient electromagnetic (EM) problems. In modeling of the electrically thin conductive layers (TCLs) by FDTD method [3, 4], it is needed to use sufficiently fine spatial grid size to achieve good accuracy and very small time step is required to meet the well-known Courant-Friedrich-Levy (CFL) stability condition [2]. To solve this problem, many approaches such as spatial filtering [5], sub-gridding technologies [6, 7], and subcell methods [8–14] have been developed. One of efficient subcell methods is based on the impedance network boundary conditions (INBCs) [10] and developed in recent years [11–16]. This method allows the shield region to be eliminated from the FDTD computational domain and to be reduced to a sheet of INBCs shielding boundary to model the coupling EM field tangential components on the shield surfaces. The self- and mutual impedances are used to represent the relationship of field components on both sides of the thin layer in frequency domain analytically. The time-domain transient expressions can be obtained by using inverse Fourier transform and recursive convolution approaches [4, 9–13]. The recursive process can be achieved by establishing a parametric model of the transient impedances, such as using a series of rational functions with vector fitting method [17], or incorporated with delay extraction techniques [18, 19] to reduce the complexity of the rational model to approximate the frequency-dependent impedances. Under these cases, the FDTD methods need to be modified to handle frequency-dependent parameters and it is still required to meet the CFL stability condition.

In this paper, the unconditionally stable Associated Hermite (AH) FDTD proposed recently [20] is incorporated with INBC two-port network equations to analyze the shielding problems. The main idea for AH-FDTD method is to use AH orthogonal functions as temporal basis and testing functions to expand Maxwell’s equations. By using Galerkin’s principle, the time variable is eliminated from the calculation, and the time step is not limited by CFL stability condition. Incorporated with this unconditionally stable method, INBCs technologies are rendered much more efficient than previous method. Frequency-domain impedances can be directly transformed into AH transformation matrixes [21]. By using the unique isomorphism of the AH function with its Fourier transform [22, 23], the INBCs boundary equations...
are then realized by multiplying an AH transformation matrix. A set of implicit equations incorporated with the AH-INBCs equations is derived to calculate the electromagnetic field expanding coefficients. The time-domain waveform or frequency-dependent results such as shielding effectiveness can be reconstructed directly from these expanding coefficients.

This paper is organized as follows. In Section 2, the INBCs in AH domain (AH-INBCs) are derived by using the AH transformation matrix and the unconditionally stable scheme based on the AH-INBCs (AH-INBCs-FDTD) is implemented in two-dimensional (2D) code. In Section 3, we adopted the same case as in [9] with the field penetration into thin multilayered conductive shells to calculate the shielding effectiveness and a comparison of our numerical results with the conventional FDTD method and the analytical solution is carried out. Finally, some conclusions are given in Section 4.

2. Formulation of INBC in AH Domain

2.1. AH Transformation Matrix for Frequency-Dependent Function. Given an input signal $x(t)$ and output signal $y(t) = h(t) \otimes x(t)$, the time-domain convolution integral $\otimes$ can be represented by an Q-dimensional AH transformation matrix $T = [T_{ij}]_{N \times Q}$ [21], where $T_{ij} = (\phi_i(\bar{t}) \delta h(t), \phi_j(\bar{t}))$ and $\phi_j(\bar{t})$ is the $j$th Associated Hermite (AH) functions [18]. $\bar{t} = (t - t_f)/\lambda$ is transformed time variables, where $t_f$ is a time-translating parameter and $\lambda$ is a time-scaling parameter. And then we can obtain the relationship between $x$ and $y$ in AH domain as follows:

$$[y] = T[x],$$

where the $Q$-tuple representation $[x] = [x_0 \cdots x_{Q-1}]^T$ and $[y] = [y_0 \cdots y_{Q-1}]^T$, which both consisted of AH expanding coefficients. One can also calculate $T$ from the frequency-domain data by using isomorphism property of AH function [21]. For a proper approximation with Q AH expansion coefficients, the parameters selection can be selected according to [20, 24]:

$$Q \approx \frac{1.7 \left( \sqrt{t_Q w_Q} - 1.8 \right)^2}{\pi},$$

$$\lambda \approx \frac{t_Q}{2 \left( \sqrt{\pi Q/1.7 + 1.8} \right)},$$

where $t_Q$ and $w_Q$ are the time and frequency support of the AH basis $[\phi_0 \cdots \phi_{Q-1}]$, respectively. One should note that the bigger $Q$ could achieve more accuracy as well as more memory storage. Therefore, (2) means the minimum number of AH functions for a given time and frequency support.

Here, we give an example to illustrate the effectiveness of the AH transformation matrix for reconstructing the output response from an input signal as shown in Figure 1. Given the time and frequency support $t_Q = 4$ s and $w_Q = 12$ Hz, the parameters for AH basis can be obtained as $\lambda = 0.16$ and $Q = 60$ from formulations (2)-(3), and time-translating parameter $t_f$ is set as $0.5t_Q$ to guarantee the causal responses. Figure 1(a) shows an input signal, which is a Gaussian-differential pulse. Figure 1(b) is the AH functions with the parameters selected above. The $Q$-tuple representation $[x]$ can be calculated based on these functions. If the frequency-dependent system function is $H(\omega) = (j\omega + 205)/(j\omega + 5)^2$, then its AH transformation matrix $T$ can be calculated. Figure 1(c) shows the absolute value for $T$. Finally, the output $y(t)$ can be reconstructed from Q-tuple representation $[y]$, which can be calculated from (1). The reconstructed waveform fits well with the result from FFT method as shown in Figure 1(d).

2.2. INBCs in AH Domain. We now consider a simple TLM region $\Omega_0$, of thickness $d$, relative permittivity $\varepsilon_r$, relative permeability $\mu_r$, and conductivity $\sigma_r$ as shown in Figure 2. It is illuminated by a TEz plane wave in the air region $\Omega_0$ from surface $\Gamma_1$ to $\Gamma_s$. It is assumed that (1) the thin layer is modeled as a homogeneous medium, characterized by a constant effective conductivity, permittivity, and permeability and (2) the propagation constants within the thin layer are much greater than the respective quantity in the surrounding materials [9]. Then, the frequency-domain tangential electric fields $E_{yl}$ and $E_{yr}$ and magnetic fields $H_{zl}$ and $H_{zr}$ satisfy the INBC two-port network equations [12] described as follows:

$$E_{yl}(\omega) = Z_l(\omega)H_{zl}(\omega) - Z_l(\omega)H_{zr}(\omega),$$
$$E_{yr}(\omega) = -Z_r(\omega)H_{zl}(\omega) + Z_r(\omega)H_{zr}(\omega),$$

where $Z_l$ and $Z_r$ are the self-impedances of faces $\Gamma_1$ and $\Gamma_s$, respectively, and $Z_l$ is the mutual impedance between faces $\Gamma_1$ and $\Gamma_s$. For a homogeneous layer, the impedances are given by $Z_l(\omega) = Z_{l1}(\omega) = \eta / \cosh(yd)$ and $Z_s(\omega) = \eta / \sinh(yd)$, where $\eta = \sqrt{\mu_r(\varepsilon_r + \sigma_r/j\omega)}$ and $\gamma = j\omega \sqrt{\mu_r(\varepsilon_r + \sigma_r/j\omega)}$ are the intrinsic impedance and the propagation constant inside the layer, respectively. For the case of multilayer, the impedance representations can also be calculated by transmission matrix of the multilayered slab [9].

According to the previous analysis of AH transformation matrix in Section 2.1, (4) of the two-port network in frequency domain can be transformed into the Q-tuple representations as

$$[E_{yl}] = T_{zl} [H_{zl}] - T_{zl} [H_{zr}],$$
$$[E_{yr}] = -T_{zr} [H_{zl}] + T_{zr} [H_{zr}],$$

where $[E_{yl}]$, $[E_{yr}]$, $[H_{zl}]$, and $[H_{zr}]$ are the Q-tuple electric and magnetic field tangential components. $T_{zl}$, $T_{zr}$, and $T_{zr}$ are the Q-dimension AH transform matrixes to the frequency-dependent self- and mutual transfer impedances $Z_l, Z_s$, and $Z_r$, respectively.

2.3. The INBCs Implementation for AH-FDTD. In the region $\Omega_0$, the 2D time-domain Maxwell’s equations for TEz case can
be expanded by AH basis \( \{ \phi_0, \ldots, \phi_{Q-1}\} \) and converted into the Q-tuple expansion coefficients representation [20] as

\[
[\alpha] [E_x]_{i,j} = C_{y}^{R} [\beta] ([H_z]_{i,j} - [H_z]_{i,j-1})
- \frac{\lambda [\beta] [I_x]_{i,j}}{\epsilon_0} + [E_y^0]_{i,j},
\]
\[
[\alpha] [E_y]_{i,j} = -C_{x}^{R} [\beta] ([H_z]_{i,j} - [H_z]_{i,j-1})
- \frac{\lambda [\beta] [I_y]_{i,j}}{\epsilon_0} + [E_y^0]_{i,j},
\]
\[
[\alpha] [H_z]_{i,j} = C_{y}^{H} [\beta] ([E_x]_{i,j+1} - [E_x]_{i,j}) - C_{x}^{H} [\beta]
\cdot ([E_y]_{i,j+1} - [E_y]_{i,j}) + [H_z^0]_{i,j},
\]

where

\[
[\alpha] = \begin{bmatrix}
\frac{1}{\sqrt{2}} & 1 & 0 & \cdots & 0 \\
-\sqrt{(Q-2)/(Q-1)} & \frac{1}{\sqrt{Q-1}} & 0 & \cdots & 0 \\
\sqrt{2} & \sqrt{1} & 0 & \cdots & 0 \\
\end{bmatrix},
\]
\[
[\beta] = \begin{bmatrix}
\phi_0(t_0) \\
\phi_1(t_0) \\
\vdots \\
\phi_{Q-1}(t_0)
\end{bmatrix},
\]
Figure 2: Configuration of a TCI illuminated by a TEz plane wave.

\[
\begin{align*}
\mathcal{C}^{E}_{x_{l,j}} &= \frac{\lambda}{\varepsilon_0 \Delta x_i}, \\
\mathcal{C}^{E}_{y_{l,j}} &= \frac{\lambda}{\varepsilon_0 \Delta y_j}, \\
\mathcal{C}^{H}_{x_{l,j}} &= \frac{\lambda}{\mu_0 \Delta x_i}, \\
\mathcal{C}^{H}_{y_{l,j}} &= \frac{\lambda}{\mu_0 \Delta y_j}, \\
[E_{\xi}]_{i,j} &= [0 \cdots 0 E_{\xi}(i, j, t_0)]^T, \\
[H_{\eta}]_{i,j} &= [0 \cdots 0 H_{\eta}(i, j, t_0)]^T.
\end{align*}
\]

(9)

\[ [E_{\xi}]_{i,j}, \] and \( [H_{\eta}]_{i,j} \) are Q-tuple components for electric and magnetic fields. \( E_{\xi}(i, j, t_0) \) and \( H_{\eta}(i, j, t_0) \) are initial conditions. One can find the more detailed derivation in Appendix.

To eliminate the electric field, we apply (6)–(7) to (8):

\[
\begin{align*}
b_t [H_{\eta}]_{i-1,j} + b_r [H_{\eta}]_{i+1,j} + a [H_{\eta}]_{i,j} + b_u [H_{\eta}]_{i,j+1} \\
+ b_d [H_{\eta}]_{i,j-1} &= [J]_{l,j},
\end{align*}
\]

(10)

where

\[
\begin{align*}
b_t &= \mathcal{C}^{E}_{x_{l,j}} \mathcal{C}^{H}_{x_{l,j}} [\beta] [\alpha]^{-1} [\beta], \\
b_r &= \mathcal{C}^{E}_{x_{l+1,j}} \mathcal{C}^{H}_{x_{l,j}} [\beta] [\alpha]^{-1} [\beta], \\
b_u &= \mathcal{C}^{E}_{y_{l,j+1}} \mathcal{C}^{H}_{y_{l,j}} [\beta] [\alpha]^{-1} [\beta], \\
b_d &= \mathcal{C}^{E}_{y_{l,j-1}} \mathcal{C}^{H}_{y_{l,j}} [\beta] [\alpha]^{-1} [\beta], \\
a &= -(b_u + b_d + b_t + b_r + [\alpha]),
\end{align*}
\]

Equation (10) is related to a five-diagonal banded coefficient matrix for the AH-FDTD formulations in region \( \Omega_s \). Its solving method using the lower-upper (LU) decomposition has been discussed in [20]. Here, we continue to develop the AH-FDTD method in INBCs boundary condition.

The shield region \( \Omega_s \) in the \( y-z \) plane is eliminated from the computational domain and replaced by the AH-INBCs method to INBCs boundary conditions. The magnetic field on the shield surfaces, \( [H_{\eta}]_{r-,j} \) and \( [H_{\eta}]_{r+,j} \), is approximated as \( [H_{\eta}]_{r-,j} \approx [H_{\eta}]_{r-,j-1} \) and \( [H_{\eta}]_{r+,j} \approx [H_{\eta}]_{r+,j+1} \) in the \( y \) components of the electric field, \( [E_{\xi}]_{r-,j} \) and \( [E_{\xi}]_{r+,j} \), can be rewritten from the coupling equations (5) as

\[
\begin{align*}
[E_{\xi}]_{r-,j} &= T_{zl} [H_{\eta}]_{r-,j} - T_{zt} [H_{\eta}]_{r+,j}, \\
[E_{\xi}]_{r+,j} &= -T_{zt} [H_{\eta}]_{r+,j} + T_{zl} [H_{\eta}]_{r-,j}.
\end{align*}
\]

(12)

(13)

Applying (12) into (7) and combining (6)–(8) at point \( i = I - 1 \) for the magnetic field \( [H_{\eta}]_{I-1,j} \), we can also eliminate the electric field and obtain a modified equation for (10). Most coefficients in (10) remain the same as before except \( b_t \) and \( a \), which are slightly changed as follows:

\[
\begin{align*}
b_t &= \mathcal{C}^{E}_{x_{l-1,j}} [\beta] T_{zl}, \\
\mathcal{C}^{H}_{x_{l,j}} [\beta] T_{zl} + [\alpha]),
\end{align*}
\]

(14)
Similarly, at point \( (i = I) \) for \([H_z]_{I,j}\), we can obtain the modified coefficients as follows:

\[
\begin{align*}
    b_I &= \overline{C}_{x}^{[H]}_{I,j} \left[ \beta \right] T_{\text{xx}} \\
    a &= -\left( \sum_{\text{CFL}} b_k + b_l + b_j + \overline{C}_{x}^{[H]}_{I,j} \left[ \beta \right] T_{\text{xx}} \right) + \left[ \alpha \right] \right),
\end{align*}
\]

By solving the modified (10), the whole unknown magnetic fields coefficients can be obtained, and by substituting the magnetic field into (6) and (7), the electric field coefficients can also be obtained. Then, the time-domain fields could be reconstructed from these coefficients. Mur’s first-order ABC in AH domain [20] can also be applied here to truncate the computation domain.

Furthermore, by using the unique property of isomorphism of the AH function in [21], the shielding effectiveness

\[
\text{SE} = 20 \log \left( \frac{|E_{\text{inc}}(f)|}{|E_{\text{trans}}(f)|} \right)
\]

(16)
can be reconstructed from these expansion coefficients directly. For example, \( E_{\text{trans}}(f) \) in \( \text{SE} \) can be reconstructed as

\[
E_{\text{trans}}(f) = \sum_{q=0}^{Q-1} (-j)^q E_{\text{trans}}^{q} \phi_{q} (2\pi f),
\]

(17)
where \( E_{\text{trans}}^{q} \) is the AH expansion coefficients.

### 3. Numerical Results

To verify the validity of the proposed method, the numerical examples in [9] for calculating the shielding effectiveness of multilayered composite panels are adopted. The four kinds of configurations A, B, C, and D are listed in Table 1.

In this example, a broad spectrum ranged from 100 Hz to 1 GHz for analyzing the shielding effectiveness is investigated. For the proposed AH-INBCs-FDTD, the space interval is chosen as \( \Delta x = e/(30 f_{\text{max}}) = 0.01 \text{ m} \), and the total number size of computational cells is 120. The time step, only used to accurately evaluate \( Q \)-tuple vector quantities \([f_j]_{I,j}\), is not involved in the AH-domain calculation. To compare with the conventional FDTD method, we can also set it as the following representation: \( \Delta t = \text{CFLN}(\Delta x/c) \), where CFLN is the CFL number. The first-order dispersive boundary condition [20, 25] is adopted as absorbing boundary conditions for the truncation of computation domain.

A Gaussian pulse plane wave described by

\[
E_l(t) = E_0 \exp \left( -\frac{(t-t_0)^2}{\tau^2} \right) \text{ V/m}
\]

(18)
with \( \tau = 15 \Delta x/c \) and \( t_0 = 6 \tau \) is chosen as field excitations illuminating the panels. The total time and frequency support are set as 18 ns and 4.8 GHz. According to (2)-(3), the AH basis parameters are selected as \( \lambda = 5.42 \times 10^{-10} \), \( Q = 118 \), and \( t_f = 9 \text{ ns} \). And CFLN is selected as 1 for this example.

Then, the self- and mutual transfer impedances \( Z_r, Z_t, \) calculated by using the four configurations in Table 1 are projected into AH transformation matrixes \( T_{r.I}, T_{s.r}, \) and \( T_{s.s}, \) respectively. For case A, \( T_{s.r} \) is calculated the same as \( T_{s.s} \) and its absolute values of the matrix with \( T_{s.r} \) are plotted in Figure 4, respectively.

The shielding effectiveness is calculated by the proposed AH-INBCs-FDTD method and the analytical solution [26], respectively, for comparison. For the proposed method, the shielding effectiveness is calculated using (16)-(17) by specifying a series of sampling frequencies. The comparison results are shown in Figure 5. It demonstrates a good agreement between the two results.

To further validate the accuracy and efficiency for this unconditionally stable method, it is compared with the conventional FDTD by discretizing the panel with fine grids. Taking configuration A, for example, a single-layer panel with the thickness of \( d_1 = 1 \text{ mm} \) is analyzed with different cell sizes. For the conventional FDTD, CFLN for three cases remain the same as \( \text{CFLN} = 1 \), while, for the proposed method, \( \Delta t \) for four cases remain the same as \( 10 d_1/c \), and the equivalent CFLN are 1, 10, 50, and 500, respectively.

The percentage errors of shielding effectiveness compared with analytical result are calculated as shown in Figure 6. The percentage error is defined as

\[
R = \frac{100 \left| \text{SE}_\text{AH}(f) - \text{SE}_\text{Analytical}(f) \right|}{\text{SE}_\text{Analytical}(f)}.
\]

(19)
Figure 4: The absolute value of the transformation matrix for (a) $T_{zl}$ and (b) $T_{zt}$.

Figure 5: Comparison of shielding effectiveness of the panels in Table I by using the proposed method, A ($\square$), B ($\triangle$), C ($\bigcirc$), and D ($\blacklozenge$) and the analytical method (—) [23].

Figure 6 shows that the percentage errors decrease with the increment of the number of the discretized cells for the conventional FDTD, while for the proposed method the results almost keep the same, with errors all below 0.001%. Figure 7 shows an influence of different order Q on the accuracy for the proposed method. It shows that the accuracy is improved with the increasing of Q when keeping $\Delta x = d_1$, while the improvement is decreasing when Q is bigger than 18. The maximum total simulation CPU time for conventional FDTD is 52.1 s for the case of $\Delta x = 0.02d_1$, while for the proposed method it is reduced to 2.6 s.

4. Conclusion

An AH transformation matrix formulation for INBCs is presented for application in AH-FDTD. Compared to the conventional INBCs-FDTD method, this new approach does not need convolution or vector fitting to model the frequency-dependent INBCs in time domain. Alternatively, it uses the AH transformation matrix to represent the frequency-dependent INBCs and frequency-domain results can be
directly reconstructed using the unique time-frequency isomorphism feature of AH basis. The proposed method has advantages over conventional FDTD in saving CPU time and avoiding the CFL constraints. The numerical accuracy can also be guaranteed for the relative larger CFLN. Although the proposed formulation is presented in 2D case, it can be combined with 3D AH-FDTD formulation to deal with three-dimensional problems in future.

**Appendix**

Here, we give a brief derivation for (6)–(8). With simple and lossy media, the 2D time-domain Maxwell's equations for TEz case are

\[
\begin{align*}
\varepsilon_0 \frac{\partial}{\partial t} E_x (r,t) &= \frac{\partial}{\partial y} H_z (r,t) - J_x (r,t), \\
\varepsilon_0 \frac{\partial}{\partial t} E_y (r,t) &= - \frac{\partial}{\partial x} H_z (r,t) - J_y (r,t), \\
\mu_0 \frac{\partial}{\partial t} H_z (r,t) &= \frac{\partial}{\partial y} E_x (r,t) - \frac{\partial}{\partial x} E_y (r,t).
\end{align*}
\]

Similar to the derivation of method from [20], we can use AH functions to perform a temporal Galerkin testing procedure, and then we have

\[
\begin{align*}
\frac{1}{\lambda} \left( E_{x}^{q+1} (r) \sqrt{\frac{q+1}{2}} - E_{x}^{q-1} (r) \sqrt{\frac{q}{2}} \right) \\
&= - \frac{1}{\varepsilon (r)} \frac{\partial}{\partial y} H_z^q (r) - \frac{j^q (r)}{\varepsilon (r)}, \\
\frac{1}{\lambda} \left( H_z^{q+1} (r) \sqrt{\frac{q+1}{2}} - H_z^{q-1} (r) \sqrt{\frac{q}{2}} \right) \\
&= - \frac{1}{\mu (r)} \frac{\partial}{\partial y} E^q_x (r) - \frac{1}{\mu (r)} \frac{\partial}{\partial x} E^q_y (r).
\end{align*}
\]

Then, apply spatial discretization to (A.2):

\[
\begin{align*}
E_{x}^{q+1}_{i,j} &= \sqrt{\frac{q}{q+1}} E_{x}^{q-1}_{i,j} \\
&= \sqrt{\frac{2}{q+1}} \frac{\lambda}{\varepsilon_{i,j} \Delta y} \left( H_z^{q}_{i,j} - H_z^{q}_{i,j-1} \right) \\
- \frac{2}{q+1} \frac{\lambda}{\varepsilon_{i,j}} J_{y}^{q}_{i,j}, \\
E_{y}^{q+1}_{i,j} &= \sqrt{\frac{q}{q+1}} E_{y}^{q-1}_{i,j} \\
&= - \sqrt{\frac{2}{q+1}} \frac{\lambda}{\mu_{i,j} \Delta x} \left( E_{x}^{q}_{i+1,j} - E_{x}^{q}_{i,j} \right) \\
- \frac{2}{q+1} \frac{\lambda}{\mu_{i,j}} J_{x}^{q}_{i,j},
\end{align*}
\]

Initial conditions of electromagnetic fields are introduced. For instance, the initial condition of magnetic field can be represented as

\[
H_z (i,j,t_0) = \sum_{q=0}^{Q-1} H^{q}_{i,j} \phi_q (t_0).
\]
Then, a set of implicit equations with Q-tuple vector variables including initial conditions can be assembled from (A.3) and (A.4) as

\[
\begin{align*}
\alpha [E_x]_{i,j} &= \frac{\mathcal{C}^i_{yli,j}}{\varepsilon_0} [\beta] \left( [H_x]_{i,j} - [H_x]_{i,j-1} \right) - \frac{\alpha [\beta] [J_{xli,j}]}{\varepsilon_0} + \left[ \frac{E^z_{x} \mathcal{L}^{\alpha}}{\varepsilon_0} \right]_{i,j}, \\
\alpha [E_y]_{i,j} &= -\mathcal{C}^i_{xli,j} [\beta] \left( [H_x]_{i,j} - [H_x]_{i-1,j} \right) - \frac{\alpha [\beta] [J_{yli,j}]}{\varepsilon_0} + \left[ \frac{E^z_{y} \mathcal{L}^{\alpha}}{\varepsilon_0} \right]_{i,j}, \\
\alpha [H_z]_{i,j} &= \mathcal{C}^i_{yli,j} [\beta] \left( [E_x]_{i,j+1} - [E_x]_{i,j} \right) - \mathcal{C}^i_{xli,j} [\beta] \left( [E_y]_{i-1,j} - [E_y]_{i,j} \right) + \left[ H^z_{x} \mathcal{L}^{\alpha} \right]_{i,j},
\end{align*}
\]

Finally, one can find that (A.5)–(A.7) are the formulations (6)–(8), respectively.
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