Localization of Near-Field Sources Based on Sparse Signal Reconstruction with Regularization Parameter Selection
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Abstract

Source localization using sensor array in the near-field is a two-dimensional nonlinear parameter estimation problem which requires jointly estimating the two parameters: direction-of-arrival and range. In this paper, a new source localization method based on sparse signal reconstruction is proposed in the near-field. We first utilize $\ell_1$-regularized weighted least-squares to find the bearings of sources. Here, the weight is designed by making use of the probability distribution of spatial correlations among symmetric sensors of the array. Meanwhile, a theoretical guidance for choosing a proper regularization parameter is also presented. Then one well-known $\ell_1$-norm optimization solver is employed to estimate the ranges. The proposed method has a lower variance and higher resolution compared with other methods. Simulation results are given to demonstrate the superior performance of the proposed method.

1. Introduction

Source localization using sensor array is one of the most important topics in array signal processing society. A great number of source localization methods were proposed in the past few decades. However, most of these methods focused on source localization in far-field case, in which the signal can be regarded as planar wave and only direction-of-arrival (DOA) estimation is required. When the range between the sources and the array is not sufficiently large compared with the aperture of the array (i.e., in the near-field case), the wavefront of the signal at the array is characterized by both azimuth and range. Thus, the performance of the DOA estimation methods for far-field case degrades significantly in the near-field.

In recent years, a majority of methods have been proposed to deal with the source localization problem in the near-field, such as maximum likelihood methods [1], the two-dimensional MUSIC methods [2], high-order-cumulants-based methods [3–7], and the linear prediction methods [8, 9]. However, most of these methods either require additional parameters pairing [8, 9] or involve large computational cost due to multidimensional search [1, 2] or the computation of cumulants [3–7]. Furthermore, in order to take advantages of the symmetric property of the array, some other methods suffer from heavy aperture loss (i.e., at most $M$ sources can be detected when the number of sensors is $2M - 1$ [10, 11]). Recently, Malioutov et al. [12] proposed a DOA estimation method in far-field named L1-SVD, showing some advantages including high resolution and improved robustness to noise, to a limited number of snapshots and to correlation of sources. After that, several methods based on sparse signal reconstruction (SSR) were proposed to locate the near-field sources. Wang et al. [13] proposed a mixed source localization method based on sparse representation of cumulants, achieving a higher estimation accuracy. However, the method suffers from a heavy computational load for computation of cumulants. By representing the source range and DOA information as sensor-dependent phase progression, a Bayesian-compressed-sensing-based source localization method was proposed for uniform and sparse linear arrays [14]. However, it also suffers from large computational cost because of iterations. By jointly using MUSIC and sparse signal reconstruction, Tian and Sun [15] also proposed a source localization method.
method for mixed sources. By making use of the spatial correlations of symmetric sensors output, an SSR-based source localization method was proposed by Hu et al. [16,17], showing superior performance. However, by employing \(l_1\)-regularized least-squares optimization to find the sparse solution, the regularization parameter was selected manually by cross validation, which causes the method to be unable to use in practice. Moreover, it is prone to be selected improperly.

In this paper, a novel SSR-based source localization method is proposed in the near-field. Firstly, just like the method in [16], by exploiting the spatial correlations of symmetric sensors output, the azimuth and range are decoupled so that a two-dimensional parameter estimation problem in the near-field is converted into a DOA estimation one in the far-field. Secondly, the theory of \(l_1\)-regularized weighted least-squares optimization is employed on the virtual far-field array to acquire DOA estimation. Meanwhile, similar to [18], an approach is presented to choose regularization parameter. At last, \(l_1\)-SVD is utilized to estimate the ranges of the sources.

The paper is organized as follows. Section 2 describes the data model of source localization. An existing SSR-based method for source localization in the near-field is reviewed in Section 3. The proposed method for DOA and range estimation is presented in Sections 4 and 5, respectively. Simulation results are shown in Section 6. Section 7 concludes this paper.

2. Data Model

Consider this case in which \(K\) near-field narrowband sources impinge onto a uniform linear array with \(M = 2q+1\) elements, as depicted in Figure 1. The received signal of \(i\)th sensor can be expressed as

\[
x_i(t) = \sum_{k=1}^{K} s_k(t) e^{i(2\pi/k)(r_{ik}-r_k)} + v_i(t),
\]

\[
i = -q, -q+1, \ldots, q, \quad t = 1, 2, \ldots, T,
\]

where \(s_k(t)\) represents the \(k\)th source signal, \(v_i(t)\) denotes the additive noise received by the \(i\)th sensor, \(r_{ik}\) stands for the range between the \(k\)th source and the \(i\)th sensor, \(r_k\) refers to the range between the \(k\)th source and the reference sensor of the array, \(\lambda\) is the wavelength of the narrowband signals, and \(T\) denotes the number of snapshots. It can be easily derived from Figure 1 that

\[
r_{ik} = \sqrt{r_{ik}^2 + d^2 - 2id\sin\theta_k},
\]

where \(\theta_k\) denotes the DOA of the \(k\)th source.

Let \(x(t) = [x_{-q}(t), x_{-q+1}(t), \ldots, x_q(t)]^T\), \(s(t) = [s_1(t), s_2(t), \ldots, s_K(t)]^T\), and \(v(t) = [v_{-q}(t), v_{-q+1}(t), \ldots, v_q(t)]^T\) denote the received signal vector, the source signal vector, and the noise vector, respectively. By stacking all \([x_i(t), i = -q, -q+1, \ldots, q]\) into a vector, we arrive at

\[
x(t) = Bs(t) + v(t), \quad t = 1, 2, \ldots, T,
\]

where \(B = [b(\theta_1, r_1), b(\theta_2, r_2), \ldots, b(\theta_K, r_K)]\) denotes the array manifold and \(b(\theta_k, r_k) = [e^{i(2\pi/\lambda)(r_{-q}-r_k)}, e^{i(2\pi/\lambda)(r_{-q+1}-r_k)}, \ldots, e^{i(2\pi/\lambda)(r_{q+1}-r_k)}]\) stands for the steering vector.

By making use of the Fresnel approximation [16], \(r_{ik} - r_k\) can be written as

\[
r_{ik} - r_k \approx -id\sin\theta_k + \frac{\hat{r}_k^2 d^2}{2r_k} \cos\theta_k.
\]

If we define \(\omega_k = -(2\pi/\lambda)d\sin\theta_k\) and \(\varphi_k = (\pi d^2/\lambda r_k)\cos^2\theta_k\), the steering vector can be approximated as

\[
b(\theta_k, r_k) = a(\omega_k, \varphi_k) = e^{[-q]\omega_k} e^{[-q+1]\omega_k} \ldots e^{[q]\omega_k} e^{i[q^2\varphi_k]}
\]

which indicates

\[
B \approx A,
\]

where \(A = [a(\omega_1, \varphi_1), a(\omega_2, \varphi_2), \ldots, a(\omega_K, \varphi_K)]\) denotes the approximated array manifold. Substituting (6) into (3), we arrive at

\[
x(t) = As(t) + v(t), \quad t = 1, 2, \ldots, T.
\]

Given the knowledge of the observed signals \([x(t), t = 1, 2, \ldots, T]\), the goal is to find the ranges \(r = [r_1, r_2, \ldots, r_K]^T\) and the DOAs \(\theta = [\theta_1, \theta_2, \ldots, \theta_K]^T\).

For convenience we make the following assumptions:

(A1) The source signals are uncorrelated to each other and independent of the noise.

(A2) The noises are spatially uncorrelated Gaussian white noise.

(A3) The intersensor spacing of the array \(d\) satisfies \(d \leq \lambda/4\).

3. The DOA Estimation Method in [16]

Under the above assumptions, the spatial correlation between the \(m\)th and the \(n\)th sensor output can be expressed as

\[
r_s(m, n) = E\left[x_m(t)x_n^*(t)\right] = \sum_{k=1}^{K} \sigma_{sk}^2 e^{i(m-n)\omega_k + i(m^2-n^2)\varphi_k} + \delta(m-n)\sigma_v^2,
\]

where \(\delta(m-n)\sigma_v^2\) is the additive noise received by the \(m\)th and \(n\)th sensor.
where $\sigma^2_{r_k}$ stands for the power of the $k$th source signal, $\sigma^2$ represents the noise power, and $\delta(\cdot)$ denotes the Dirac function. Note that when $n = m$, the spatial correlation is uncorrelated with the parameter $\varphi_k$. Thus, we have

$$r_x(m, -m) = \sum_{k=1}^{K} \sigma^2_{r_k} e^{j2m\omega_k} + \delta(2m)\sigma^2_v,$$

(9)

$m = -q, \ldots, q$.

Stacking all $r_x(m, -m)$ from $-q$ to $q$, we obtain

$$r_x = \tilde{\mathbf{A}}(\omega) \mathbf{r} + \sigma^2_v \mathbf{e},$$

(10)

where $\mathbf{r} = [r_x(-q, q), r_x(-q + 1, q - 1), \ldots, r_x(q, -q)]^T$, $\mathbf{e} = [\mathbf{0}_q^T, 1, \mathbf{0}_q^T]^T$, and $\tilde{\mathbf{A}}(\omega) = [\tilde{a}(\omega_1), \tilde{a}(\omega_2), \ldots, \tilde{a}(\omega_N_s)]^T$. Comparing (10) with (7), $\mathbf{r}_x$ behaves like the received signal of a far-field array with array manifold $\tilde{\mathbf{A}}(\omega)$ and source signal $\mathbf{r}_s$ corrupted by the noise $\sigma^2_v \mathbf{e}$. Note that the two-dimensional (DOA and range) estimation problem has been transformed into a one-dimensional (DOA) estimation one.

Then, the one-dimensional estimation problem can be cast into a sparse signal recovery problem as follows. Define a set $\mathcal{G} = \{\tilde{\varphi}_1, \tilde{\varphi}_2, \ldots, \tilde{\varphi}_N_s\}$ as the sampling grid corresponding to the DOAs of the potential sources. The number of the potential sources $N_s$ should be much greater than the number of the real sources $K$ and the number of sensors $M$. The overcomplete basis $\tilde{\mathbf{A}}(\omega)$ can be constructed as

$$\tilde{\mathbf{A}}(\omega) = \begin{bmatrix} \tilde{a}(\tilde{\varphi}_1), \tilde{a}(\tilde{\varphi}_2), \ldots, \tilde{a}(\tilde{\varphi}_N_s) \end{bmatrix},$$

(11)

where $\tilde{\varphi}_i = -(2\pi/\lambda) d \sin \tilde{\varphi}_i$. The sparse signal is represented by a vector $\mathbf{p} \in \mathbb{C}^{N_s \times 1}$, whose $k$th element should be a nonzero weight $p_k = \sigma^2_{r_k}$ if the $k$th source comes from the direction $\tilde{\varphi}_k$ for some $k$ and zero otherwise; that is, the sparse vector $\mathbf{p}$ acts as the spatial spectrum. Thus, the sparse signal recovery model is formulated as

$$\mathbf{r}_x = \tilde{\mathbf{A}}(\omega) \mathbf{p} + \sigma^2_v \mathbf{e}.$$  

(12)

A usual way to solve the sparse signal $\mathbf{p}$ is using the well-known $\ell_1$-regularized least-squares minimization method, which is given by [16]

$$\hat{\mathbf{p}} = \arg \min_\mathbf{p} \| \mathbf{r}_x - \tilde{\mathbf{A}}(\omega) \mathbf{p} - \sigma^2_v \mathbf{e} \|_2^2 + \beta \| \mathbf{p} \|_1,$$

(13)

where $\beta$ denotes the regularization parameter, which balances the data-fitting error and the sparsity of $\mathbf{p}$. It is important to select the parameter $\beta$ properly since it has a great impact on the spatial spectrum. If the parameter $\beta$ is too small, some of the peaks in the spatial spectrum will disappear. On the contrary, spurious peaks arise when the parameter $\beta$ is too large. In [16], the parameter is selected manually by cross validation, which not only causes inconvenience and improper selection but also results in unavailability in practice.

### 4. The Proposed DOA Estimation Method

Under the assumptions (A1) and (A2) in Section 2, the covariance matrix of the received signals can be expressed as

$$\mathbf{R} = \mathbf{A} \Sigma \mathbf{A}^H + \sigma^2_v \mathbf{I},$$

(14)

where $\Sigma$ is the diagonal matrix. In practice, the real covariance matrix is unavailable; however, it can be consistently estimated by

$$\hat{\mathbf{R}} = \frac{1}{T} \sum_{t=1}^{T} \mathbf{x}(t) \mathbf{x}^H(t).$$

(15)

The estimate error is

$$\Delta \mathbf{R} = \hat{\mathbf{R}} - \mathbf{R}.$$  

(16)

Without consideration of the error caused by Fresnel approximation, the vector form of $\Delta \mathbf{R}$ satisfies [19]

$$\Delta \mathbf{r}_x \sim \text{AsN}(0, \frac{1}{T} \mathbf{R} \otimes \mathbf{R}),$$

(17)

where vec$(\cdot)$ refers to the vectorization operation, AsN$(\mu, \sigma^2)$ represents asymptotic normal distribution with mean $\mu$ and variance $\sigma^2$, and the symbol $\otimes$ denotes Kronecker product.

Define $\mathbf{r}_x \sim \text{vec(\mathbf{R})}$. It can be verified that the two vectors $\mathbf{r}_x$ and $\mathbf{r}_s$ satisfy

$$\mathbf{r}_x(M + 1 - i) = \mathbf{r}_s(i(M - 1) + 1), \quad i = 1, 2, \ldots, M.$$  

(18)

Let $\hat{\mathbf{r}}_x$ denote the estimate of $\mathbf{r}_x$ and $\bar{\mathbf{r}}_x = \text{vec(\hat{\mathbf{R}})}$ be the estimate of $\mathbf{r}_x = \text{vec(\mathbf{R})}$; obviously, we have

$$\bar{\mathbf{r}}_x(M + 1 - i) = \hat{\mathbf{r}}_x(i(M - 1) + 1), \quad i = 1, 2, \ldots, M.$$  

(19)

The estimation error of $\mathbf{r}_x$ is defined as

$$\Delta \mathbf{r}_x = \bar{\mathbf{r}}_x - \mathbf{r}_x.$$  

(20)

Then, the $(M + 1 - i)$th element of the estimation error $\Delta \mathbf{r}_x$ can be written as

$$\Delta \mathbf{r}_x(M + 1 - i) = \hat{\mathbf{r}}_x(M + 1 - i) - \mathbf{r}_x(M + 1 - i)$$

$$= \bar{\mathbf{r}}_x(i(M - 1) + 1) - \mathbf{r}_x(i(M - 1) + 1)$$

$$= \Delta \mathbf{r}_x(i(M - 1) + 1), \quad i = 1, 2, \ldots, M,$$

(21)

which implies

$$\Delta \mathbf{r}_x = \mathbf{C} \Delta \mathbf{r}_s.$$  

(22)

where

$$\mathbf{C} = \begin{bmatrix}
0 & \cdots & 0 & 0 & \cdots & 0 & 1 & 0 & \cdots & 0 \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
0 & \cdots & 0 & 0 & \cdots & 1 & 0 & \cdots & \vdots & \vdots \\
0 & \cdots & 0 & 1 & 0 & \cdots & \vdots & \vdots & \vdots & \vdots 
\end{bmatrix} \in \mathbb{R}^{M \times M^2}.$$  

(23)
By taking advantages of the property of normal distribution, it can be derived from (17) and (22) that
\[ \Delta r_x \sim \text{AsN} \left( 0, \frac{1}{T} C (R^T \otimes R) C^T \right). \] (24)

To fit the data \( r_x \) to its data model well while finding the sparsest solution \( p \), it is better to employ the weighted least-squares method; that is,
\[
\min_p \left( \frac{1}{T} \left( r_x - \tilde{A}(\omega) p - \sigma_x^2 e \right)^H W^{-1} \left( r_x - \tilde{A}(\omega) p - \sigma_x^2 e \right) + \alpha \| p \|_1 \right) \] (25)
or
\[
\min_p \left\| W^{-1/2} \left( r_x - \tilde{A}(\omega) p - \sigma_x^2 e \right) \right\|_2^2 + \alpha \| p \|_1, \] (26)
where \( W \) is a weighted matrix, \( W^{-1/2} \) denotes the Hermitian square root of \( W^{-1} \), and \( \alpha \) is regularization parameter. As stated before, it is of significant importance to select the regularization parameter properly. Here, similar to [18], an approach to choose \( \alpha \) is given as follows.

In order to fit the data \( r_x \) to its data model well, \( W \) is set as the asymptotic covariance matrix of \( \Delta r_x \); that is, \( W = C (R^T \otimes R) C^T / T \). From (24), it can be derived that
\[ W^{-1/2} \left( r_x - \tilde{A}(\omega) p - \sigma_x^2 e \right) \sim \text{AsN}(0, 1). \] (27)

Hence, we obtain
\[ \left\| W^{-1/2} \left( r_x - \tilde{A}(\omega) p - \sigma_x^2 e \right) \right\|_2^2 \sim \text{As} \chi^2(M), \] (28)
where \( \text{As} \chi^2(M) \) represents the asymptotic chi-square distribution with \( M \) degrees of freedom. To solve the problem in (26), we introduce another parameter \( \gamma \) and choose \( \alpha \) high enough so that the probability of \( \left( W^{-1/2} \left( r_x - \tilde{A}(\omega) p - \sigma_x^2 e \right) \right) \sim \text{As} \chi^2(M) \) is small, which implies that
\[ \left\| W^{-1/2} \left( r_x - \tilde{A}(\omega) p - \sigma_x^2 e \right) \right\|_2^2 \leq \gamma \] (29)
holds true with a high probability \( p_h \). We can find a confidence interval for \( \left\| W^{-1/2} \Delta r_x \right\|_2^2 \) and use its lower bound as a choice of \( \gamma \). Generally, it is enough to choose \( p_h = 0.999 \) to determine the parameter \( \gamma \).

Now, the problem in (26) can be converted into
\[
\min_p \| p \|_1, \] (30)
subject to \( \left\| W^{-1/2} \left( r_x - \tilde{A}(\omega) p - \sigma_x^2 e \right) \right\|_2^2 \leq \gamma \),
where \( W^{-1/2} = \sqrt{T} (C (R^T \otimes R) C^T)^{-1/2} \) and \( \| \cdot \|_1 \) denotes the Frobenius norm. Equation (30) can be solved by a MATLAB toolbox named CVX [20].

5. Range Estimation

In this section, the approach of L1-SVD [12] is exploited to estimate the range of the sources. Let \( \hat{\theta} \) denote the estimated DOAs from previous section. We define the potential source grid as \( (\hat{\theta}, \hat{r}) = \{(\hat{\theta}_1, \hat{r}_1), (\hat{\theta}_1, \hat{r}_2), \ldots, (\hat{\theta}_N, \hat{r}_N)\} \) to construct an overcomplete basis \( \tilde{B}(\hat{\theta}, \hat{r}) = \left\{ b(\hat{\theta}_1, \hat{r}_1), b(\hat{\theta}_1, \hat{r}_2), \ldots, b(\hat{\theta}_N, \hat{r}_N) \right\} \in \mathbb{C}^{M \times KN} \), where \( N \) is the number of the potential ranges. The source locations are assumed to happen to be located at the grid. Then, the observed signals can be rewritten into a matrix form as
\[ X = \tilde{B}(\hat{\theta}, \hat{r}) S + V, \] (31)
where \( X = [x(1), x(2), \ldots, x(T)] \), \( V = [v(1), v(2), \ldots, v(T)] \), \( S \) is a row sparse matrix, \( [v(t - 1)N_r + j] \) th row of which is nonzero and equal to a vector \( [s_1, s_2, \ldots, s_T] \) if a source \( k \) comes from \( (\hat{\theta}_r, \hat{r}_s) \) for some \( k \) and a zero vector otherwise. In order to reduce the computational cost and the influence of noise, we use the singular value decomposition (SVD) of the received signal matrix \( X \). Take the SVD
\[ X = ULF^H \] (32)
to decompose the data matrix into signal and noise subspaces and keep a reduced \( M \times K \) dimensional matrix \( X_{SV} \), which represents the signal subspace \( X_{SV} = [L_1F_{1K}] \), where \( D_K = [I_K \hat{0}^T] \). Here, \( I_K \) refers to a \( K \times K \) identity matrix and \( 0 \) is a \( K \times (T - K) \) matrix of zeros. Furthermore, let \( S_{SV} = [S_{SV}] \) and \( V = [V_{SV}] \); then, we can obtain
\[ X_{SV} = \tilde{B}(\hat{\theta}, \hat{r}) S_{SV} + V_{SV} \] (33)
which can be written into a vector form as
\[ x_{SV}(k) = \tilde{B}(\hat{\theta}, \hat{r}) s_{SV}(k) + v_{SV}(k), \quad k = 1, 2, \ldots, K. \] (34)

Apparently, the two matrices \( X \) and \( X_{SV} \) share the common row sparsity. However, the difference between the two matrices is that the column of the matrix \( X \) is indexing by time samples while that of matrix \( X_{SV} \) is indexing by singular vector number. To solve the sparse signal recovery problem, the \( \ell_2 \) norm of all singular vector index of a particular spatial index of \( s_{SV}(k) \) is calculated first; that is, \( s_{1}^{(k)} = \sqrt{\sum_{i=1}^{K} (s_{i}^{(k)})^2} \); then we impose \( \ell_1 \) norm penalty into all \( s_{i}^{(k)} \) for \( i = 1, 2, \ldots, K_N \). As a result, we can estimate the sparse matrix by minimizing the cost function
\[ \| X_{SV} - \tilde{B}(\hat{\theta}, \hat{r}) S_{SV} \|_2^2 + \beta_r \| s_{SV} \|_1, \] (35)
where \( s_{SV} = [s_1, s_2, \ldots, s_{K_N}]^T \in \mathbb{R}^{K_N \times 1} \). The ranges can be obtained by finding the largest \( K \) peaks of \( s_{SV}^{(k)} \) once the matrix \( S_{SV} \) is acquired.

6. Simulation Results

In this section, some numerical experiments are given to show the effectiveness and efficiency of the proposed method. We make a comparison in terms of RMSE and resolution ability between the proposed method and the method in [16], both of which are based on the theory of sparse signal recovery. In the following simulations, the sources and noises are modeled as white Gaussian signals temporally and spatially, and 200 Monte Carlo trials are performed to calculate the average result for each experiment.
6.1. Spatial Spectra. Firstly, we present an experiment to compare the proposed method with the method in [16] in terms of spatial spectra. Consider that two closely spaced signals located at\( \{16\lambda, -2.6^\circ\} \) and \( \{23\lambda, 2.4^\circ\} \) impinge on a ULA with 15 sensors. The intersensor spacing of the ULA is assumed to be \( \lambda/4 \). The angular and range spatial spectra are depicted in Figures 2 and 3, respectively.

According to Figures 1 and 2, it can be noted that the proposed method shows the same sharp peaks as the method in [16]. However, the proposed method achieves lower errors for range and DOA estimation compared to the method in [16].

6.2. RMSE versus SNR. Subsequently, we investigate RMSE of DOA and range estimation versus SNR. To make a fair comparison, the two near-field sources are moved to \( \{17\lambda, -18.3^\circ\} \) and \( \{11\lambda, 5.6^\circ\} \). When SNR varies from 0 dB to 14 dB with a step 2 dB, by averaging 200 snapshots, we depict the RMSE of DOA and range estimation in Figures 4 and 5, respectively. It can be clearly seen that the proposed method achieves a lower estimate error compared to the method in [16] for both DOA and range estimation.

6.3. RMSE versus the Number of Snapshots. In the second experiment, we evaluate RMSE of DOA and range estimation as a function of the number of snapshots. The parameters are kept the same as before except SNR = 10 dB; the RMSE of DOA and range estimation with respect to the number of snapshots are illustrated in Figures 6 and 7. According to the
two figures, it can be discovered that the proposed method shows a lower RMSE than the method in [16] for different number of snapshots.

6.4. Resolution Ability versus SNR. In this subsection, the angular resolution ability regarding SNR is investigated. Two sources are defined to be resolved in a run if both $|\hat{\theta}_1 - \theta_1|$ and $|\hat{\theta}_2 - \theta_2|$ are smaller than $|\theta_1 - \theta_2|/2$, where $\hat{\theta}_i$ and $\theta_i$ denote the estimate DOA and the real DOA, respectively. Consider a case in which two closely spaced signals located in $\{17\lambda, -1.5^\circ\}$ and $\{11\lambda, 1.5^\circ\}$ are imposed on a ULA with 15 elements and intersensor spacing $\lambda/4$. By varying SNR from 0 dB to 18 dB with a step 2 dB, the angular resolution ability for the above two methods is shown in Figure 8. It can be clearly noted that the proposed method achieves higher resolution than the method in [16].

6.5. Resolution Ability versus the Number of Snapshots. Now, we assess the angular resolution ability for the above two methods as a function of the number of snapshots. The parameters used in this experiment are kept the same as the previous one except SNR = 10 dB. Figure 9 shows the resolution ability versus the number of snapshots. The results in Figure 9 indicates that the proposed method has higher resolution compared to the method in [16].

According to the results from the above simulation experiments, it can be concluded that the proposed method shows a better performance compared to the method in [16].
in terms of both RMSE and resolution ability, mainly because the idea of $\ell_1$-regularized weighted least-squares is utilized in the proposed method.

7. Conclusions

In this paper, a novel near-field source localization approach is proposed for a uniform linear array. Firstly, just like the method in [16], we convert a two-dimensional source localization problem into a one-dimensional DOA estimation one by employing the correlations of symmetric sensors of the array. Then, the method of $\ell_1$-regularized weighted least-squares is exploited to estimate the DOAs of the sources. Meanwhile, a theoretical guidance for selecting the regularization parameter is also presented. At length, the LI-SVD method is used to find the ranges of sources based on the estimated DOAs. Future research includes low computational complexity method for source localization based on sparse signal recovery since the computational cost of the proposed method is a little high.
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