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Novel frequency domain extracted method (FDEM) to obtain high range resolution profile (HRRP) for frequency stepped synthetic aperture radar (SAR) is proposed in this paper, and the mathematical principle and formulas of this new HRRP obtaining idea combined with classical fast Fourier transform (FFT), chirp z transform (CZT), and single point Fourier transform (SPFT) are deduced, analyzed, and compared in detail. Based on the HRRP data, precision imaging processing is completed using a data block partition based fast factorized back projection algorithm. Imaging validations are executed and all results proved that the FDEM has a great capability of anti-jamming. It is more effective than conventional time domain IFFT method (TDM) and shows a great promise in frequency stepped radar imaging and applications.

1. Introduction

Apart from the classical linear frequency modulated (LFM) waveform widely used in modern radar systems, the frequency stepped waveform also acts as an important kind of frequency-coded radar signal for high range resolution profile (HRRP) obtaining [1–22]. Besides providing the ability of synthesizing high resolution range profiles, which improves the range accuracy, reduces the amount of clutter within resolution cell, reduces multipath, and provides HRRP and aids in target classification, it can also make targets become visible above the residual clutter and noise along with clutter cancellation, which plays an important role in the detection of low radar cross section (RCS) targets embedded in ambience noise. Radars employing a frequency stepped waveform increase or decrease the frequency successively through pulses in one burst. It can be viewed as an interpulse modulated pulse compression waveform in which modulation is applied across the pulses instead of within individual pulses and provides a high range resolution capability by producing a detailed target range profile and a detailed two-dimensional image of the target when coupled with SAR/ISAR. Frequency stepped radar's HRRP and 2D images are used for target recognition and classification. Currently, the fine range resolution capability of frequency stepped radar is being exploited to solve the difficult problem of detection of high-speed, low-RCS targets in the presence of large clutter. This class of problems includes detection of cruise missiles, sea skimming antiship missiles, and stealth aircraft. Compared to classical LFM based radar, frequency stepped radar has a narrow instantaneous bandwidth but attains a large effective bandwidth sequentially over many pulses in the processor. As a result, the hardware requirements become less stringent that lower-speed A/Ds (commensurate with the low bandwidth of individual pulses) and slower processors can be used. Besides, the receiver bandwidth is much smaller, resulting in lower noise bandwidth and a higher signal-to-noise ratio (SNR). Another important but less obvious advantage of frequency stepped radar is the rejection of multiple components around clutter, which can be quite large for high-PRF waveforms. Due to different frequencies of successive pulses, clutter from ambiguous ranges will come at frequencies other than the one from the target area and most of the ambiguous clutter returns which lie outside the pass
2. Frequency Stepped Radar Principles

The frequency stepped waveform consists of a group of \( N \) coherent pulses frequencies increase from pulse to pulse by a fixed frequency increment as shown in Figure 1. The frequency of the \( i \)th pulse can be written as

\[
f_i = f_0 + b_i \Delta f,\]

where \( f_0 \) is the starting carrier frequency, \( \Delta f \) is the frequency increment, \( T_p \) is the pulse width, and the time interval \( T_r \) between pulses is adjusted for ambiguous or unambiguous range. The frequency stays constant within each pulse. Groups of \( N \) pulses, also called a burst, are transmitted and received before any processing is initiated to realize the high-resolution potential of this waveform. The burst time, that is, the time corresponding to transmission of \( N \) pulses, is called coherent processing interval (CPI) as in conventional radars.

\( \{b_i\} = \{i, i=1,2,3,...,N\} \) is the frequency code used in radar system, and the waveform is known as frequency-coded signal if \( \{b_i\} \) is a random sequence. For individual pulse, its bandwidth is approximately equal to the inverse of pulse width. Pulses of typical time duration have narrow bandwidth, which makes the instantaneous bandwidth of the radar narrow. Thus, narrowband equipment (except for the antenna and transmitter) can be used. However, as explained later, effective large bandwidth can be realized by appropriately processing \( N \) pulses in a CPI, and the effective bandwidth is determined by the total frequency excursion, that is, \( N\Delta f \) over the duration of \( N \) pulses. The range resolution of frequency stepped radar is determined by

\[
\rho_r = \frac{c}{2N \Delta f}.
\]

Suppose the \( i \)th transmitted pulse of radar is

\[
s_i(t) = A_i \exp(j2\pi f_i t + \theta_i), \quad iT_r \leq t \leq iT_r + T_p,
\]

where \( A_i \) is the pulse amplitude, \( f_i \) is the carrier frequency, \( \theta_i \) is the initial phase, and the echo can be expressed as

\[
s_r(t) = A'_i \exp[j2\pi f_i(t - \tau_i) + \theta_i],
\]

where \( A'_i \) is the amplitude and \( \tau_i = \frac{2R}{c} \) is the round trip delay of the \( i \)th pulse determined by the distant \( R \) between radar and target. Suppose the reference signal is

\[
s_{ref}(t) = A \cdot \exp(j2\pi f_j t + \theta_j), \quad iT_r \leq t \leq (i+1)T_r.
\]

Set the sampling time as \( iT_r + T_p/2 + 2R/c \), and the intermediate frequency (IF) returns after demodulation can be expressed as

\[
s_r(t) = B \cdot \exp(-j2\pi f_j t), \quad i = 0, 1, \ldots, N - 1,
\]

where \( B \) is the amplitude. Suppose the radial velocity of target is \( v_{tg} \); then the round trip delay at \( t = iT_r + T_p/2 + 2R/c \) is

\[
\tau_i = \frac{2(R - |v_{tg}| t)}{c}
\]

\[
= \frac{2R}{c} - \frac{2|v_{tg}|}{c} \left( iT_r + \frac{T_p}{2} + \frac{2R}{c} \right).
\]
According to (3)~(7), the phase of \( s_r(t) \) can be expressed as

\[
\varphi_r = -2\pi \Delta f \frac{2R}{c} + 2\pi f_0 \frac{2|v_{tgt}|}{c} \left( iT_r^* + \frac{T_p}{2} \right) + 2\pi i \Delta f \frac{2|v_{tgt}|}{c} \left( iT_r^* + \frac{T_p}{2} \right) (8)
\]

All information of the target is contained in (8); taking IFFT of the return signal, range profile of the targets can be obtained.

3. HRRP Profile Formation with Frequency Domain Extracted Method

Conventional HRRP synthesis method is based on time domain inverse fast Fourier transform (IFFT) on data sequence sampled in each burst, which is denoted by TDM for short in the following. However, using conventional TDM to obtain HRRP has many disadvantages. Firstly, the quality of HRRP obtained by conventional TDM will deteriorate if the sampling time of each pulse is not accurately equal to \( iT_r^* + T/2 + 2R/c \); secondly, conventional TDM cannot make good use of all return samples; it is not an effective method; thirdly, conventional TDM in time-domain use samples which contain noises and interferences, and there are no filtering operations in the processing; the obtained range profile is contaminated by undesired noise and interference. Due to the IFFT method itself, the precision of the range profile obtained by conventional TDM depends on the number of the pulses per burst adopted in radar system, which is not accurate enough. Figure 2 illustrated all the challenges which conventional TDM are faced with. Figure 2(a) is the result under the condition of accurate sampling time without interference, the profile is accurate in range positions, and all targets are clear, but due to the limited data point of the IFFT operation, which is equal to the number of the subpulses, the amplitudes of the range profile are not correct.

![Figure 2: Illustration of the main drawbacks of traditional TDM for frequency stepped SAR.](image-url)
and all targets are set to be one in amplitude, but only one of the target’s responses is correct; Figure 2(b) is the result under the condition of accurate sampling time but, with severe noise interference, the signal to noise ratio (SNR) is set to be −20 dB, and it is obvious that the effect of noise is fatal. There exist many artificial responses in the range profile which make it difficult to identify the real targets. Figure 2(c) is the result under inaccurate sampling time without noise interference. The sampling time is a bit earlier than the accurate sampling time, although the real targets can be clearly seen, and it is obvious that the range profile is changed and shifted compared to the result in Figure 2(a) due to the error of the sampling time, the amplitude of the profile are still incorrect; on the contrary, Figure 2(d) is the result under inaccurate sampling time without interference, but with the sampling time a bit later than the accurate sampling time. Although the real targets can be clearly seen, it is obvious that the phenomenon is similar to Figure 2(c), except for the range profile shifted to a contrary direction. All results prove that conventional TDM is unstable; its performance varies with the condition of radar system.

In order to overcome all challenges conventional TDM is faced with, a new frequency domain extracted method (FDEM) is proposed in this paper. The main idea and processing steps of this new method are described as follows.

There are three main steps to obtain a HRRP with FDEM.

Step 1. Take DFT of the sampled data of each subpulse, and obtain its frequency domain data firstly.

Step 2. Extract the maximum data in frequency domain of each subpulse and put them together sequentially to form a new frequency domain data.

Step 3. Taking IDFT of the frequency domain data, one can obtain the HRRP of the targets.

The basic processing idea and diagram of FDEM are shown in Figure 3. The FDEM has many advantages. Firstly, all useful returns of each subpulse can be received and used to synthesize the range profile, there is no need to select data samples, and, with such a processing method, the incorrect timing error which traditional IFFT method might face with can be avoided; secondly, the frequency domain extracting is applied, which act as a useful filter, only the data samples which have maximum SNR and contain the information of the target are extracted and used in the following IFFT processing, and the undesired negative impact of noise or interferences on HRRP are eliminated to some extent; thirdly, there is no quality deterioration caused by inaccurate sampling time and the amplitude of the range profile is stable and correct under any circumstance.

It is obvious that the FDEM can overcome all the challenges which conventional TDM is faced with. Its mathematical principle and theory formulas are described as follows.

Suppose the sampling interval is $T_s$ and the amplitude of the returned signal is normalized; the samples of the $i$th return pulse can be expressed as

$$s_r(nT_s) = \exp\left(-j2\pi f_0 \frac{2R}{c}\right) \exp\left[j2\pi i \Delta f \left(nT_s - \frac{2R}{c}\right)\right]. \quad (9)$$

in which $R$ is the range between target and radar, $c$ is the speed of light, and $\Delta f$ is the frequency increment. Denote (9) as

$$s_r(n) = \exp\left(-j2\pi f_0 \frac{2R}{c}\right) \exp\left[j2\pi i \Delta f \left(nT_s - \frac{2R}{c}\right)\right]. \quad (10)$$

The first phase term in (10) represents the phase delay of azimuth Doppler, and for simplicity of following deduces, it can be neglected before azimuth processing. Taking discrete Fourier transform (DFT) of each received pulse along range direction, the frequency domain signal can be expressed as

$$S_r(l) = \sum_{n=0}^{N-1} s_r(n) \exp\left(-j\frac{2\pi}{N} n \cdot l\right)$$

$$= \sum_{n=0}^{N-1} \exp\left[j2\pi i \Delta f \left(nT_s - \frac{2R}{c}\right)\right] \exp\left(-j\frac{2\pi}{N} n \cdot l\right)$$

$$= \exp\left(-j2\pi i \Delta f \frac{2R}{c}\right) \cdot \sum_{n=0}^{N-1} \exp\left(j2\pi i \Delta f n T_s\right) \cdot \exp\left(-j\frac{2\pi}{N} n \cdot l\right) \quad (11)$$

$$= \exp\left(-j2\pi i \Delta f \frac{2R}{c}\right) \cdot \sum_{n=0}^{N-1} \exp\left[j2\pi n \left(i\Delta f T_s - \frac{l}{N}\right)\right]$$

$$= \exp\left(-j2\pi i \Delta f \frac{2R}{c}\right) \cdot \frac{\sin\left[\pi N \left(i\Delta f T_s - l/N\right)\right]}{\sin\left[\pi \left(i\Delta f T_s - l/N\right)\right]}$$

$$\cdot \exp\left[j\pi (N - 1) \left(i\Delta f T_s - \frac{l}{N}\right)\right].$$

It is obvious that the maximum value of (11) can be achieved, if and only if $l = NI\Delta f T_s$. Extract the maximum
data of the frequency domain signals to form a new data sequence:

\[ s_r(i) = N \exp \left( -j2\pi i \Delta f \frac{2R}{c} \right). \]  

(12)

Taking inverse discrete Fourier transform (IDFT) of the sequence expressed in (12), the range profile of the target with FDEM can be expressed as

\[
S_r(r) = \frac{1}{N} \sum_{n=0}^{N-1} s_r(n) \exp \left( j\frac{2\pi N n}{N} \cdot r \right) 
= \sum_{n=0}^{N-1} \exp \left( -j2\pi n \Delta f \frac{2R}{c} \right) \exp \left( j\frac{2\pi N n}{N} \cdot r \right) 
= \frac{\sin \left( \pi N (r/N - \Delta f (2R/c)) \right)}{\sin \left( \pi (r/N - \Delta f (2R/c)) \right)} \cdot \exp \left( j\pi (N-1) \left( r / N - \Delta f (2R/c) \right) \right). 
\]

(13)

Obviously, the amplitude of the range profile can be expressed as:

\[
|S_r(r)| = \left| \frac{\sin \left( \pi N (r / N - \Delta f (2R/c)) \right)}{\sin \left( \pi (r / N - \Delta f (2R/c)) \right)} \right|. 
\]

(14)

Compared with the result of conventional TDM, the result of FDEM maintained the high resolution properties when noise interferences exist at the same time, and it can be effectively realized by fast Fourier transform (FFT). In fact, in the processing of the FDEM, by taking DFT of the received signal, the time domain signal is converted into frequency-domain, in which large volumes of noises are distributed on all frequency cells. While useful return signal of the targets is only concentrated and cumulated on specific frequency cells, the power density of noises is smaller than useful signals, and one can extract the useful data from ambient noises and eliminate the effect of the noise and interferences. It is obvious that FDEM has much better capability of antijamming than conventional TDM. Figure 4(a) illustrated a result of 5 targets with noise interferences, and the SNR is set to be $-20 \text{ dB}$. It is obvious that using FDEM, the quality of the range profile could be easily controlled and maintained. In order to overcome the shortcoming of picket fence effect of FFT, one simplest way to improve the quality of range profile is zero-padding the data of return signal before taking DFT, with which the precision of frequency domain extraction in resolution, peak side lobe ratio (PSLR), integral side lobe ratio (ISLR), and the SNR loss of target can be greatly improved and guaranteed, as shown in Figure 4(b).

However, zero-padding is not an effective way to guarantee the quality of range profiles. There are more effective ways to overcome the shortcoming of picket fence effect of FFT, such as the chirp $z$ transform (CZT). The CZT algorithm is a digital signal processing algorithm which is applicable to the general case calculating limited width of the $z$-transform along the spiral curve. The CZT is more flexible than FFT in calculating the frequency spectrum; therefore it is used in various fields such as radar ranging and power prediction. Using the CZT algorithm one can efficiently evaluate the $z$-transform at $M_z$ points in the $z$-plane which lie on circular or spiral contours beginning at any arbitrary point in the $z$-plane. The angular spacing of the points is an arbitrary constant, and $M_z$ and $N$ are arbitrary integers.

The $z$-transform of a finite-number $N$ of nonzero points $x(n)$ is defined as

\[ X(z) = \sum_{n=0}^{N-1} x(n) z^{-n}. \]

(15)
Let
\[ z_k = A \cdot W^{-k} = \frac{A_0}{W_0} \exp \left[ j (k\varphi_0 - \theta_0) \right], \]
\[ k = 0, 1, \ldots, M_z - 1, \]

(16)
\[ X(k) = X(z_k) = \sum_{n=0}^{N-1} x(n) A^{-n} W^{nk}, \]
\[ k = 0, 1, \ldots, M_z - 1, \]

where both \( A \) and \( W \) are arbitrary complex points of the form:
\[ A = A_0 \exp (-j\theta_0), \]
\[ W = W_0 \exp (-j\varphi_0). \]

(17)

Using the ingenious substitution, there exists
\[ nk = \frac{n^2 + k^2 - (k-n)^2}{2}. \]

(18)

Then an expression is produced:
\[ X(k) = X(z_k) = \sum_{n=0}^{N-1} x(n) A^{-n} W^{nk} W^{k/2} W^{(k-n)/2}, \]
\[ k = 0, 1, \ldots, M_z - 1. \]

(19)

New sequences \( f(n), h(n), g(k) \) will be formed according to
\[ f(n) = x(n) A^{-n} W^{n/2}, \quad n = 0, 1, 2, \ldots, N_z - 1, \]
\[ h(n) = W^{-n/2}, \quad n = 0, 1, 2, \ldots, N_z - 1, \]
\[ g(k) = \sum_{n=0}^{N-1} f(n) h(k-n), \quad k = 0, 1, \ldots, M_z - 1. \]

(20)
(21)
(22)

Then, the CZT of \( x(n) \) can be realized as
\[ X(k) = g(k) W^{k/2}, \quad k = 0, 1, \ldots, M_z - 1. \]

(23)

The operation of the whole process can be illustrated as Figure 5.

Because the DFT of \( x(n) \) can be seen as the \( z \)-transform of \( x(n) \) along the unit sphere circle on the \( z \) plane, it can be realized through CZT which has the flexibility of defining the output spectrum region. This flexibility can be used to analyze the most important region of the spectrum, other than the whole region traditional DFT does. The output point number of the most important local spectrum can be defined arbitrarily, which means the output of the CZT can be a zoomed version of the local spectrum, with which the maximum data can be extracted more accurately than DFT. This advantage can greatly enhance the precision of range profile. Thus, CZT transforms can be adopted in FDEM to substitute the FFT operation before frequency domain data extracting process, which is illustrated in Figure 6(a).

CZT has the flexibility for computing the local spectrum around the maximum frequency data which plays the most important role in HRRP obtaining of frequency stepped radar, and the precision of operation can be greatly guaranteed and the efficiency of FDEM can be greatly improved. However, note the fact that most useful signals of frequency stepped synthetic aperture radar always have the same frequencies as the transmitted signal does (mostly the stationary scene, except moving targets, which must be considered separately with GMTI techniques); therefore the most important data which contains the meaningful information of the scene in frequency domain should be located at the same frequency cell. This simple fact paves a direct way to realize the FDEM through the computing of the most important data in frequency, which is located at the frequency cell with the same frequency as the transmitted signal does. According to the theory of DFT, the frequency domain value of a point located at the frequency \( f_i \) can be directly computed with
\[ v_f = \sum_{n=0}^{N-1} x(n) \exp (-j2\pi f_i n T_s), \]

(24)

with which the FDEM can be further simplified as single point Fourier transform (SPFT) operations followed by an IFFT operation without maximum data searching and extracting as Figure 6(b) depicted, and the range profiles \( S_r(r) \) of the target can be obtained by IFFT processing:
\[ S_r(r) = \frac{1}{N} \sum_{i=1}^{N-1} v_f(i) \exp \left( j \frac{2\pi n r}{N} \right), \]

(25)

\[ r = 0, 1, 2, \ldots, N - 1. \]

In order to validate the methods proposed above, experiments with both virtual and real radar data under different noise level are executed, and all results are illustrated in Figure 7.

It can be seen from Figures 7(a) and 7(b) that the antinoise ability of FDEM is good enough. Correct and clear range profile of the target can be guaranteed under different noise level, and the responses of the scattering centers are stable and robust except the side lobe level interfered with noise. Furthermore, the real data processing results in Figures 7(c) and 7(d) prove that the result of FDEM is much better than TDM ones, which has severe ghost peaks in the range profile. It is clearly incorrect and should be carefully eliminated before synthetic aperture imaging processing, or else it will lead to several ghost response in the final SAR images.
**Figure 6:** FDEM with CZT and SPFT.

(a) FDEM with CZT

(b) FDEM with SPFT

**Figure 7:** Virtual Data HRRP obtained by FDEM with CZT and SPFT plus real data results comparison with conventional TDM and proposed FDEM.

(a) HRRP of FDEM with CZT

(b) HRRP of FDEM with SPFT

(c) Real Data HRRP with TDM

(d) Real Data HRRP with FDEM
Finally, \( \mathbf{r}_{np} \) describes the location of point \( p \) with respect to the \( n \)th position of antenna which can be expressed as

\[
\mathbf{r}_{np} = \mathbf{r}_{n0} + \mathbf{r}_p = \mathbf{r}_0 - \mathbf{r}_n + \mathbf{r}_p.
\]  

(27)

In general, the normalized transmitted radar signal from the \( n \)th subpulse is expressed as

\[
s_n(t) = \exp\left(j2\pi f_n t\right),
\]  

(28)

where \( f_n \) is the operational frequency, and the initial phase is traditionally assumed to be zero for convenience. After transmission, the signal propagates in the space and is finally scattered by the target and then received by the antenna, and the echo can be expressed as

\[
s_n(t, \mathbf{k}) = \exp\left[j2\pi f_n t - 2\mathbf{k}_n \cdot \mathbf{r}_{np}\right],
\]  

(29)

where \( \mathbf{k}_n \) is the wavenumber and denotes the radar line-of-sight to the reference path, and it can be expressed as

\[
\mathbf{k}_n = \mathbf{k}_n^0 \mathbf{r}_{n0},
\]  

(30)

and the magnitude of this vector satisfies

\[
k_n = \frac{2\pi f_n}{c}.
\]  

(31)

In traditional theory, the far-field approximation assumes

\[
\mathbf{k}_n = \mathbf{k}_n^0 \mathbf{r}_0,
\]  

(32)

where \( \mathbf{r}_0 \) denotes the unit vector of \( \mathbf{r}_0 \). With the above approximations the received signal from point \( p \) due to the \( n \)th subpulse can be expressed as

\[
s_n(t, \mathbf{r}_p, \mathbf{r}_0) = \exp\left\{j \left[2\pi f_n(t - t_0) + 2\mathbf{k}_n \cdot \mathbf{r}_n - 2\mathbf{k}_n \cdot \mathbf{r}_p\right]\right\},
\]  

(33)

in which \( t_0 = 2|\mathbf{r}_0|/c \). Figure 8 illustrates the following:

\[
\begin{align*}
\mathbf{k}_x &= \cos \varphi_0 \cos \theta_0, \\
\mathbf{k}_y &= \cos \varphi_0 \sin \theta_0, \\
\mathbf{k}_z &= \sin \varphi_0, \\
\mathbf{r}_0 &= k_x \mathbf{\hat{x}} + k_y \mathbf{\hat{y}} + k_z \mathbf{\hat{z}}, \\
\mathbf{r}_n &= [0, y_n, 0] = [0, n d \cdot \mathbf{\hat{y}}, 0], \\
&= [0, 1, 2, \ldots, N - 1,
\end{align*}
\]  

(34)

where \( d = |v| \cdot \text{PRT}_{\text{sub}} \) is the distance between two adjacent positions and \( N \) is the subpulse number, which is supposed to be odd in this paper. Suppose the operational frequency of the \( n \)th subpulse satisfies

\[
f_n = f_0 + n\Delta f, \quad n = 0, 1, 2, \ldots, N - 1
\]  

(35)
in which $\Delta f = 1/T_p$ and $T_p$ is the pulse width. Suppose the reflected factor of the target is $\sigma$; by applying (34), (35) in (33), the received echo can be expressed as

$$
s(t, r_p, \tilde{r}_0) = \sigma \exp \left[ j2\pi f_n \left( t - t_0 - \frac{2\tilde{r}_0 \cdot r_p}{c} \right) \right] 
\cdot \exp \left[ j \left[ 2nk_0 dk_x + 2n^2 \Delta k dk_y \right] \right] = \sigma 
\cdot \exp \left[ j2\pi f_n \left( t - \frac{2}{c} |r_p| \right) \right] 
\cdot \exp \left[ j \left( \frac{4\pi f_0}{c} nd \cos \varphi \rho_0 \sin \theta \rho_0 \right. \right.
+ \left. \frac{4\pi \Delta f}{c} n^2 d \cos \varphi \rho_0 \sin \theta \rho_0 \right] \tag{36}
$$

in which $r_0$ is the range vector between radar and target at the first cycle of subpulses in each burst. It is obvious that the second phase term in (22) must be compensated before applying FDEM; the compensation phase factor is

$$
\text{Ph}_c = \exp \left\{ - j \left( \frac{4\pi f_0}{c} nd \cos \varphi \rho_0 \sin \theta \rho_0 \right. \right.
+ \left. \frac{4\pi \Delta f}{c} n^2 d \cos \varphi \rho_0 \sin \theta \rho_0 \right\}. \tag{37}
$$

After phase compensation, the echoes of each subpulse can be used for range profile extracting through FDEM, and then the imaging processing of frequency stepped SAR can be executed.

The application of BPA in engineering practice is greatly restricted by its huge computational amount. In order to improve its computational efficiency, a series of fast BPA is proposed in [24–27]. As a typical representative of fast BPA, fast factorized BPA in [28–36] accelerate the computation speed of BPA through the idea of progressive iterative accumulation and can get a speedup comparable to frequency domain algorithm. The ideas in [37, 38] have paved the way to an enhanced fast factorized back projection algorithm based on data block partition. The new algorithm is designed, modified, and adopted in this paper for the imaging of frequency stepped SAR.

According to SAR imaging theory, image resolution is inversely proportional to SAR azimuth steering angle. The larger the azimuth steering angle is, the higher the image resolution is. Furthermore, if the length of data matrix $s_r(m, n)$ was shortened into $1/N$ times compared to the original size in range direction, no matter which part of the scene will be imaged, the size of imaging region in range direction will be shortened to approximately $1/N$ of the whole range region, which means there is only $1/N$ effective range grid which need to be back projected; meanwhile, if the length of data matrix $s_r(m, n)$ was shortened into $1/N$ times compared to the original size in azimuth direction, the image resolution will be lower by a factor of $1/N$ correspondingly due to the narrower range of azimuth steering angle. Therefore, if we shorten both directions of data matrix, the image grids which must be back projection will be lesser by a factor of $1/N^2$. Assume $I \in C^{K \times L}$ is the final image matrix and $\mathbf{p}_l = (p_{i1}, p_{i2}, p_{i3})^T$ is the coordinates of the final image grids, which satisfy $p_{i1} = k\rho = k\rho_0$, $p_{i2} = l\rho = l\rho_0$, $k = 1, 2, \ldots, K$, $l = 1, 2, \ldots, L$. Figure 9 shows the schematic diagram of the DBP-FFBPA, where data block partition factor $q$ equals 2 and the iterative order is 3.

Based on all theories deduced above, the imaging processing of the frequency stepped SAR imaging can be realized as follows.
Step 1. Phase compensation for all subpulses according to (36) and (37) is executed. Then acquire the range profile data based on FDEM. According to the formulas deduced in Section 2, the range profile can be obtained through frequency extracted data of all subpulses in the same burst; in order to obtain precision result of the range profiles, CZT or SPFT can be adopted alternatively, after that, a data matrix of range profile \(s_r(m, n)\) of thousands of burst can be obtained for azimuth imaging processing.

Step 2. Data block partition of data matrix \(s_r(m, n)\) is executed. Firstly, determine the value of data block partition factor \(q\) and iterative order \(s\) according to the specific imaging requirements. Secondly, calculate subdata matrix \(\tilde{s}_{\text{block}}(m', n')\) and the SAR position vector \(p'_s\) corresponding to each subdata matrix. The expressions are as follows:

\[
\tilde{s}_{\text{block}}(m', n') = s_r\left(\frac{M}{q} + m', \frac{N}{q} + n'\right),
\]

\[
p'_s(n') = p_s\left(\frac{N}{q} + n'\right)
\]

in which \(a = 0 : q^2 - 1, b = 0 : q^2 - 1, m' = 1 : M/q^2\), and \(n' = 1 : N/q^2\). At the same time, the coordinates of corresponding subimage grids are \(p'_{k,l} = (p'_{k,l}, p'_{k,l})\), where \(p'_{k,l} = k' \cdot \rho_x, p'_{k,l} = l' \cdot \rho_y\), \(k' = 1 : K/q^2\), and \(l' = 1 : L/q^2\).

Step 3. After data block partition operations, there are \(q^2\) subdata matrices \(\{\tilde{s}_{\text{block}}\}_{k,l}^{2}\) and for each subdata matrix, subimage formation is executed by back projection. It is important to note that the unambiguous range of frequency stepped SAR is

\[
R_u = \frac{c T_p}{2} = \frac{c/2}{\Delta f}.
\]

According to (13) and (14), if and only if

\[
r = \frac{N\Delta f \cdot 2R_u}{c},
\]

the range profile of a point target with range \(R\) can only be achieved. Due to the finite point of IFFT, the range profile of a point target with range \(R\) which is bigger than the unambiguous range \(R_u\) can only be achieved at

\[
r = \frac{2N\Delta f \cdot \text{rem}(R, R_u)}{c},
\]

where \(\text{rem}(R, R_u)\) denotes the remainder operation.

After processing every subdata matrix \(\{\tilde{s}_{\text{block}}\}_{k,l}^{2}\) with back projecting operation, a set of subimages \(\{I_{\text{block}}(k', l')\}_{q^2}\) with the coarsest azimuth resolution are obtained.

Step 4. Subimage combination is executed and the final imaging results are output. During the process of subimage combination, DBP-FFBPA merges with the subimages to generate the final image. Firstly, azimuth image merge is executed recursively to form a series of new subimages with improved azimuth resolution 2 times higher in azimuth direction each cycle during image merge process within the same range region; then new subimages of different range region are merged together through mosaic method to form the final image. The newly merged subimages within different range region can be generated recursively using the subimages corresponding to each data block or each merge cycle. It should be pointed out that the grid points of the new subimage, which are obtained by the combination of former subimages, are twice the size of the former subimage grid points in azimuth direction and their azimuth resolution is 2 times higher than that of the former subimages. Due to the fact that SAR image is a complex image, interpolation should be operated on both phase and amplitude of the subimages during image combinations. In this paper, the interpolation methods of phase and amplitude are selected as “nearest” and “spline,” respectively.

4. Imaging Validations

In order to validate the practicability of the proposed FDEM and imaging algorithm, simulations are executed and the point spread function of frequency stepped SAR is obtained. The simulation parameters are given in Table 1. The imaging result of a uniformly spacing point array of 9 point targets is illustrated in Figure 10 and their corresponding 3D point spread functions are depicted in Figure 11. The numerical side lobe properties of point spread function are collected in Table 2. It is apparent that the imaging result is perfect, all targets in the scene are well focused, and the properties of point spread function are nearly the same as theory properties. The imaging algorithm based on FDEM and DBP-FFBPA is not only correct but also effective.

5. Conclusion

With frequency stepped waveform, high resolution range profile of the targets can be obtained, and by using frequency
stepped waveform in synthetic aperture radar, high cross-range resolution can also be obtained; thus high resolution images of target area can be obtained. In this paper, a novel frequency domain extracted method (FDEM) to obtain high range resolution profile (HRRP) for frequency stepped synthetic aperture radar (SAR) is proposed, and the mathematical principle and formulas of this new HRRP obtaining idea combined with classical fast Fourier transform (FFT), single point Fourier transform (SPFT), and chirp z transform (CZT) are deduced, analyzed, and compared in detail. Based on the HRRP data, precision imaging processing was completed using a data block partition based fast factorized back projection algorithm. Imaging validations are executed and the results are given in the end. All results proved that the FDEM has great capability of anti-jamming. It is more effective than conventional IFFT method and shows a great promise in frequency stepped radar imaging and applications.
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Figure 11: Point spread function of frequency stepped SAR with FDEM and DBP-FFBPA, dynamic range: 40 dB.
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