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Game log data have great potential to provide actionable information about the in-game behavior of players. However, these low-level behavioral data are notoriously difficult to analyze due to the challenges associated with extracting meaning from sparse data stored at such a small grain size. This paper describes a three-step solution that uses cluster analysis to determine which strategies players use to solve levels in the game, sequence mining to identify changes in strategy across multiple attempts at the same level, and state transition diagrams to visualize the strategy sequences identified by the sequence mining. In the educational video game used in this case study, cluster analysis successfully identified 15 different in-game strategies. The sequence mining found an average of 40 different sequences of strategy use per level, which the state transition diagrams successfully displayed in an interpretable way.

1. Introduction

Game log data provide an opportunity to collect data about players’ problem-solving strategies and mistakes [1–3] and can do so in an unobtrusive manner [4, 5] that is both feasible and cost-effective [6].

Because log data from games record the exact behavior of players [7], they can provide useful information about players’ thought processes, intentions, and abilities. For example, log data can be used to provide detailed measures of the extent to which players have mastered specific goals [8] or to support diagnostic claims about players’ processes [9]. These data also have the potential to be used to identify the strengths and weaknesses of individual players [10], provide individualized feedback [11], allow players to track their own progress [3], guide instruction that is optimal for each player [12], or modify presentation order for different player groups [13, 14].

Though log data are very comprehensive and detailed, the inclusion of such fine-grained detail presents a number of problems for analysis [5, 15]. First, log files contain large quantities of information, typically consisting of thousands of pieces of information on each player [16], with a single player able to generate over 3,000 actions in just half an hour of gameplay [17]. Second, the data are at such a small grain size (e.g., “selected tool A,” “moved game character to the left”) that there is often no known theory to help identify precisely which actions are important to the construct being measured [18]. Third, examining fine-grained behaviors in such highly unstructured environments creates some inherent problems [19]. This is because log data are sparse (in that any given player produces a lot of actions, but any given action may only be produced by a few players), noisy (in that irrelevant actions can vastly outnumber relevant ones, and relevant actions are not usually identifiable a priori), and so large that they are prohibitively costly to examine by hand.

Because the log files generated by video games or simulations are too large to analyze manually [15], data mining techniques must be used to identify and describe meaningful patterns despite the noise surrounding them [20, 21]. Extracting implicit, interesting patterns from large data sets can identify unexpected behavioral patterns that can lead to the discovery of new knowledge about how players solve problems [22] and can allow questions to be addressed which were not previously feasible to answer [23].

In this paper, data mining and statistical techniques are combined to produce visualizations that can be used to discover interesting patterns of in-game behavior that have implications for in-game learning and game design. This
three-layer process first uses cluster analysis to identify the different strategies players use to solve levels in the game. Then, sequence mining is used to identify frequent changes in strategy use. Finally, state transition diagrams are used to visualize the sequences so that they are more easily interpreted.

The methods are presented in Section 2, including a description of the game used in the case study and the data structure and preprocessing that supported the analyses. In Section 3, the results of the cluster analysis, sequence mining, and state transition diagrams are presented, and the importance of these findings for game design and player modeling is discussed in Section 4.

2. Methods

This study chains three different methods together to produce visualizations that can be used to discover interesting patterns of in-game behavior that have implications for in-game learning and game design. To guide the discussion of these methods, a detailed description of the educational video game used in the case study is first provided. While the use of an educational video game as the case study is not intended to limit application of these methods solely to educational games, it is important to note that the methods used in this study may have limited use in games with fundamentally different organization. Notably, these methods assume a game with multiple levels wherein multiple attempts are allowed for each level and the levels are nested in stages of similar levels (i.e., levels sharing the same mechanics, affordances, and goals).

After discussion of the game description in Section 2.1, Section 2.2 describes the structure of the log data from the game and the preprocessing steps necessary to support analysis. The three methods are then described in Section 2.3 (cluster analysis), Section 2.4 (sequence mining), and Section 2.5 (state transition diagrams).

2.1. Game Description. The game used in this study is Save Patch, an educational video game designed by the National Center for Research on Evaluation, Standards, and Student Testing (CRESST) at the University of California, Los Angeles, and the Game Innovation Lab at the University of Southern California.

Save Patch, pictured in Figure 1, is a puzzle game about fractions. In Save Patch, players must correctly identify the fractional units represented in the level, break up the whole unit ropes in the Path Options bin into the appropriate fractional size, and drag the necessary number of fractional pieces of rope to each sign on the grid in order to guide their character safely from sign to sign until the prize is reached. When the player has finished adding the desired number of rope pieces to each sign on the grid, the player presses the Go button to determine whether the game character will successfully reach the prize.

The game area is represented as a single linear dirt path in one-dimensional levels and a dirt path grid in two-dimensional levels. Places where a dirt path intersects another dirt path represent unit markers, and small red posts along the dirt path indicate the fractional pieces each unit is broken into. The level pictured in Figure 1 is a one-dimensional level, that is, two units across. Each unit is broken into thirds. The distance between the first and second sign is 3/3, the distance between the second and third sign is 1/3, and the distance between the third sign and the prize is also 1/3.

This case study examined log data generated by 855 students from 31 classes who attempted to complete all 23 levels of Save Patch in approximately one hour of game time spread across two separate class periods. The resulting data set consisted of 1,288,103 individual entries.

2.2. Data Structure and Preprocessing. In order to record in-game actions that might be indicative of players understanding of fractions, the data generated by the game were logged in the format described in detail in [24]. While video games are often designed to log every mouse click, we chose to ignore mouse clicks or drags that did not result in an action in the game (e.g., mouse clicks on the game background) and to capture only mouse clicks that represented game state changes or deliberate student actions such as clicking on a rope, dragging a rope to a sign on the grid, or clicking on the “Reset” button.

Additional structure was added by assigning codes to each of the different types of actions that could occur in the game, such as selecting a rope (code 3000) or adding a rope to a sign (code 3010). Codes 1000–1999 were used for general game information, such as game version or study condition; 2000–2999 were used for basic manipulation of objects, such as toggling a fraction to a new denominator; 3000–3999 were used for in-game mathematical decisions, such as adding a fraction to a sign; 4000–4999 were used for success or failure states such as player deaths or event-driven feedback; 5000–5999 were used for in-game navigation such as returning to the main menu or advancing to the next level; and 6000–6999 were used for the help menu system.

The uniqueness of events was preserved by including columns in the log data capturing the specific detail of each event, along with a description of how to interpret the data. Thus, each action was captured at both a general and a specific level, as can be seen by the logging in Table 1 of a set of student actions resulting in the addition of 2/3 to the leftmost sign on the grid.

In order for the log data to be used in cluster analysis or other data mining techniques, the log data in Table 1 first had
to be transformed into a structure more amenable to those techniques. The first step in this process was to calculate a mnemonic summarizing all relevant information in each row. The mnemonic consisted of two parts. The first part was a word indicating the type of action being taken (e.g., SCROLL, SELECT, and ADD) and the second part was one or more values with short indicators of the context of each additional value beyond the first (e.g., GET_1o3).

All blank spaces in the mnemonics were removed and all symbols were replaced with letters to allow the mnemonic to function as a variable name in a variety of statistical software. For example, the symbol "/" was replaced with "o" (for "over") and "." was replaced with "n" (for "negative"). The mnemonics for the data in Table 1 were SCROLL_1o1, TO_3o3, SELECT_1o3, ADD_1o3, TO_1o0, GET_1o3, SELECT_1o3, and ADD_1o3, TO_1o0, GET_2o3.

The data were then transformed into a sparse binary matrix wherein each row represented a single student’s attempt to solve the level (where an attempt was defined as the set of actions beginning immediately after either a new level load or a level reset and ending at either a level reset or a level completion) and each column represented a possible action that could be taken in that level. 1’s indicated actions made in a given attempt and 0’s indicated actions not made in that attempt. The resulting matrix was very sparse, with only ten to twenty of the hundreds of possible actions being performed by a given player in a given attempt.

2.3. Cluster Analysis. Cluster analysis is a density estimation technique for identifying patterns reflecting differences in attitudes, thought processes, or behaviors [22, 25] through the analysis of either general or sequential correlations [20].

Cluster analysis partitions entities into groups on the basis of a matrix of interobject similarities [26] by minimizing within-group distances compared to between-group distances so that entities classified as being in the same group are more similar to each other than they are to actions in other groups [27]. Using these similarities, cluster analysis algorithms can identify the latent grouping structure of the data [28, 29] and perform the necessary pattern reduction and simplification, so the patterns present in large data sets can be detected [30].

Groups of commonly cooccurring in-game actions in Save Patch were identified using the fuzzy feature cluster analysis algorithm fanny [31] in R [32]. The most common distance calculation used in cluster analysis is the Euclidean or Squared Euclidean distance because data are often either continuous or ordinal. However, in the analysis of Save Patch, the data were binary, indicating whether or not a given player performed a given action in a given attempt, so the Manhattan distance was used instead [33].

In a standard cluster analysis approach, the result is the identification of distinct groups of players that differ in how they play the game. However, in such analyses, the features of game play that distinguish the player groups would not be known. For that reason, feature cluster analysis was run instead.

Feature clustering differs from standard clustering techniques in that rather than clustering entities in feature space, it clusters features in entity space. Feature clustering does not require different algorithms from standard clustering and can be run by simply transposing the matrix being operated on [34]. Therefore, in this analysis, actions were considered to be similar if they were frequently performed by the same players in the same attempt and different if they were never performed by the same player in the same attempt (rather than considering players to be similar if they performed the same actions and different if they performed different actions).

The analysis of Save Patch also differed from most cluster analyses used in educational data mining in that it used fuzzy cluster analysis [35] rather than hard cluster analysis. Hard clustering forces each action to belong to a single cluster, whether or not all actions are easily classified in this manner. Game log files are likely to require the use of fuzzy clustering algorithms because different in-game strategies often contain some of the same initial actions. Fuzzy cluster analysis would allow each such action to belong to both clusters, using probability theory to identify the proportion of belongingness in each cluster. This allows for superior clustering results for data with problematic data points lying between otherwise easily identifiable clusters [35]. While fuzzy clustering and hard clustering will return similar results if the data are not very fuzzy, the fuzzier the data are, the more imprecise the hard clustering results will be [36].

Clustering algorithms provide no single definitive method of determining the number of clusters present in the data. Rather, solutions with different numbers of clusters must be compared using both statistical and substantive criteria. Therefore, the application of cluster analysis in this study required human judgment to determine when the correct number of clusters was reached.

In order to determine the correct number of clusters in each level in the fuzzy cluster analysis, each level was run with two clusters, then three clusters, then four, and so on until one of two things occurred: incorrect actions began to appear in the cluster representing the anticipated solution for that level, or the additional cluster provided no additional

<table>
<thead>
<tr>
<th>Player ID</th>
<th>Game time</th>
<th>Data code</th>
<th>Data description</th>
<th>Data 01</th>
<th>Data 02</th>
<th>Data 03</th>
</tr>
</thead>
<tbody>
<tr>
<td>1115</td>
<td>3044.927</td>
<td>2050</td>
<td>Rolled rope from [value] to [value]</td>
<td>1/1</td>
<td>3/3</td>
<td></td>
</tr>
<tr>
<td>1115</td>
<td>3051.117</td>
<td>3000</td>
<td>Selected rope of value [value]</td>
<td>1/3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1115</td>
<td>3054.667</td>
<td>3010</td>
<td>Added [value] to [position] resulting in [value]</td>
<td>1/3</td>
<td>1/0</td>
<td>1/3</td>
</tr>
<tr>
<td>1115</td>
<td>3058.443</td>
<td>3000</td>
<td>Selected rope of value [value]</td>
<td>1/3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1115</td>
<td>3064.924</td>
<td>3010</td>
<td>Added [value] to [position] resulting in [value]</td>
<td>1/3</td>
<td>1/0</td>
<td>2/3</td>
</tr>
</tbody>
</table>
interpretive value (e.g., the additional cluster resulted in the split of an easily identifiable strategy into two parts). Once either of those outcomes occurred, cluster analysis for that level ceased and the largest number of previously successful clusters was retained. For example, if incorrect actions began to appear in the cluster representing the anticipated solution to the level when a level was run with eight clusters, it was determined that seven was the optimal number of clusters for that level. These decisions made the results of the cluster analysis more interpretable, in that each cluster consisted of a list of actions that were frequently performed together and common preliminary actions (such as scrolling) were allowed to belong to multiple clusters. Due to these decisions, it was trivial to look at each resulting cluster and identify through human judgment both the strategy being used and the key actions making up that strategy. For example, the cluster representing the anticipated solution to the level pictured in Figure 1 would have to include ADD_1o3_TO_0o0, GET_3o3, ADD_1o3_TO_0o0, GET_1o3, and ADD_1o3_TO_0o4, GET_1o3 because the correct solution to the level is 3/3 on the first sign, 1/3 on the second sign, and 1/3 on the third sign. While the identified cluster would consist of other actions such as ADD_1o3_TO_0o0, GET_2o3, only a subset of the listed actions would be necessary to uniquely identify the strategy being performed (as it would be impossible to add 1/3 to a sign and get 3/3 if one had not previously added 1/3 to get 2/3).

Therefore, the final step in determining the strategy used in each attempt was to write a series of if statements reflecting the uniquely identifying actions for each cluster and then use those statements to code each attempt with the strategy represented therein. Attempts that did not match the identified action sets were coded as unknown error, assuring that all attempts (even ones we could not explain) were assigned a strategy.

For a more detailed description of this process and its benefits over standard applications of cluster analysis for analyzing game data, see [37].

2.4. Sequence Mining. Cluster analysis ignores certain salient aspects of the log data, such as timing and order [38]. For example, if a player performed Action A, then Action B, and then Action C and another player performed Action C, then Action B, and then Action A, both players would be in the same cluster because they performed all the same actions. If timing or order is important to the analysis, then sequence mining must be used instead of or in addition to cluster analysis. Sequence mining is a technique for identifying patterns within user actions that frequently occur in the same order [39].

Sequence mining can identify previously unknown misconceptions [40] or patterns of behavior that can be used to support or improve decision making [41]. However, it produces a prohibitively large number of sequences [40] that are often redundant or difficult to understand [15]. Therefore, even though order is very important in game data (particularly data from educational games) because it often indicates increasing difficulty [42], time-based analyses of such data are rare [43].

In order to determine the change in strategy use over time, the results of the cluster analysis were transformed into the format required by sequence mining (e.g., one row per player per level and one column per attempt). Each cell in the resulting table consisted of the strategy that player used in that attempt to solve the level.

Frequent patterns of strategy use were identified from this data set using the sequence mining algorithm cspade [44] in R [32]. In order to remove rare events from the analysis, strategies that occurred in less than 2% of attempts were removed from the analysis.

To increase interpretability, the minimum and maximum time difference between consecutive baskets were both set to 1.0 so that consecutive strategies in a strategy sequence would indicate strategies used in consecutive attempts rather than strategies used in some later attempt. This was a particularly important decision because in the majority of cases each student eventually reached a solution to the level (and, therefore, all strategies eventually lead to a solution), but only direct transitions were of interest in this analysis.

The output of the sequence mining was a list of the identified sequences ordered first by sequence length (sequences of length two, followed by sequences of length three, and so on) and then by the frequency of occurrence.

2.5. State Transition Diagrams. Sequence mining is notorious for producing an overwhelming number of sequences, which can be prohibitively difficult to interpret in their standard list format [15, 40]. This is partially because the standard list format makes it difficult to examine all the sequences related to a specific strategy at once, since the sequences cannot easily be sorted by strategy because the strategy of interest can occur at any point in the sequence. However, if each strategy is thought of as being a state the player is temporarily in, state transition diagrams can be used to visualize the sequences in a way that supports interpretation of the relationship between a given strategy and subsequent behavior.

State transition diagrams are directed graphs that represent all possible states of a given system. Each node in the diagram represents a state, and arrows between nodes indicate possible state transitions [45].

In most state transition diagrams, each transition is labeled with the triggering event that would move the system from one state to the other. However, if the states are player strategies, a player can move from one state to another on each new attempt and could theoretically move from any possible state to any other possible state (since the triggering event is the same for all states).

State transition diagrams already suffer from interpretability problems when the number of states is large and there are multiple states that could be reached from any given state. A fully interconnect state transition diagram would be almost entirely uninterpretable.

Therefore, in this study, the results of the sequence mining are used to indicate which states are likely to transition to which other states. State transitions that are too infrequent to be captured by the sequence mining (e.g., less than 10% of
sequences that contain the triggering event transition to the given state) are not shown in the diagram. One diagram was produced per level, containing only the frequent states (rather than all possible states) and only the frequent transitions (rather than all possible transitions). Rather than labeling each transition with the triggering event (i.e., the initial state), additional information was added to the state transition diagram by including the percentage of players in the initial state who transitioned to the second state in their next attempt at the level.

Additionally, extended state transition diagrams were created for sequences longer than two. In these diagrams, the node for the initial state indicated the sequence of states leading up to the last state transition represented in the sequence (e.g., for the sequence “A,” “B,” and “C,” the initial nodes would be “A to B”). The transition label would then indicate the percentage of players who had performed the “A to B” sequence that then performed the “C” strategy.

3. Results

The cluster analysis results in this study come from an earlier analysis of the same Save Patch data [37], wherein 15 different strategies for solving levels were identified. Those results are reported first so that the description of the sequence mining results and state transition diagrams would be understandable. After these earlier cluster analysis results are reported, the results from the sequence mining and state transition diagrams run in this study are reported.

Sequence mining of the changes in strategy use over time identified 916 different sequences of strategy use, indicating that some players continued to make the same errors, some switched from one error to another, and some moved from an error to a valid solution strategy. State transition diagrams were then used to visualize the strategy sequences to support interpretation of the relationship between a given strategy of interest and subsequent in-game behavior.

3.1. Cluster Analysis. The cluster analysis of this data led to the identification of six different types of valid solution strategies and nine different types of errors in Save Patch. The standard solution was the anticipated solution for each level. A fractional solution differed from the standard solution only in that whole units were represented as their fractional equivalents. An alternate solution was a valid solution using a denominator other than the one represented in the level. A shortcut solution was a valid solution that skipped one or more signs. An incomplete solution occurred when a player placed ropes correctly on one or more signs but left one or more signs empty. A reset solution occurred when a player placed ropes correctly on all signs but then hit reset rather than submitting their answer.

Most of the nine strategies that resulted in errors were mathematical misconceptions involving the three main skills required for adding fractions: unitizing, partitioning, and iterating. Unitizing consists of correctly identifying the number of units represented, partitioning consists of correctly identifying the number of pieces each unit is broken into (e.g., the denominator of the represented fraction), and iterating consists of identifying the number of unit fractions in the representation (e.g., the numerator of the represented fraction) [46].

Players who made unitizing errors were unable to determine the number of units being represented. These players were able to correctly identify the number of units being represented and the number of pieces each unit was broken into but were unable to determine the number of pieces to put on each sign.

Additionally, the cluster analysis identified two game-related errors in which players used the correct mathematical strategies but moved in the wrong direction or skipped signs that were mandatory (indicated by the color of the sign, e.g., the second sign in Figure 1). Other players avoided mathematics entirely by putting all the available resources on the signs in the order that they were given in the resource bin (the everything in order strategy). All attempts that did not fall into one of the preceding strategies were identified as unknown error (generally 5% to 15% of attempts in a given level).

3.2. Sequence Mining. Sequence mining of the strategies identified by the cluster analysis found an average of 40 sequences of length 3 or less per game level, with the number of sequences identified in a given level ranging from 7 to 68. In total, there were 916 sequences identified, with each student performing a maximum of 23 of those sequences (one for each level of the game).

Given that there were 855 players and 916 sequences, analysis of individual sequences was not feasible. Therefore, in order to reduce the sequences to a manageable number, sequences of length two were reported in the state transition diagrams, but sequences longer than length two that demonstrated similar behavior were recoded into a single category before being reported in the extended state transition diagrams (e.g., players who made two partitioning errors in a row were combined with players who made three partitioning errors in a row into a single category called partitioning to partitioning).

This allowed for examination of the effect of specific strategy sequences. For example, in this study, we decided to look at the impact of making partitioning errors. To do so, players were categorized into one of six groups according to their partitioning behavior on the 11 levels in the game that targeted partitioning errors.
There were two different categories that did not involve partitioning. Players either used only valid solution strategies (e.g., made no partitioning errors) in all attempts at all levels of the game addressing partitioning (the *all correct* sequence, consisting of 3% of players) or moved from errors that did not involve partitioning to valid solution strategies (*no partitioning errors*, 9% of players).

There were three different categories of sequences reflecting movement into or out of partitioning errors. Players either repeatedly made partitioning errors (*repeated partitioning*, 29% of students), moved from making partitioning errors to errors not involving partitioning (*abandoned partitioning*, 27% of players), or moved from partitioning errors to valid solution strategies (*corrected partitioning*, 23% of players).

Overall, using sequence mining to identify in-game strategy sequences resulted in substantively meaningful categorizations of 91% of behavior in the 11 game levels addressing partitioning.

### 3.3. State Transition Diagrams

Graphing the entire set of sequences identified in a given level in a state diagram allowed for the identification of patterns of behavior that do not need to be identified by hand from the sequence mining results, as done in the previous section with the coding of the different types of partitioning sequences. As an example, the state transition diagram for Level 9 is shown in Figure 2.

In this figure, blue nodes represent erroneous strategies and green nodes represent valid solution strategies. The standard solution and fractional solution nodes are terminal, in that either of those strategies will advance the player to the next level. The percentage of total attempts corresponding to use of each strategy in the level is indicated in the gray number adjacent to each node. The percentage of players moving from one strategy to another is indicated in the blue number adjacent to each arrow between nodes (e.g., unitizing errors accounted for 19% of attempts in the level, and 17% of the occurrences of a unitizing error were followed immediately by a partitioning error).

Note that it is possible for the percentages for a given node to total to more than 100%. This is because it is possible (and, in fact, quite common) for a given player to use a given strategy more than once. Therefore, a player performing two unitizing errors followed by a partitioning error would count in both the 24% of players moving from a unitizing error to another unitizing error and the 17% of players moving from a unitizing error to a partitioning error.

This figure allows for the identification of some interesting patterns of in-game behavior. For example, the players who avoided mathematics either got the standard solution on their next attempt or made an unknown error. It is notable that there is no strategy sequence that connects the avoided mathematics error to any of the other errors. This indicates that there is a subset of players who are not playing the game as a mathematics game, as they are not using mathematical strategies to solve the levels. These players are clearly not behaving as anticipated, and modifications to the game to reduce this behavior should be considered.

These state transition diagrams work well for sequences of length two but quickly become too crowded with longer sequences. Therefore, these sequences were examined in the extended state diagrams.

Figure 3 shows the extended state diagram for the level pictured in Figure 2. Only sequences of length three are displayed because no sequences of length four were found for this level. The purple nodes indicate the first two strategies in the strategy sequences of length three. The blue nodes indicate the last strategy in the strategy sequences of length three. The purple arrows link the first two strategies in a three strategy sequence with the last strategy in that sequence. The purple numbers above those arrows indicate the percentage of students who performed the first two strategies in the sequence that then performed the third strategy in the sequence. The blue dashed arrows are carried up from the original state transition diagram to indicate the percentage of students who performed a given strategy that then performed the given two-strategy sequence.

This figure indicates that players are more prone to repeating (more than twice in a row) the unitizing error or the unknown error than the partitioning error. This is indicated by the fact that a quarter of the students who made a unitizing error...
error immediately made another unitizing error, and a third of the students who made two unitizing errors in a row went on to make a third unitizing error. A similar pattern can be seen with the unknown error. However, no such pattern can be seen with the partitioning error (where the partitioning to partitioning sequence does not show up in any sequence of length three and is therefore not included in the extended state transition diagram). This indicates that players might need help in figuring out what they are doing wrong if they are making unitizing errors or unknown errors but that no such assistance is required for players making partitioning errors, as the behavior is self-correcting.

Note that while the state transition diagrams and extended state transition diagrams were generated by hand for this study, it would be fairly easy to import the sequence mining results as triples into existing programs for graphing triples such as [47]. While the relatively small number of sequences identified in the data set used in this case study did not require automated generation of the state transition diagrams, it is something that would clearly be necessary for larger data sets.

4. Conclusion

The identification of in-game strategies that allows for the development of a deeper understanding of how players solve in-game problems, as previous researchers posited, would be possible once in-game behavior could be measured [1–3].

First, the identification of a variety of correct solution strategies provides detail about how successful players reached their answers, rather than just identifying such players as correctly or incorrectly solving the game levels.

Second, the identification of specific strategies reflecting why and how players fail to solve game levels could be used to provide targeted remediation (e.g., providing information about how to identify the denominator to players who make partitioning errors or providing reminders about how to change the direction of the signs to players who repeatedly moved in the wrong direction) or support diagnostic claims about player understanding (e.g., not only identifying that a given player does not know the correct answer, but also determining which specific skills they lack).

Finally, the identification of strategies reflecting game errors allows for the separation of the impact of the game design from player understanding of the content area. For example, players using the wrong direction strategy were mathematically correct but did not solve the level on that attempt because they made a game-related error.

Examining in-game strategy sequences could allow game designers to identify which players are struggling and which players are gaining mastery. This could allow them to provide individualized in-game feedback for players who continue to struggle with a specific concept or game mechanic [11] or create game levels that adapt to the changing needs and abilities of each player [12–14]. Additionally, examining the differences between strategy sequences in different portions of the game could indicate problematic levels or game areas where certain undesirable sequences are more likely.

Producing state transition diagrams not only allows for easier examination of the identified sequences but also provides necessary information for use in modeling techniques such as Markov chains. This is because the values in the state transition diagrams identify and establish the relative frequency of the state transition probabilities required by the model [47].

In sum, the results of this study support the use of game log data to extract actionable information about the in-game behavior of players by extracting and visualizing features indicative of in-game strategy use and changes in strategy use over time.
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