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In this paper, the exact solutions of space-time fractional telegraph equations are given in terms of Mittage-Leffler functions via a combination of Laplace transform and variational iteration method. New techniques are used to overcome the difficulties arising in identifying the general Lagrange multiplier. As a special case, the obtained solutions reduce to the solutions of standard telegraph equations of the integer orders.

1. Introduction

Fractional differential equations are widely used in many branches of sciences. Many phenomena in engineering, physics, chemistry and other sciences can be described successfully using fractional calculus. Nonlinear oscillation of earthquake, acoustics, electromagnetism, electrochemistry, diffusion processes and signal processing can be modeled by fractional equations [1–5]. The telegraph equations have a wide variety of application in physics and engineering. The applications arise, for example, in the propagation of electrical signals and optimization of guided communication systems [6–9]. It is recently shown by Arbab [10] that a quaternionic momentum eigenvalue produces a telegraph equation. This equation is found to describe the propagation of a quantum particle.

The fractional telegraph equations have been investigated by many authors in recent years. Garg et al. [9] derived a solution of space-time fractional telegraph function in a bounded domain by the method of generalized differential transform and obtained the solution in terms of Mittage-Leffler functions. Chen et al. [11] obtained the solution of nonhomogenous time-fractional telegraph equation with nonhomogenous boundary conditions, namely, Dirichlet, Neumann, and Robin boundary conditions using the method of separation of variables. The solutions are given in the form of the multivariate Mittage-Leffler functions. Ansari [12] derived a formal solution of the time-fractional telegraph equation by applying a fractional exponential operator. Huang [13] considered the time-fractional telegraph equation for the Cauchy problem and signaling problem. He solved the problem by the combined Fourier-Laplace transforms. Also, Huang derived the solution for the bounded problem in a bounded-space domain by means of Sine-Laplace transforms methods. Das et al. [14] used a homotopy analysis method in approximating an analytical solution for the time-fractional telegraph equation and different particular cases have been derived. Jiang and Lin [15] obtained the solution in a series form for the time-fractional telegraph equation with Robin boundary value conditions using the reproducing kernel theorem. Khan et al. [16] used a method based on perturbation theory and Laplace transformation for solving space-time fractional telegraph equations. They considered fractional Taylor series and fractional initial conditions in deriving the solution. Sevimlican [6] considered a one-dimensional space fractional telegraph equations by the variation iteration method; he found the general Lagrange multiplier to be $\lambda = (\xi - x)$. But, as mentioned by He [17] the exact identification of the general Lagrange multiplier is impossible for most problems and an approximate identification is always followed. He
[17], approximated the Lagrange multiplier (as \( \lambda = -(\xi - x) \)) for a one-dimensional space-fractional telegraph equations.

Recently, a method that combined the Laplace transform and variational iteration method (LVIM) has been introduced by many authors in various types of problems. Abassy et al. [18] used a combination of variational iteration method, Laplace transform, and Pade’ technique in obtaining solution to nonlinear equations in compact form. Hammouch and Mekkaoui [19] approximated the solutions of a homogenous Smoluchowski coagulation equation by Laplace variational iteration method. Arife and Yildirim [20] developed Laplace variational iteration method (LVIM) for solving eighth-order equations.

In this paper, the authors extend Laplace variational iteration method (LVIM) and apply it to space-time one-dimensional fractional telegraph equations in a half-space domain (signaling problem). This approach enables us to overcome the difficulties that arise in finding the general Lagrange multiplier.

In Section 2, we provide some preliminaries. Section 3 introduces the concept of variational iteration method, while Section 4 illustrates the construction of Laplace variational technique. In Section 5 the authors provide numerical examples. The conclusions are given in Section 6.

2. Preliminaries

Definition 1. The Caputo fractional derivative of order \( \alpha > 0 \) of a function \( f(x), x > 0 \) is defined by [5, 21]

\[
\begin{align*}
_0D^\alpha_t f(x) &= \begin{cases} \\
\frac{1}{\Gamma(n-\alpha)} \int_0^x (x-t)^{n-\alpha-1} f^{(n)}(t) \, dt, & n-1 < \alpha \leq n \in \mathbb{N} \\
\frac{d^n}{dx^n} f(x), & \alpha = n \in \mathbb{N},
\end{cases} \\
\end{align*}
\]

where \(_0D^\alpha_t f(x)\) is called the Caputo derivative operator.

Note 1. From Definition 1, the following result is obtained:

\[
_0D^\alpha_t \gamma = \begin{cases} \\
\frac{\Gamma(\alpha+1)}{\Gamma(\beta-\alpha+1)} \gamma^{\beta-\alpha}, & n-1 < \alpha \leq n, \beta > n-1, \beta \in \mathbb{R} \\
0, & n-1 < \alpha \leq n, \beta \leq n-1.
\end{cases}
\]

Definition 2. The Laplace transform of fractional order derivative, is defined by [1–3, 21, 22]

\[
\mathcal{L} \left[ _0D^\alpha_s f(x) \right] = s^\alpha \mathcal{L} \left[ f(x) \right] = \sum_{k=0}^{n-1} \frac{s^{n-\alpha-k} \left[ f^{(k)}(x) \right]_{x=0}}{\Gamma(n-k)},
\]

\(n-1 < \alpha \leq n, n \in \mathbb{N}.

3. Variational Iteration Method

He [25] developed the variational iteration method (VIM) that is widely used to evaluate either exact or approximate solutions of linear and nonlinear problems [17, 26–28]. The variational iteration method gives the solution in a rapidly infinite convergent series. To illustrate the concept of VIM, we consider the following general nonlinear equation with prescribed auxiliary conditions:

\[
Lu(x, t) + Nu(x, t) = f(x, t),
\]

where \( u \) is the unknown function, \( L \) and \( N \) are linear and nonlinear operators, respectively, and \( f \) is the source term. The correction functional for (7) is given as follows:

\[
\begin{align*}
\delta u_{n+1}(x, t) &= u_n(x, t) + \int_0^\xi \lambda \left[ Lu_n(\xi, t) + Nu_n(\xi, t) - f(\xi, t) \right] \, d\xi,
\end{align*}
\]

where \( \lambda \) is a general Lagrange multiplier that can be identified optimally via the variation theory. The subscript \( n \) indicates the \( n \)th approximation and \( \delta u_n \) is considered as a restricted variation \( \delta u_n = 0 \).
4. Laplace Variational Iteration Method (LVIM)

Consider the following general multiterms fractional telegraph equation:

\[
\frac{\partial^\alpha u}{\partial x^\alpha} (x, t) = a_1 \frac{\partial^\beta u}{\partial t^\beta} (x, t) + a_2 \frac{\partial^\gamma u}{\partial t^\gamma} (x, t) + a_3 u(x, t) + f(x, t),
\]

(9)

where \(1 < \alpha, \beta \leq 2, 0 < \gamma \leq 1, x, t \geq 0, u(0, t) = h(t), u_x(0, t) = g(t),\) and \(a_1, a_2, a_3\) are constants.

The new approach of the Laplace variational iteration technique is based on the following steps.

Step 1. Removing the fractional derivative of order \(\alpha\) with respect to \(x\) for unknown function \(u(x, t)\) by using Laplace and inverse Laplace transforms.

Step 2. Differentiating the results obtained in Step 1 with respect to \(x\), then we get the value of the general Lagrange multiplier, for the correction functional (iterative formula) to equal one. The concept of the technique is illustrated in the following context.

By applying Laplace transform with respect to \(x\), on both sides of (9), we get

\[
\mathcal{L} \left\{ \frac{\partial^\alpha u}{\partial x^\alpha} (s, t) \right\} = \mathcal{L} \left\{ a_1 \frac{\partial^\beta u}{\partial t^\beta} (x, t) + a_2 \frac{\partial^\gamma u}{\partial t^\gamma} (x, t) + a_3 u(x, t) + f(x, t) \right\}.
\]

(10)

Substituting \(\lambda = -1\) into (13), we get the iterative formula for \(n = 0, 1, 2, \ldots\), as follows:

\[
u_{n+1} = \nu_n (x, t) - \int_0^x \left\{ \frac{\partial u_n (\xi, t)}{\partial \xi} - g (t) - \frac{\partial}{\partial \xi} \left[ \mathcal{L}^{-1} \left\{ \frac{1}{s^\alpha} \mathcal{L} f (x, t) \right\} \right] - \frac{\partial}{\partial \xi} \left[ \mathcal{L}^{-1} \left\{ \frac{1}{s^\alpha} \mathcal{L} \left[ a_1 \frac{\partial^\beta u_n (\xi, t)}{\partial t^\beta} + a_2 \frac{\partial^\gamma u_n (\xi, t)}{\partial t^\gamma} + a_3 u_n (\xi, t) \right] \right\} \right] \right\} \ d \xi.
\]

(16)
Start with the initial iteration
\[ u_0(x, t) = u(0, t) + xu_x(0, t) = h(t) + xg(t). \] (17)
The exact solution is given as a limit of the successive approximations \( u_n(x, t), \ n = 0, 1, 2, \ldots \); in other words, \( u(x, t) = \lim_{n \to \infty} u_n(x, t) \).

5. Numerical Examples

Example 1. Consider the following space-fractional homogeneous telegraph equation:
\[ \frac{\partial^\alpha u(x, t)}{\partial x^\alpha} = \frac{\partial^2 u(x, t)}{\partial t^2} + \frac{\partial u(x, t)}{\partial t} + u(x, t), \quad x, t \geq 0, \quad 1 < \alpha \leq 2, \]
\[ u(0, t) = e^{-t}, \quad u_x(0, t) = e^{-t}. \] (18)

Solution 1. Applying the Laplace transform with respect to \( x \) on both sides of (18), we get
\[ s^\alpha \overline{u}(s, t) - s^{\alpha-1} u(0, t) - s^{\alpha-2} u_x(0, t) = \mathcal{L} \left[ \frac{\partial^2 u(x, t)}{\partial t^2} + \frac{\partial u(x, t)}{\partial t} + u(x, t) \right], \]
\[ \overline{u}(s, t) = \frac{1}{s} e^{-t} + \frac{1}{s^2} e^{-t} \]
\[ + \frac{1}{s^\alpha} \mathcal{L} \left[ \frac{\partial^2 u(x, t)}{\partial t^2} + \frac{\partial u(x, t)}{\partial t} + u(x, t) \right]. \] (19)
The inverse Laplace transform of (19) yields
\[ u(x, t) = e^{-t} + x e^{-t} \]
\[ + \mathcal{L}^{-1} \left[ \frac{1}{s^\alpha} \mathcal{L} \left[ \frac{\partial^2 u(x, t)}{\partial t^2} + \frac{\partial u(x, t)}{\partial t} + u(x, t) \right] \right]. \] (20)

Differentiating (20) with respect to \( x \), we have
\[ \frac{\partial u(x, t)}{\partial x} = e^{-t} + \frac{\partial}{\partial x} \mathcal{L}^{-1} \left[ \frac{1}{s^\alpha} \mathcal{L} \left[ \frac{\partial^2 u(x, t)}{\partial t^2} + \frac{\partial u(x, t)}{\partial t} + u(x, t) \right] \right]. \] (21)

The correction functional for (21) with \( \lambda = -1 \) is given by
\[ u_{n+1}(x, t) = u_n(x, t) - \int_0^x \left[ \frac{\partial u_n(\xi, t)}{\partial \xi} - e^{-t} - \frac{\partial}{\partial \xi} \mathcal{L}^{-1} \left[ \frac{1}{s^\alpha} \mathcal{L} \left[ \frac{\partial^2 u_n(\xi, t)}{\partial t^2} + \frac{\partial u_n(\xi, t)}{\partial t} + u_n(\xi, t) \right] \right] \right] d\xi. \] (22)

The initial iteration \( u_0(x, t) = u(0, t) + xu_x(0, t) = e^{-t} + xe^{-t} \); then, we have
\[ u_1(x, t) = e^{-t} + xe^{-t} + \frac{x^\alpha}{\Gamma(\alpha + 1)} e^{-t} + \frac{x^{\alpha+1}}{\Gamma(\alpha + 2)} e^{-t}, \]
\[ u_2(x, t) = e^{-t} + xe^{-t} + \frac{x^\alpha}{\Gamma(\alpha + 1)} e^{-t} + \frac{x^{\alpha+1}}{\Gamma(\alpha + 2)} e^{-t} \]
\[ + \frac{x^{2\alpha}}{\Gamma(2\alpha + 1)} e^{-t} + \frac{x^{2\alpha+1}}{\Gamma(2\alpha + 2)} e^{-t}, \]
\[ u_3(x, t) = e^{-t} + xe^{-t} + \frac{x^\alpha}{\Gamma(\alpha + 1)} e^{-t} + \frac{x^{\alpha+1}}{\Gamma(\alpha + 2)} e^{-t} \]
\[ + \frac{x^{2\alpha}}{\Gamma(2\alpha + 1)} e^{-t} + \frac{x^{2\alpha+1}}{\Gamma(2\alpha + 2)} e^{-t} \]
\[ + \frac{x^{3\alpha}}{\Gamma(3\alpha + 1)} e^{-t} + \frac{x^{3\alpha+1}}{\Gamma(3\alpha + 2)} e^{-t}, \]
\[ \vdots \]

Then the general term in successive approximation is given by
\[ u_n(x, t) = e^{-t} \sum_{k=0}^{n} \frac{x^{k\alpha}}{\Gamma(k\alpha + 1)} + \frac{x^{(k\alpha+1)}}{\Gamma(k\alpha + 2)}. \] (23)

The solution in a closed form is given by
\[ u(x, t) = \lim_{n \to \infty} u_n(x, t) = e^{-t} \left[ E_{\alpha,1}(x^\alpha) + x E_{\alpha,2}(x^\alpha) \right]. \] (24)

Letting \( \alpha = 2 \), then
\[ u(x, t) = e^{-t} \left[ E_{2,1}(x^2) + x E_{2,2}(x^2) \right] \]
\[ = e^{-t} \left[ \cosh(x) + x \frac{\sinh(x)}{x} \right] = e^{x-t}. \] (25)

Example 2. Consider the following space-time fractional non-homogenous telegraph equation:
\[ \frac{\partial^\alpha u(x, t)}{\partial x^\alpha} = \frac{\partial^2 u(x, t)}{\partial t^2} + \frac{\partial^\gamma u(x, t)}{\partial t^\gamma} + u(x, t) - x^2 - t + 1, \]
\[ 1 < \alpha \leq 2, \quad 0 < \gamma \leq 1, \quad x, t \geq 0, \]
\[ u(0, t) = t, \quad u_x(0, t) = 0. \] (27)

The solution is the same as that obtained by Wazwaz [26]. The solution surface of this example is graphically presented in Figure 1 for various fractional orders of \( \alpha \).
Solution 2. Taking Laplace transform with respect to \( x \) to (27), we get

\[
\begin{align*}
\mathcal{L}\{s^\alpha u(x,t)\} &= \mathcal{L}\left[\frac{\partial^2 u(x,t)}{\partial t^2} + \frac{\partial^\gamma u(x,t)}{\partial^\gamma t} + u(x,t)\right] - \frac{2}{s^3} - \frac{t}{s^2} + \frac{1}{s}, \\
&= -\frac{2}{s^3} \Gamma(\alpha + 3) x^{\alpha+2} - \frac{t}{s^2} \Gamma(\alpha + 1) x^\alpha + \frac{1}{s} \Gamma(\alpha + 1) x^\alpha \\
&\quad + \frac{1}{s^3} \mathcal{L}\left[\frac{\partial^2 u(x,t)}{\partial t^2} + \frac{\partial^\gamma u(x,t)}{\partial^\gamma t} + u(x,t)\right].
\end{align*}
\]

The inverse Laplace transform of (28) is given by

\[
\begin{align*}
&= -\frac{2}{s^3} \Gamma(\alpha + 3) x^{\alpha+2} - \frac{t}{s^2} \Gamma(\alpha + 1) x^\alpha + \frac{1}{s} \Gamma(\alpha + 1) x^\alpha \\
&\quad + \frac{1}{s^3} \mathcal{L}\left[\frac{\partial^2 u(x,t)}{\partial t^2} + \frac{\partial^\gamma u(x,t)}{\partial^\gamma t} + u(x,t)\right].
\end{align*}
\]

(28)

The correction functional for (30) with \( \lambda = -1 \) is given by

\[
\begin{align*}
u_{n+1} &= \frac{1}{x} \int_0^x \left[ \frac{\partial u_n(\xi, t)}{\partial \xi} + \frac{2}{\Gamma(\alpha + 2)} \xi^2 + \frac{t}{\Gamma(\alpha)} \xi + \frac{1}{\Gamma(\alpha + 1)} x^\alpha \right] d\xi \\
&\quad + \frac{\partial}{\partial \xi} \left[ \mathcal{L}^{-1}\left[ \frac{\partial^2 u_n(\xi, t)}{\partial t^2} + \frac{\partial^\gamma u_n(\xi, t)}{\partial^\gamma t} + u(x,t)\right] \right].
\end{align*}
\]

(30)
\[
\frac{\partial^\gamma u_n(\xi, t)}{\partial t^\gamma} + u_n(\xi, t) \int d\xi,
\]
\[u_n(\xi, t) = u_0(0, t) + xu_\xi(0, t) = t,
\]
\[u_1(x, t) = t - \frac{2x^{\alpha+2}}{\Gamma(\alpha+3)} + \frac{x^\alpha}{\Gamma(\alpha+1)} \left[ 1 + \frac{t^{1-\gamma}}{\Gamma(2-\gamma)} \right],
\]
\[u_2(x, t) = t - \frac{2\alpha x^{\alpha+2}}{\Gamma(\alpha+3)} + \frac{x^\alpha}{\Gamma(\alpha+1)} \left[ 1 + \frac{t^{1-\gamma}}{\Gamma(2-\gamma)} \right],
\]
\[u_3(x, t) = t - \frac{2\alpha x^{\alpha+2}}{\Gamma(\alpha+3)} + \frac{x^\alpha}{\Gamma(\alpha+1)} \left[ 1 + \frac{t^{1-\gamma}}{\Gamma(2-\gamma)} \right],
\]
\[u_n(x, t) = t - 2x^2 \sum_{k=1}^{\infty} \frac{(x^\alpha)^k}{\Gamma(k\alpha+3)} + \left[ 1 + \frac{t^{1-\gamma}}{\Gamma(2-\gamma)} \right] \sum_{k=1}^{\infty} \frac{(x^\alpha)^k}{\Gamma(k\alpha+1)}.
\]
\[u(x, t) = \lim_{n \to \infty} u_n(x, t)
\]
\[= t + x^2 - \left[ 1 + \frac{t^{1-\gamma}}{\Gamma(2-\gamma)} \right] - 2x^2 \sum_{k=1}^{\infty} \frac{(x^\alpha)^k}{\Gamma(k\alpha+3)} + \left[ 1 + \frac{t^{1-\gamma}}{\Gamma(2-\gamma)} \right] \sum_{k=1}^{\infty} \frac{(x^\alpha)^k}{\Gamma(k\alpha+1)}
\]
\[= t + x^2 \left[ 1 - 2E_{\alpha,3}(x^\alpha) \right] + \left[ 1 + \frac{t^{1-\gamma}}{\Gamma(2-\gamma)} \right] \left[ E_{\alpha,1}(x^\alpha) - 1 \right].
\]
Equation (31)

For \(\alpha = 2\) and \(\gamma = 1\), then
\[u(x, t) = t + x^2 - 2 - 2x^2 E_{2,3}(x^2) + 2E_{2,1}(x^2) = t + x^2.
\]
Equation (32)

The solution surface of this example is graphically presented in Figure 2 for fixed \(\gamma\) and various fractional orders of \(\alpha\).

Example 3. Consider the following space-time fractional nonhomogenous telegraph equation:
\[
\frac{\partial^\alpha u(x, t)}{\partial x^\alpha} = \frac{\partial^\beta u(x, t)}{\partial t^\beta} + \frac{\partial^\gamma u(x, t)}{\partial t^\gamma} + u(x, t) - x^2 - t^2 - 2t,
\]
\[1 < \alpha, \quad \beta \leq 2, \quad \frac{2}{3} < \gamma \leq 1, \quad x, t \geq 0,
\]
\[u(0, t) = t^2, \quad u_x(0, t) = 0, \quad 2 < \beta + \gamma \leq 3.
\]
Equation (33)

Solution 3. Taking Laplace transform with respect to \(x\) to (33), we get
\[
s^\alpha \tilde{u}(s, t) - s^{\alpha-1} u(0, t) - s^{\alpha-2} u_x(0, t)
\]
\[= \mathcal{L} \left[ \frac{\partial^\beta u(x, t)}{\partial t^\beta} + \frac{\partial^\gamma u(x, t)}{\partial t^\gamma} + u(x, t) \right]
\]
\[= \frac{2t^2}{s^3} - \frac{t^2}{s} - \frac{2t}{s^3}.
\]
Equation (34)

The inverse Laplace transform of (34) is given by
\[\tilde{u}(s, t) = \frac{1}{s} t^2 + \frac{1}{s^\alpha} \mathcal{L} \left[ \frac{\partial^\beta u(x, t)}{\partial t^\beta} + \frac{\partial^\gamma u(x, t)}{\partial t^\gamma} + u(x, t) \right]
\]
\[= \frac{2}{s^{\alpha+3}} - \frac{t^2}{s^{\alpha+1}} - \frac{2t}{s^{\alpha+2}}.
\]
Equation (35)

Differentiation of (35) with respect to \(x\) yields
\[
\frac{\partial u(x, t)}{\partial x} = -\frac{2\alpha x^{\alpha+1}}{\Gamma(\alpha+2)} - \frac{t^2x^\alpha}{\Gamma(\alpha)} - \frac{2tx^{\alpha-1}}{\Gamma(\alpha)}
\]
\[+ \frac{\partial}{\partial x} \left[ \mathcal{L}^{-1} \left[ \frac{1}{s^\alpha} \mathcal{L} \left[ \frac{\partial^\beta u(x, t)}{\partial t^\beta} + \frac{\partial^\gamma u(x, t)}{\partial t^\gamma} + u(x, t) \right] \right] \right].
\]
Equation (36)
The correction functional for (36) with $\lambda = -1$ is given by

$$ u_{n+1} = u_n - \int_0^x \left[ \frac{\partial u_n(\xi, t)}{\partial \xi} + \frac{2\xi^{\alpha+1}}{\Gamma(\alpha + 2)} + \frac{t^2\xi^{\gamma-1}}{\Gamma(\alpha)} + \frac{2t\xi^{\gamma-1}}{\Gamma(\alpha)} - \frac{\partial}{\partial \xi} \left[ \mathcal{F}^{-1} \left[ \frac{1}{s^\alpha} \mathcal{F} \left[ \frac{\partial \ u_n(\xi, t)}{\partial t^\gamma} + \frac{\partial^\gamma \ u_n(\xi, t)}{\partial t^{\gamma+1}} \right] \right] \right] \right] d\xi, $$

$$ u_0(x, t) = u(0,t) + xu_x(0,t) = t^2, $$

$$ u_1(x, t) = t^2 - \frac{2x^{\alpha+2}}{\Gamma(\alpha + 3)} $$

$$ + \frac{x^\alpha}{\Gamma(\alpha + 1)} \left[ \frac{2t^{2-\beta}}{\Gamma(3-\beta)} + \frac{2t^{2-\gamma}}{\Gamma(3-\gamma)} - 2t \right], $$

$$ u_2(x, t) = t^2 - \frac{2x^{\alpha+2}}{\Gamma(\alpha + 3)} $$

$$ + \frac{x^\alpha}{\Gamma(\alpha + 1)} \left[ \frac{2t^{2-\beta}}{\Gamma(3-\beta)} + \frac{2t^{2-\gamma}}{\Gamma(3-\gamma)} - 2t \right] $$

$$ - \frac{2x^{2\alpha+2}}{\Gamma(2\alpha + 3)} + \frac{x^{2\alpha}}{\Gamma(2\alpha + 1)} $$

$$ \times \left[ \frac{2t^{2-2\gamma}}{\Gamma(3-2\gamma)} - \frac{2t^{1-\gamma}}{\Gamma(2-\gamma)} \right], $$

$$ u_3(x, t) = t^2 - \frac{2x^{\alpha+2}}{\Gamma(\alpha + 3)} $$

$$ + \frac{x^\alpha}{\Gamma(\alpha + 1)} \left[ \frac{2t^{2-\beta}}{\Gamma(3-\beta)} + \frac{2t^{2-\gamma}}{\Gamma(3-\gamma)} - 2t \right], $$

where $\alpha = 1.25, 1.5, 1.75,$ and $2$. The surface plot of $u(x,t)$ solution of Example 2 for fixed $\gamma = 0.5$: (a) $\alpha = 1.25$, (b) $\alpha = 1.5$, (c) $\alpha = 1.75$, and (d) $\alpha = 2$. 

**Figure 2:** The surface plot of $u(x,t)$ solution of Example 2 for fixed $\gamma = 0.5$: (a) $\alpha = 1.25$, (b) $\alpha = 1.5$, (c) $\alpha = 1.75$, and (d) $\alpha = 2$. 

\[ u_{n}(x, t) = t^2 - 2x^2 \sum_{k=1}^{n} \frac{(x^\alpha)^k}{\Gamma(k\alpha + 3)} + \frac{x^{2\alpha}}{\Gamma(2\alpha + 1)} \times \left[ \frac{2t^{2-\gamma}}{\Gamma(3-2\gamma)} - \frac{2t^{1-\gamma}}{\Gamma(2-\gamma)} \right. \\
\quad + \frac{2t^{2-\beta}}{\Gamma(3-\beta)} + \frac{2t^{2-\gamma}}{\Gamma(3-\gamma)} - 2t \left. \right] \\
- \frac{2x^{3\alpha+2}}{\Gamma(3\alpha+3)} + \frac{x^{3\alpha}}{\Gamma(3\alpha+1)} \times \left[ \frac{4t^{2-\gamma}}{\Gamma(3-2\gamma)} - \frac{4t^{1-\gamma}}{\Gamma(2-\gamma)} \right. \\
\quad + \frac{2t^{2-\beta}}{\Gamma(3-\beta)} + \frac{2t^{2-\gamma}}{\Gamma(3-\gamma)} - 2t \left. \right], n \geq 2, \]

\[ u(x, t) = \lim_{n \to \infty} u_{n}(x, t) = t^2 + x^2 - \left[ \frac{2t^{2-\beta}}{\Gamma(3-\beta)} + \frac{2t^{2-\gamma}}{\Gamma(3-\gamma)} - 2t \right] \]
\[-2x^2 \sum_{n=0}^{\infty} \frac{(x^\alpha)^k}{\Gamma(k\alpha+3)} + \left[ \frac{2t^{2-\beta}}{\Gamma(3-\beta)} + \frac{2t^{2-\gamma}}{\Gamma(3-\gamma)} - 2t \right] \sum_{n=0}^{\infty} \frac{(x^\alpha)^k}{\Gamma(k\alpha+1)} + \frac{2t^{2-2\gamma}}{\Gamma(3-2\gamma)} - \frac{2t^{1-\gamma}}{\Gamma(2-\gamma)}] \times \sum_{k=2}^{\infty} \frac{(k-1)(x^\alpha)^k}{\Gamma(k\alpha+1)}, n \geq 2 \]

\[= t^2 + x^2 \left[ 1 - 2E_{2,1}(x^\alpha) \right] + \left[ \frac{2t^{2-\beta}}{\Gamma(3-\beta)} + \frac{2t^{2-\gamma}}{\Gamma(3-\gamma)} - 2t \right] \left[ E_{1,1}(x^\alpha) - 1 \right] + \left[ \frac{2t^{2-2\gamma}}{\Gamma(3-2\gamma)} - \frac{2t^{1-\gamma}}{\Gamma(2-\gamma)} \right] \times \left[ 1 + E_{2,1}(x^\alpha) - 2E_{1,1}(x^\alpha) \right]. \tag{37} \]

For \(\alpha = \beta = 2\) and \(\gamma = 1\), we get the standard equation with the solution

\[u(x,t) = t^2 + x^2 - 2 - 2x^2E_{2,1}(x^2) + 2E_{2,1}(x^2) + 0 = t^2 + x^2. \tag{38} \]

The solution surface of this example is graphically presented in Figure 3 for fixed \(\gamma\) and \(\beta\) and various fractional orders of \(\alpha\).

6. Conclusion

In this paper, a combined form of Laplace transform and variational iteration method is presented to handle space-time fractional telegraph equations in a half-space domain. The space and time derivatives are considered in the Caputo sense. Certain techniques are used to overcome the complexity of identifying the general Lagrange multiplier. The solutions are obtained in series form that rapidly converges in a closed exact formula with simply computable terms. The calculations are simple and straightforward. The method was tested on three examples on different situations. The technique is powerful, reliable, and efficient. This technique can be extended to solve various linear and nonlinear fractional problems in applied science.
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