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An efficient numerical scheme for solving delay differential equations with a piecewise constant delay function is developed in this paper. The proposed approach is based on a hybrid of block-pulse functions and Taylor’s polynomials. The operational matrix of delay corresponding to the proposed hybrid functions is introduced. The sparsity of this matrix significantly reduces the computation time and memory requirement. The operational matrices of integration, delay, and product are employed to transform the problem under consideration into a system of algebraic equations. It is shown that the developed approach is also applicable to a special class of nonlinear piecewise constant delay differential equations. Several numerical experiments are examined to verify the validity and applicability of the presented technique.

1. Introduction

Many problems arising in diverse areas of science and engineering can be described by delay differential equations (DDEs). Typical examples are transmission lines, population dynamics, chemical processes, mathematical biology, physics, electrodynamics, quantum mechanics, robotics, and communication networks [1–3]. Many research works have been devoted to the numerical treatments of DDEs involving constant delay [4–16]. To our knowledge, a few papers have been paid to the numerical investigation of delay differential equations with a piecewise constant delay function [17–21]. It should be mentioned that, except for some special cases, it is either difficult or impossible to obtain a closed-form solution to a constant delay system. Obviously, the situation becomes more complicated when time-delay is a piecewise constant function.

It is generally supposed that the delay function is either constant or continuous. However, in some actual situations, time-delay is a piecewise constant function. Most of the existing computational techniques are capable of providing satisfactory approximation for problems whose solutions are infinitely smooth or well-behaved. To deal with a problem whose solution is a nonsmooth function such as time-delay systems, they encounter some challenges. The computational procedures developed in [17, 18] are based on block-pulse functions. Among piecewise constant basis functions, block-pulse functions have a simple structure. Simplicity in operations is a distinctive feature of these functions [22]. As a result, they can be implemented without too much effort. Although these functions possess some nice properties such as disjointedness, orthogonality, and completeness, they do not provide accurate solutions for DDEs. The numerical results obtained by the methods implemented in [17, 18] are not in good agreement with the exact solution of the mentioned systems. It should be pointed out that the analytical solution of these systems cannot be produced solely either by continuous basis functions or by piecewise constant basis functions. The main difficulty arises because of the lack of smoothness of the solution associated with DDEs. To overcome these drawbacks, it motivates one to design a flexible framework to accurately model the mixed features of continuity and jumps that occur in the solution of the problem under consideration.

Recently, an effective computational technique for solving DDEs with a piecewise constant delay function has been
introduced by Marzban and Shahsiah [19]. The developed
method is based on a hybrid of block-pulse functions and Chebyshev polynomials. More recently, an efficient numerical scheme has been presented for solving linear piecewise constant delay systems [20]. The proposed approach is based on a hybrid of block-pulse functions and Legendre polynomials. The purpose of this work is to present a simple framework to numerically solve piecewise constant delay systems. The proposed procedure is based on a hybrid of block-pulse functions and Taylor’s polynomials. The structure of this kind of hybrid functions is much simpler than that of those available in the literature, particularly, the hybrid of block-pulse functions and Chebyshev polynomials. This type of hybrid functions allows one to significantly reduce the computation time as well as the memory usage. The proposed procedure is also applicable to nonlinear piecewise constant delay systems, but some modifications are required.

The paper is organized as follows. In Section 2, we explain the fundamental properties of the hybrid of block-pulse functions and Taylor’s polynomials. In Section 3, the operational matrix of delay associated with the proposed hybrid functions is constructed. Section 4 is dedicated to the problem statement and its description. Finally, in Section 5, various types of piecewise constant delay systems are investigated to evaluate the performance and computational efficiency of the suggested numerical scheme.

2. Hybrid Functions

2.1. Hybrid of Block-Pulse Functions and Taylor’s Polynomials.

Hybrid functions \( \phi_{nm}(t) \), \( n = 1, 2, \ldots, N \), \( m = 0, 1, \ldots, M - 1 \), are defined on the interval \([0, t_f]\) as [14]

\[
\phi_{nm}(t) = \begin{cases} 
T_m(Nt - (n - 1)t_f), & t \in \left(\frac{n-1}{N}t_f, \frac{n}{N}t_f\right), \\
0, & \text{otherwise,}
\end{cases}
\]

(1)

where \( n \) is the order of block-pulse functions. Here \( T_m(t) = t^m, m = 0, 1, \ldots, M - 1 \), are the well-known Taylor’s polynomials of degree \( m \). A detailed explanation of the block-pulse functions can be found in [22]. It is worth noting that the mentioned hybrid functions constitute a semiorthogonal set on the interval \([0, t_f]\).

2.2. Function Approximation. A function \( f(t) \) can be represented in terms of the hybrid functions as

\[
f(t) = \sum_{n=1}^{\infty} \sum_{m=0}^{\infty} c_{nm} \phi_{nm}(t),
\]

(2)

where the coefficients \( c_{nm} \), \( n = 1, 2, \ldots, N \), \( m = 0, 1, \ldots, M - 1 \), are calculated by the following formula:

\[
c_{nm} = \frac{1}{N^m m!} \left( \frac{d^m f(t)}{dt^m} \right)_{t=(n-1)/Nt_f}.
\]

(3)

If the series given by (2) is truncated, then it can be written in the form

\[
f(t) = \sum_{n=1}^{N} \sum_{m=0}^{M-1} c_{nm} \phi_{nm}(t) = C^T \Phi(t),
\]

(4)

where

\[
C = [c_{10}, \ldots, c_{1M-1}, c_{20}, \ldots, c_{2M-1}, \ldots, c_{N0}, \ldots, c_{NM-1}]^T,
\]

(5)

\[
\Phi(t) = [\phi_{10}(t), \ldots, \phi_{1M-1}(t), \phi_{20}(t), \ldots, \phi_{2M-1}(t), \ldots, \phi_{N0}(t), \ldots, \phi_{NM-1}(t)]^T.
\]

(6)

In order to illustrate the usefulness and advantages of the presented framework over the conventional Taylor’s expansion, we investigate two cases as follows.

Case 1. Assume that

\[
f(t) = \begin{cases} 
t, & 0 \leq t < 1, \\
1, & 1 \leq t < 2, \\
3 - t, & 2 \leq t \leq 3.
\end{cases}
\]

Clearly, the function \( f(t) \) has two corner points at the points \( t = 1 \) and \( t = 2 \). Accordingly, Taylor’s expansion of \( f(t) \) about each of the mentioned points does not exist. This function can be exactly approximated by the hybrid functions as follows:

\[
f(t) = \sum_{n=1}^{3} \sum_{m=0}^{1} c_{nm} \phi_{nm}(t) = C^T \Phi(t),
\]

(8)

in which

\[
C = \left[0, \frac{1}{3}, 1, 0, 1, -\frac{1}{3}\right]^T,
\]

(9)

\[
\Phi(t) = [\phi_{10}(t), \phi_{11}(t), \phi_{20}(t), \phi_{21}(t), \phi_{30}(t), \phi_{31}(t)]^T.
\]

The elements of the vector \( \Phi(t) \) are defined by

\[
\phi_{10}(t) = \begin{cases} 
1, & t \in [0, 1), \\
0, & \text{otherwise},
\end{cases}
\]

\[
\phi_{11}(t) = \begin{cases} 
3t, & t \in [0, 1), \\
0, & \text{otherwise},
\end{cases}
\]

\[
\phi_{20}(t) = \begin{cases} 
1, & t \in [1, 2), \\
0, & \text{otherwise},
\end{cases}
\]

\[
\phi_{21}(t) = \begin{cases} 
3(t - 1), & t \in [1, 2), \\
0, & \text{otherwise},
\end{cases}
\]

\[
\phi_{30}(t) = \begin{cases} 
1, & t \in [2, 3], \\
0, & \text{otherwise},
\end{cases}
\]

\[
\phi_{31}(t) = \begin{cases} 
3(t - 2), & t \in [2, 3], \\
0, & \text{otherwise},
\end{cases}
\]

\[
\phi_{31}(t) = \begin{cases} 
3(t - 2), & t \in [2, 3], \\
0, & \text{otherwise}.
\end{cases}
\]
\[
\phi_{21}(t) = \begin{cases} 
3t - 3, & t \in [1, 2), \\
0, & \text{otherwise},
\end{cases} \\
\phi_{30}(t) = \begin{cases} 
1, & t \in [2, 3), \\
0, & \text{otherwise},
\end{cases} \\
\phi_{31}(t) = \begin{cases} 
3t - 6, & t \in [2, 3), \\
0, & \text{otherwise}.
\end{cases}
\]

(10)

Case 2. Suppose that
\[
g(t) = \begin{cases} 
\exp(t), & 0 \leq t < 1, \\
t^2 + t, & 1 \leq t < 2, \\
t + 4, & 2 \leq t \leq 3.
\end{cases}
\]

(11)

Obviously, this function is discontinuous at the points \(t = 1\) and \(t = 2\). However, it can be efficiently approximated by the proposed hybrid functions. To express this function in terms of hybrid functions, we choose \(N = 3\). In addition, Assume that \(M\) is an arbitrary positive integer number greater than 2. With the use of (2), we have
\[
g(t) = \sum_{m=0}^{M-1} \sum_{n=1}^{N} c_{nm} \phi_{nm}(t),
\]

(12)

where the hybrid functions \(\phi_{nm}(t), n = 1, 2, 3, m = 0, 1, \ldots, M - 1\), are defined by
\[
\phi_{nm}(t) = T_m \left(3t - 3n + 3\right) = 3^m (t - n + 1)^m.
\]

(13)

Also, the associated coefficients \(c_{nm}\) are given by
\[
c_{1m} = \frac{1}{3^m m!}, \quad m = 0, 1, \ldots, M - 1, \\
c_{20} = 2, \\
c_{21} = 1, \\
c_{22} = \frac{1}{9}, \\
c_{2m} = 0, \\
c_{30} = 6, \\
c_{31} = \frac{1}{3}, \\
c_{3m} = 0, \\
m = 2, 3, \ldots, M - 1.
\]

(14)

The hybrid expansion of \(g(t)\) over the interval \([1, 2]\) is presented by
\[
c_{20} \phi_{20}(t) + c_{21} \phi_{21}(t) + c_{22} \phi_{22}(t) = 2 + (3t - 3) + \frac{1}{9} (3t - 3)^2 = t^2 + t.
\]

(15)

Similarly, the hybrid approximation of \(g(t)\) on the interval \([2, 3]\) is described by
\[
c_{30} \phi_{30}(t) + c_{31} \phi_{31}(t) = 6 + \frac{1}{3} (3t - 6) = t + 4.
\]

(16)

Moreover, the hybrid expansion of \(g(t)\) over the interval \([0, 1]\) is expressed by
\[
g(t) = \sum_{m=0}^{M-1} \frac{\rho^m}{m!},
\]

(17)

which is precisely Taylor’s expansion of the function \(\exp(t)\) about \(t = 0\), up to degree \(M - 1\). Define
\[
E = \left\|g(t) - C^T \Phi(t)\right\|_\infty = \max \left\{|g(t) - C^T \Phi(t)| : 0 \leq t \leq 1\right\}.
\]

(18)

It is easily verified that
\[
E = \frac{e}{M!}.
\]

(19)

The obtained result indicates that the maximum error converges to zero as the value of \(M\) increases. Some important aspects of the proposed hybrid functions are clarified in [23].

2.3. Operational Matrices of Integration and Product. The integration of the vector \(\Phi(t)\) presented by (6) can also be expanded in terms of hybrid functions as
\[
\int_0^t \Phi(\tau) d\tau \approx P \Phi(t),
\]

(20)

in which \(P\) is the \(MN \times MN\) operational matrix of integration corresponding to the hybrid functions. The structure of this matrix is given by [14]
\[
P = \begin{pmatrix} 
E^* & H & H & \cdots & H \\
0 & E^* & H & \cdots & H \\
0 & 0 & E^* & \cdots & H \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & E^*
\end{pmatrix},
\]

(21)

where
\[
H = \frac{1}{N} \begin{pmatrix} 
t_f & 0 & 0 & \cdots & 0 \\
t_f^2 & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
t_f^M & 0 & 0 & \cdots & 0
\end{pmatrix},
\]

(22)
and \( E^* \) is defined by
\[
E^* = \frac{1}{N} \begin{pmatrix}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & \frac{1}{2} & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & \frac{1}{M-1} \\
0 & 0 & 0 & \cdots & 0
\end{pmatrix} .
\] (23)

It should be noted that \( E^* \) is the operational matrix of integration associated with the Taylor’s polynomials on the interval \([(n-1)/N)t_f, (n/N)t_f)\). Furthermore, if \( C \) is a vector of order \( MN \times 1 \), then the expression \( \Phi(t)\Phi^*(t)C \) can be represented in terms of hybrid functions as
\[
\Phi(t)\Phi^*(t)C = \tilde{C}\Phi(t).
\] (24)
The \( MN \times MN \) matrix \( \tilde{C} \) is called the operational matrix of product \([14]\).

### 3. Derivation of the Operational Matrix of Delay

In this section, we shall derive the operational matrix of delay associated with the hybrid of block-pulse functions and Taylor’s polynomials. For this purpose, we employ a procedure analogous to the one developed in \([19]\) for the hybrid of block-pulse functions and Chebyshev polynomials. The delayed vector \( \Phi(t-a(t)) \) can be represented in terms of \( \Phi(t) \) as follows:
\[
\Phi(t-a(t)) = D\Phi(t),
\] (25)
in which \( D \) is called the operational matrix of delay. In addition, \( a(t) \) is a piecewise constant function defined by
\[
a(t) = \begin{cases}
\tau_1, & T_0 \leq t < T_1, \\
\tau_2, & T_1 \leq t < T_2, \\
\vdots & \vdots \\
\tau_r, & T_{r-1} \leq t < T_r,
\end{cases}
\] (26)
where \( 0 = T_0 < T_1 < \cdots < T_{r-1} < T_r = t_f \). It is further supposed that \( \tau_i, i = 1, 2, \ldots, r \), are arbitrary rational numbers in the interval \([0, t_f)\) and \( T_i \in \mathbb{Q}, i = 0, 1, \ldots, r \). To construct \( D \), we first obtain the value of \( N \). Let
\[
A = \{i: \tau_i \neq 0\},
\] (27)
and take \( \gamma \) as the smallest positive integer number such that the following conditions are satisfied:
\[
\gamma\tau_i \in \mathbb{Z}, \\
\gamma T_j \in \mathbb{Z}, \\
i \in A, j = 1, 2, \ldots, r.
\] (28)
Assume that \( |A| = k \). Next, we define \( \lambda \) as the greatest common divisor of the integers \( \gamma\tau_i \) and \( \gamma T_j, i \in A \) and \( j = 1, 2, \ldots, r \); that is,
\[
\lambda = \text{g.c.d.}(\gamma\tau_1, \gamma\tau_2, \ldots, \gamma\tau_k, \gamma T_1, \gamma T_2, \ldots, \gamma T_r).
\] (29)

Define
\[
N = \begin{cases}
\frac{\lambda}{\gamma} & \text{if } \frac{\gamma}{\lambda}t_f \in \mathbb{Z}, \\
\left[\frac{\gamma}{\lambda}t_f\right] + 1, & \text{otherwise},
\end{cases}
\] (30)
where \( \lceil \gamma/\lambda t_f \rceil \) denotes the greatest integer value less than or equal to \( \gamma/\lambda t_f \). It is worth noting that \( N \) is selected in such a way that the number of subintervals is minimized. As a consequence, we obtain the following subintervals:
\[
\left[0, \frac{\lambda}{\gamma}\right), \left[\frac{\lambda}{\gamma}, \frac{2\lambda}{\gamma}\right), \ldots, \left((N-1)\frac{\lambda}{\gamma}, N\frac{\lambda}{\gamma}\right).
\] (31)

For convenience, we use the notations defined by
\[
h = \frac{\lambda}{\gamma}, \\
N_j = \gamma\frac{\lambda}{\gamma}(T_j - T_{j-1}), \\
l_j = \frac{\gamma}{\lambda}\tau_j,
\] (32)
where \( \sum_{j=1}^r N_j = N \). Consequently, we have
\[
a(t) = k_i h, \quad (i-1)h \leq t < ih, \quad i = 1, 2, \ldots, N,
\] (33)
in which
\[
k_i = \begin{cases}
l_1, & 1 \leq i \leq N_1, \\
l_2, & N_1 + 1 \leq i \leq N_1 + N_2, \\
\vdots & \vdots \\
l_r, & \sum_{k=1}^{r-1} N_k + 1 \leq i \leq \sum_{k=1}^r N_k.
\end{cases}
\] (34)

As a result, the problem is reduced to find the delay operational matrix for the delay function defined by
\[
\Phi(t-a(t)) = \begin{cases}
\Phi(t-k_1h), & 0 \leq t < t_1, \\
\Phi(t-k_2h), & t_1 \leq t < t_2, \\
\vdots & \vdots \\
\Phi(t-k_N h), & t_{n-1} \leq t < t_N.
\end{cases}
\] (35)
where
\[ t_i = ih, \quad i = 1, 2, \ldots, N. \] (36)

To construct the matrix \( D \), we first derive the matrix \( D_i \) for \( i = 1, 2, \ldots, N \), in such a way that the following relation is satisfied:
\[ \Phi(t - k_i h) = D_i \Phi(t), \quad t_{i-1} \leq t < t_i. \] (37)

By the properties of the hybrid functions, it is easy to verify that, for the case \( t_{i-1} \leq t < t_i \), the only functions with nonzero values are \( \phi_{(t-k_i)m}(t-k_i h) \), for \( m = 0, 1, \ldots, M-1 \). Notice that
\[ \phi_{(t-k_i)m}(t-k_i h) = \phi_m(t), \quad m = 0, 1, \ldots, M-1. \] (38)

Accordingly, \( \phi_{(t-k_i)m}(t-k_i h) \) can be written in terms of \( \phi_m(t) \) as
\[ D_i = S_i \otimes I_M, \quad i = 1, 2, \ldots, N, \] (39)
where \( I_M \) is the \( M \)-dimensional identity matrix and \( \otimes \) denotes the Kronecker product [24]. In addition, \( S_i \) is an \( N \times N \) matrix in which the only nonzero entry is equal to one and located at the \((i-k_i)\)th row and \( r \)th column. Finally, if we express \( \Phi(t - a(t)) \) in terms of \( \Phi(t) \), we find
\[ D = D_1 + D_2 + \cdots + D_N. \] (40)

**Remark 1.** If \( i - k_i \leq 0 \), then \( S_i \) is a zero matrix of order \( N \times N \). It is worth noting that the structure of the operational matrix of delay associated with the proposed hybrid functions is exactly the same as the structure of the hybrid of block-pulse functions and Chebyshev polynomials.

### 4. Problem Statement and Its Approximation

Consider the time-varying piecewise constant delay system described by
\[ \dot{X}(t) = E(t) X(t) + F(t) X(t - a(t)) + G(t) U(t), \quad 0 \leq t \leq t_f, \] (41)
\[ X(0) = X_0, \] (42)
\[ X(t) = 0, \quad t < 0, \] (43)
\[ a(t) = \begin{cases} t_1, & T_0 \leq t < T_1, \\ t_2, & T_1 \leq t < T_2, \\ \vdots & \vdots \\ t_r, & T_{r-1} \leq t < T_r, \end{cases} \] (44)
where \( X(t) \in \mathbb{R}^l \), \( U(t) \in \mathbb{R}^q \), \( E(t) \), \( F(t) \), and \( G(t) \) are matrices of appropriate dimensions, \( X_0 \) is a constant specified vector, and \( \tau_i, i = 1, 2, \ldots, r \), are arbitrary rational numbers in \([0, t_f]\).

**4.1. Description of the Method.** Let
\[ X(t) = [x_1(t), x_2(t), \ldots, x_l(t)]^T, \] (45)
\[ U(t) = [u_1(t), u_2(t), \ldots, u_q(t)]^T. \]

Assume that each \( x_i(t) \) and each of \( u_i(t), i = 1, 2, \ldots, q \), can be written in terms of hybrid functions as
\[ x_i(t) = \Phi^T(t) X_i, \] (46)
\[ u_i(t) = \Phi^T(t) U_j. \]

Consequently
\[ X(t) = \left( I_l \otimes \Phi^T(t) \right) X, \] (47)
\[ U(t) = \left( I_q \otimes \Phi^T(t) \right) U, \]
where \( I_l \) and \( I_q \) are identity matrices of order \( l \times l \) and \( q \times q \), respectively. Furthermore, \( X \) and \( U \) are vectors of order \( INM \times 1 \) and \( qNM \times 1 \), respectively, given by
\[ X = [X_1^T, X_2^T, \ldots, X_l^T]^T, \] (48)
\[ U = [U_1^T, U_2^T, \ldots, U_q^T]^T. \]

Also
\[ X(0) = \left( I_l \otimes \Phi^T(t) \right) d, \] (49)
where \( d \) is a vector of order \( INM \times 1 \), defined by
\[ d = \left[ d_1^T, d_2^T, \ldots, d_l^T \right]^T. \] (50)

Similarly, \( E(t) \), \( F(t) \), and \( G(t) \) can be represented in terms of hybrid functions as
\[ E(t) = E^T \left( I_l \otimes \Phi(t) \right), \] (51)
\[ F(t) = F^T \left( I_l \otimes \Phi(t) \right), \]
\[ G(t) = G^T \left( I_q \otimes \Phi(t) \right), \]
where \( E^T, F^T, \) and \( G^T \) are of dimensions \( l \times INM, l \times INM, \) and \( l \times qNM, \) respectively. The delayed vector \( X(t - a(t)) \) can also be expressed in terms of hybrid functions as
\[ X(t - a(t)) = \left( I_l \otimes \Phi^T(t) \right) \left( I_l \otimes D^T \right) X, \] (52)
in which \( D \) is the delay operational matrix presented by (25).

As a result
\[ E(t) X(t) = E^T \left( I_l \otimes \Phi(t) \right) \left( I_l \otimes \Phi^T(t) \right) X \]
\[ = \left( I_l \otimes \Phi^T(t) \right) E^T X, \]
\[ F(t) X(t - a(t)) \]
\[ = F^T \left( I_l \otimes \Phi(t) \right) \left( I_l \otimes \Phi^T(t) \right) \left( I_l \otimes D^T \right) X \]
\[ = \left( I_l \otimes \Phi^T(t) \right) F^T \left( I_l \otimes D^T \right) X, \]
\[ G(t)U(t) = G^T(I_q \otimes \Phi(t))(I_q \otimes \Phi^T(t))U \]
\[ = (I_q \otimes \Phi^T(t))G^T U, \tag{53} \]
where \( \bar{E} \), \( \bar{F} \), and \( \bar{G} \) can be determined in a manner analogous to the derivation process of the matrix \( \bar{C} \) described by (24). Furthermore
\[ \int_0^t \left( I_q \otimes \Phi^T(s) \right) ds = (I_l \otimes \Phi^T(t))(I_l \otimes \Phi^T(t))U, \tag{54} \]
in which \( P \) is the operational matrix of integration described by (20). By integrating both sides of (41) with respect to \( t \) and using (47), (49), (51), (52), and (54), we obtain
\[ \left( I_q \otimes \Phi^T(t) \right) X - \left( I_q \otimes \Phi^T(t) \right) d \]
\[ = \left( I_q \otimes \Phi^T(t) \right) \left( I_q \otimes P^T \right) E^T X \]
\[ + \left( I_q \otimes \Phi^T(t) \right) \left( I_q \otimes P^T \right) F^T \left( I_q \otimes D^T \right) X \]
\[ + \left( I_q \otimes \Phi^T(t) \right) \left( I_q \otimes P^T \right) G^T U. \tag{55} \]

From the preceding equation, we deduce that
\[ X = \left[ I_{MN} - \left( I_q \otimes P^T \right) \bar{E}^T \right]^{-1} \left[ d + \left( I_q \otimes P^T \right) \bar{G}^T U. \right] \tag{56} \]

5. Simulation Results

In this section, five examples of varying complexity are investigated to evaluate the usefulness and effectiveness of the proposed computational technique. The correct choice of \( N \) would greatly improve the efficiency and accuracy of the presented procedure.

5.1. Example 1. Consider the following piecewise constant delsysystem [17]:
\[ \dot{x}(t) = x(t - a(t)) + u(t), \quad 0 \leq t \leq 1, \tag{57} \]
\[ x(t) = 0, \quad t \leq 0, \tag{58} \]
\[ u(t) = 1, \quad t \geq 0, \tag{59} \]
\[ a(t) = \begin{cases} 0.1, & 0 \leq t < 0.35, \\ 0.3, & 0.35 \leq t < 0.7, \\ 0.5, & 0.7 \leq t \leq 1. \end{cases} \tag{60} \]
The exact solution to this problem is given by

\[
x(t) = \begin{cases}
1 + \frac{9}{200}t + \frac{1}{2}t^2, & 0 \leq t < 1,
1 + \frac{23}{300}t + \frac{2}{5}t^2 + \frac{1}{6}t^3, & 0.1 \leq t < 0.2,
\frac{11}{2400} + \frac{1831}{2000}t + \frac{169}{400}t^2 + \frac{7}{60}t^3 + \frac{1}{24}t^4, & 0.2 \leq t < 0.35,
\frac{961}{290161} + \frac{7}{10}t + \frac{1}{2}t^2, & 0.35 \leq t < 0.4,
\frac{83067}{3840000} + \frac{39}{50}t + \frac{3}{10}t^2 + \frac{1}{6}t^3, & 0.4 \leq t < 0.5,
\frac{1280000}{259201} + \frac{911}{1200}t + \frac{29}{80}t^2 + \frac{1}{12}t^3 + \frac{1}{24}t^4, & 0.5 \leq t < 0.65,
\frac{6417817}{6400000} + \frac{22937}{3000}t + \frac{689}{2000}t^2 + \frac{17}{150}t^3 + \frac{1}{120}t^4 + \frac{1}{120}t^5, & 0.6 \leq t < 0.65,
\frac{1070467}{4800000} + \frac{3496561}{3840000}t + \frac{1}{5}t^2 + \frac{1}{6}t^3, & 0.65 \leq t < 0.7,
\frac{37190303}{12800000} + \frac{3737}{5000}t + \frac{129}{400}t^2 + \frac{1}{20}t^3 + \frac{1}{24}t^4, & 0.7 \leq t < 0.8,
\frac{2444401}{6400000} + \frac{6399}{1000}t + \frac{1679}{6000}t^2 + \frac{31}{300}t^3 + \frac{1}{120}t^4 + \frac{1}{120}t^5, & 0.8 \leq t < 0.85,
\frac{7103237}{12800000} + \frac{3266161}{3840000}t + \frac{1}{10}t^2 + \frac{1}{6}t^3, & 0.85 \leq t < 0.9,
\frac{8852837}{64000000} + \frac{2799601}{3840000}t + \frac{1}{24}t^2 + \frac{1}{60}t^3 + \frac{1}{24}t^4, & 0.9 \leq t < 1.
\end{cases}
\tag{61}
\]
To apply the method developed in the current paper, we first choose the value of \( N \), with the use of (30). Because \( \gamma = 20 \) and \( \lambda = 1 \), hence, we select \( N = 20 \). We also take \( M = 6 \).

Let \( x(t) = C^T \Phi(t) \), (62)

where

\[
C = [c_{10}, \ldots, c_{1,M-1}, \ldots, c_{N0}, \ldots, c_{N,M-1}]^T,
\]

\[
\Phi(t) = [\phi_{10}(t), \ldots, \phi_{1,M-1}(t), \ldots, \phi_{N0}(t), \ldots, \phi_{N,M-1}(t)]^T.
\]

By expanding \( u(t) \) in terms of hybrid functions, we get

\[
u(t) = d_1^T \Phi(t).
\]

(64)

We also have

\[
x(t - a(t)) = C^T D \Phi(t), \tag{65}
\]

where \( D \) is the delay operational matrix given by (25). Integrating both sides of (57) with respect to \( t \) and using (62)–(65) yield

\[
C^T = d_1^T P (I_{MN} - DP)^{-1}, \tag{66}
\]

in which \( I_{MN} \) is the \( MN \)-dimensional identity matrix and \( P \) is the operational matrix of integration given by (20). With the use of (66) and (62), we would obtain the same value as the exact value of \( x(t) \).

5.2. Example 2. Consider the following two-dimensional time-varying piecewise constant delay system:

\[
\begin{pmatrix}
\dot{x}_1(t) \\
\dot{x}_2(t)
\end{pmatrix} =
\begin{pmatrix}
11 + t \\
2t^2
\end{pmatrix}
\begin{pmatrix}
x_1(t - a(t)) \\
x_2(t - a(t))
\end{pmatrix} + \begin{pmatrix}
1/2 \nu(t), 0 \leq t \leq 1,
\end{pmatrix}
\]

(67)

\[
\begin{pmatrix}
x_1(t) \\
x_2(t)
\end{pmatrix} = \begin{pmatrix}
0 \\
0
\end{pmatrix}, \quad t < 0,
\]

(68)

\[
\begin{pmatrix}
x_1(0) \\
x_2(0)
\end{pmatrix} = \begin{pmatrix}
1/4 \\
1
\end{pmatrix},
\]

(69)

\[
u(t) = \begin{cases}
t, & 0 \leq t < 0.5, \\
1 - t, & 0.5 \leq t < 1,
\end{cases}
\]

(70)

\[
a(t) = \begin{cases}
0.2, & 0 \leq t < 0.3, \\
0.7, & 0.3 \leq t \leq 1.
\end{cases}
\]

(71)

The exact solutions to this problem are given as follows:

\[
x_1(t) = \begin{cases}
1 + \frac{1}{2} t^2, & 0 \leq t < 0.2, \\
4319 + \frac{103}{20} t^2 + \frac{18}{25} t^3 + \frac{11}{30} t^4 + \frac{1}{4} t^5, & 0.2 \leq t < 0.3, \\
147071 + \frac{1}{2} t^2, & 0.3 \leq t < 0.5, \\
117071 + t - \frac{1}{2} t^2, & 0.5 \leq t < 0.7, \\
-10331 + \frac{747}{200} t - \frac{161}{200} t^2 + \frac{1}{30} t^3 + \frac{1}{4} t^4, & 0.7 \leq t < 0.9, \\
-42458459 + \frac{114857}{200000} t - \frac{355833}{200000} t^2 - \frac{4681}{30000} t^3 + \frac{1767}{4000} t^4 + \frac{71}{750} t^5 - \frac{7}{120} t^6 + \frac{1}{35} t^7, & 0.9 \leq t \leq 1,
\end{cases}
\]

(72)

\[
x_2(t) = \begin{cases}
1 + t^2, & 0 \leq t < 0.2, \\
179473 + \frac{101}{50} t^2 + \frac{16}{75} t^3 + \frac{3}{20} t^4 + \frac{1}{5} t^5, & 0.2 \leq t < 0.3, \\
3169351 + t^2, & 0.3 \leq t < 0.5, \\
1669351 + 2 t - t^2, & 0.5 \leq t < 0.7, \\
3646033981 + 2 t + \frac{63163}{4000} t^2 + \frac{4372217}{300000} t^3 - \frac{11101}{4000} t^4 + \frac{1981}{15000} t^5 + \frac{191}{900} t^6 - \frac{11}{140} t^7 + \frac{1}{40} t^8, & 0.9 \leq t \leq 1.
\end{cases}
\]

(73)
To solve this problem by the proposed approach, we first determine the value of $N$ with the use of (30). Because $\gamma = 10$ and $\lambda = 1$, consequently, we select $N = 10$. Also, we choose $M = 9$. Let

$$
x_1(t) = C_1^T \Phi(t),
$$

$$
x_2(t) = C_2^T \Phi(t).
$$

(73)

Expanding $1$, $1 + t$, $2t$, and $t^2$ in terms of hybrid functions implies

$$
1 = f_1^T \Phi(t),
$$

$$
1 + t = f_2^T \Phi(t),
$$

$$
2t = f_3^T \Phi(t),
$$

$$
t^2 = f_4^T \Phi(t).
$$

(74)

Also, using (70), we obtain

$$
\int_0^t u(r) \, dr = \begin{cases}
\frac{1}{2} t^2 = f_5^T \Phi(t), & 0 \leq t < 0.5, \\
-\frac{1}{4} + t - \frac{1}{2} t^2 = f_6^T \Phi(t), & 0.5 \leq t < 1.
\end{cases}
$$

(75)

Moreover

$$
x_1(t - a(t)) = C_1^T D \Phi(t),
$$

$$
x_2(t - a(t)) = C_2^T D \Phi(t).
$$

(76)

Therefore

$$
(1 + t) x_2(t - a(t)) = C_2^T D \Phi(t) \Phi^T(t) f_2
$$

$$
= C_2^T D f_2 \Phi(t),
$$

$$
2tx_1(t - a(t)) = C_1^T D \Phi(t) \Phi^T(t) f_3
$$

$$
= C_1^T D f_3 \Phi(t),
$$

$$
t^2 x_2(t - a(t)) = C_2^T D \Phi(t) \Phi^T(t) f_4
$$

$$
= C_2^T D f_4 \Phi(t),
$$

in which $f_2$, $f_3$, and $f_4$ can be obtained in a way similar to the construction method of the matrix $\tilde{C}$ defined by (24). By integrating both sides of (67) with respect to $t$ and using (68), (70), (71), (73), (74), (75), (76), and (77), we get

$$
C_1^T (I_{MN} - D P) - C_2^T D f_2 P = f_1^T + f_3^T + f_6^T,
$$

$$
C_2^T (I_{MN} - D f_4 P) - C_1^T D f_4 P = f_1^T + 2 f_5^T + 2 f_6^T.
$$

(78)

By solving the resulting system described by (78) and then using (73), we would obtain the same values as the exact values of $x_1(t)$ and $x_2(t)$.

5.3. Example 3. Consider the following time-delay system [3]:

$$
x(t) = -5x(t) - 5x(t - a(t)) + 2u(t), \quad 0 \leq t \leq 2,
$$

$$
x(0) = 1,
$$

$$
u(t) = 1, \quad t \geq 0,
$$

$$
a(t) = \begin{cases}
0, & 0 \leq t < 0.8, \\
0.3, & 0.8 \leq t < 1.4, \\
0.6, & 1.4 \leq t < 1.7, \\
0.9, & 1.7 \leq t \leq 2.
\end{cases}
$$

(82)

The exact solution to this problem is given by [3]

$$
x(t) = \begin{cases}
0.2 + 0.8e^{-10t}, & 0 \leq t < 0.8, \\
0.2 + 0.8e^{-10t} + 0.8e^{-4} \left(1 - e^{-5t}\right) e^{-5t}, & 0.8 \leq t < 1.1, \\
0.2 + 0.8e^{-5t} - 4e^{-2.5} \left(1 - e^{-3}\right) te^{-5t} + 0.8 \left(1 - e^{-3}\right) \left(6.5e^{-2.5} + e^{-4}\right) e^{-5t}, & 1.1 \leq t < 1.4, \\
0.2 + 0.8e^{-10t} - 4e^{-1} \left(1 - e^{-3}\right) te^{-5t} + 0.8 \left(1 - e^{-3}\right) \left(8e^{-1} - 0.5e^{-2.5} + e^{-4}\right) e^{-5t}, & 1.4 \leq t < 1.7, \\
0.2 + 0.8e^{12-10t} - 4e^{0.5} \left(1 - e^{-3}\right) te^{-5t} + 0.8 \left(1 - e^{-3}\right) \left(9.5e^{0.5} - 0.5e^{-1} - 0.5e^{-2.5} + e^{-4}\right) e^{-5t}, & 1.7 \leq t \leq 2.
\end{cases}
$$

(83)

To employ the proposed method, we first determine the suitable value of $N$. Using (30), it follows that

$$
N = \gamma t f = 20.
$$

(84)

Assume that $M$ is an arbitrary positive integer number. Let

$$
x(t) = C^T \Phi(t).
$$

(85)
Similarly
\[
x(0) = u(t) = d^T \Phi(t),
\]
\[
x(t - a(t)) = C^T D \Phi(t).
\]
(86)

By integrating both sides of (79) with respect to \(t\) and using (85)-(86), we conclude that
\[
C^T = \left( d^T + 2d^T P \right) \left( I_{MN} + 5P + 5DP \right)^{-1},
\]
(87)
where \(I_{MN}\) is the MN-dimensional identity matrix. Define
\[
E = \max \left\{ \| x_e(t) - x(t) \| : 0 \leq t \leq 1 \right\},
\]
(88)
in which \(x(t)\) and \(x_e(t)\) denote the approximate solution determined by the present approach and the exact solution, respectively. In Table 1, the numerical results of the maximum error denoted by \(E\), for \(N = 20\), and various values of \(M\) are reported. The simulation results obtained by the current approach show a significant improvement in the accuracy of the solution compared to the method developed in [19].

5.4. Example 4. As a more complicated problem, consider the following problem:
\[
\dot{x}(t) = tx^2(t - a(t)) + x^3(t - a(t)) + u(t),
\]
(89)
\[
x(t) = 0, \quad t < 0,
\]
(90)
\[
x(0) = 1,
\]
(91)
\[
u(t) = \begin{cases} t, & 0 \leq t < 0.4, \\ 0.4, & 0.4 \leq t \leq 1, \end{cases}
\]
(92)
\[
a(t) = \begin{cases} 0.4, & 0 \leq t < 0.8, \\ 0.8, & 0.8 \leq t \leq 1. \end{cases}
\]
(93)
The analytical solution to this problem is described by
\[
x(t) = \begin{cases} \frac{1 + t^2}{2}, & 0 \leq t < 0.4, \\ \frac{663251}{1640625} + \frac{25933}{15625} t - \frac{729}{625} t^2 + \frac{117}{250} t^3 - \frac{3}{100} t^4 + \frac{13}{100} t^5 - \frac{1}{120} t^6 + \frac{1}{56} t^7, & 0.4 \leq t < 0.8, \\ \frac{235691}{1640625} + \frac{42187}{15625} t - \frac{2}{5} t^2 + \frac{23}{100} t^3 - \frac{7}{120} t^5 + \frac{1}{56} t^7, & 0.8 \leq t \leq 1. \end{cases}
\]
(94)

Although the above-mentioned problem is a nonlinear delay differential equation, the method developed in the present paper can easily be implemented. Because \(y = 5\) and \(\lambda = 2\), we take \(N = 3\). Furthermore, we take \(M = 8\). Let
\[
x(t) = C^T \Phi(t).
\]
(95)

Similarly
\[
x(0) = v_1^T \Phi(t),
\]
\[
t = v_2^T \Phi(t),
\]
\[
\int_0^t u(\tau) d\tau = \begin{cases} \frac{1}{2} t^2 = v_3^T \Phi(t), & 0 \leq t < 0.4, \\ -\frac{2}{25} + \frac{2}{5} t = v_4^T \Phi(t), & 0.4 \leq t < 1, \end{cases}
\]
(97)

where \(v_1, v_2, v_3,\) and \(v_4\) are vectors of order \(MN \times 1\). Also, we have
\[
x(t - a(t)) = C^T D \Phi(t),
\]
(98)
\[
x^2(t - a(t)) = C^T D \Phi(t) \Phi^T(t) D^T C
\]
\[
= C^T D \tilde{W} \Phi(t),
\]
(99)

Using (99) gives
\[
\int_0^t x^2(t - a(t)) = C^T D \tilde{W} \Phi(t) \Phi^T(t) v_2
\]
\[
= C^T D \tilde{W} v_2 \Phi(t).
\]
(102)

Integrating both sides of (89) with respect to \(t\) and using (95), (97), (98), (99), (100), and (102) imply that
\[
C^T \left( I_{MN} - D \tilde{W} v_2 P - D \tilde{W}^2 P \right) - \left( v_1^T + v_3^T + v_4^T \right) = 0.
\]
(103)

By solving (103) and using (95), the exact value of \(x(t)\) will be obtained.
Table 1: Computational results of maximum error for Example 3.

<table>
<thead>
<tr>
<th>Present method</th>
<th>CPU time (s)</th>
<th>$E$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N = 20$, $M = 1$</td>
<td>0.112</td>
<td>1.165e−02</td>
</tr>
<tr>
<td>$N = 20$, $M = 2$</td>
<td>0.202</td>
<td>3.231e−03</td>
</tr>
<tr>
<td>$N = 20$, $M = 4$</td>
<td>0.398</td>
<td>2.573e−06</td>
</tr>
<tr>
<td>$N = 20$, $M = 6$</td>
<td>0.769</td>
<td>4.836e−08</td>
</tr>
<tr>
<td>$N = 20$, $M = 8$</td>
<td>0.853</td>
<td>3.942e−11</td>
</tr>
<tr>
<td>$N = 20$, $M = 10$</td>
<td>1.282</td>
<td>2.376e−13</td>
</tr>
<tr>
<td>$N = 20$, $M = 12$</td>
<td>1.841</td>
<td>5.875e−16</td>
</tr>
<tr>
<td>$N = 20$, $M = 14$</td>
<td>2.167</td>
<td>3.624e−17</td>
</tr>
<tr>
<td>$N = 20$, $M = 16$</td>
<td>2.536</td>
<td>5.117e−20</td>
</tr>
</tbody>
</table>

5.5. Example 5. As the final example, we consider the time-varying multidelaysystem defined by

$$\dot{x}(t) = t \cdot x(t - a_1(t)) + t^2 \cdot x^2(t - a_2(t)) + u(t),$$

$$0 \leq t \leq 1,$$

where

$$a_1(t) = \begin{cases} 
\frac{1}{2}, & 0 \leq t < \frac{3}{4}, \\
\frac{1}{4}, & \frac{3}{4} \leq t \leq 1,
\end{cases}$$

and

$$a_2(t) = \begin{cases} 
\frac{1}{4}, & 0 \leq t < \frac{1}{2}, \\
\frac{3}{4}, & \frac{1}{2} \leq t \leq 1.
\end{cases}$$

The analytical solution to this problem is described by

$$x(0) = 1,$$

$$u(t) = \begin{cases} 
t, & 0 \leq t < \frac{1}{2}, \\
1, & \frac{1}{2} \leq t \leq 1,
\end{cases}$$

$$x(t) = \begin{cases} 
1 + \frac{1}{2}t^2, & 0 \leq t < \frac{1}{4}, \\
\frac{20373}{20480} + \frac{1}{2}t^2 + \frac{11}{32}t^3 - \frac{1}{16}t^4 + \frac{1}{10}t^5, & \frac{1}{4} \leq t < \frac{1}{2}, \\
\frac{48191}{61440} + \frac{1}{2}t^2 + \frac{9}{16}t^3 - \frac{1}{6}t^4 + \frac{1}{8}t^5, & \frac{1}{2} \leq t < \frac{3}{4}, \\
1289743 \div 1966080 + \frac{1}{2}t^2 + \frac{14287}{40960}t^3 + \frac{187}{384}t^4 - \frac{1}{256}t^5 + \frac{1}{24}t^6 + \frac{1}{48}t^7, & \frac{3}{4} \leq t \leq 1.
\end{cases}$$

The authors declare that there is no conflict of interests regarding the publication of this manuscript.

### References


Submit your manuscripts at
http://www.hindawi.com