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Pitch shifting is a common voice editing technique in which the original pitch of a digital voice is raised or lowered. It is likely to be abused by the malicious attacker to conceal his/her true identity. Existing forensic detection methods are no longer effective for weakly pitch-shifted voice. In this paper, we proposed a convolutional neural network (CNN) to detect not only strongly pitch-shifted voice but also weakly pitch-shifted voice of which the shifting factor is less than ±4 semitones. Specifically, linear frequency cepstral coefficients (LFCC) computed from power spectrums are considered and their dynamic coefficients are extracted as the discriminative features. And the CNN model is carefully designed with particular attention to the input feature map, the activation function and the network topology. We evaluated the algorithm on voices from two datasets with three pitch shifting software. Extensive results show that the algorithm achieves high detection rates for both binary and multiple classifications.

1. Introduction

Voice disguising [1] is commonly used in forensic scenario as an effective mean of concealing the identity of the speaker. And it can be divided into two categories, nonelectronic disguising and electronic disguising. Nonelectronic disguising voice is usually obtained by pinching the nose, covering the mouth, pulling the check, etc., which is easy to be noticed under human supervision. Electronic disguising is achieved by using electronic devices or software to modify the voice pitch and format.

The simplest way of electronic disguising is to change the playback speed of the target voice. Although the speaker's identity could be concealed, the rhythm of the disguised voice generated in this way is relatively unnatural and is not often adopted by the attackers in practice. Pitch shifting is a typical electronic disguising technique in which the pitch of the voice is changed while keeping the duration unchanged. Generally, the pitch-shifted voice is more natural in terms of timbre, tone, etc., and difficult to be detected. In this paper, we mainly focus on identification of pitch-shifted voices.

Clark [2] studied the ability of the human to distinguish the electronic disguised voice, and quantitatively analyzed the different effects of the different pitched voice on the human hearing. Wu et al. [3–5] studied the mechanism of pitch shifting and constructed a pitch shifting dataset with various voice software/tools. The final detection accuracy of their method can reach up to 90%, while keeps the false alarm rate less than 10%. However, the performance on weakly pitch-shifted voices is relatively poor. Especially for the voices shifted with ±4 semitones, the detection rates drop lower than 90%. In [6], environment noise is considered in identifying the pitch shifting. The experimental results show that the features extracted from linear frequency cepstral coefficients (LFCC) and formant can be effectively discriminant the natural and pitch-shifted voice. However, the experimental results on weakly pitch-shifted voices have not been given in [6].

Recently, some studies on the detection of weakly pitch-shifted voices have been reported. Based on [5], Liang et al. [7] focused on voice with the shifting factors of ±4 semitones, but the promotion is limited. Singh [8] compared performance of different classifiers on the voice shifted with semitones from ±2 to ±10. However, the result performed on a dataset with dozens of voice samples is not consistent.

Convolutional Neural Networks (CNN) [9] have achieved state-of-the-art performance in computer vision, data mining,
as well as automatic speaker verification. And CNN have been adopted to audio forensics as well [10, 11]. Chen et al. [12] identified various audio post processing operations by a CNN. Especially for small size voice samples, the network achieves significant improvement comparing with other works. In [13], unlike other hand-crafted features, a CNN is adopted to capture the steganographic modifications adaptively and outperform the traditional methods.

Although many methods have been proposed for pitch shifting identification, there is still room to improve the performance especially when the suspected voices are weakly-shifted. In this paper, a CNN model for pitch shifting detection is proposed. By analyzing the principle of voice pitch shifting, LFCC and the first derivative coefficients are used as identification features. Comparing to other related works, the proposed CNN achieves remarkable performance in both binary and multiple classifications. The main contributions of our work are summarized as follows.

(i) High accuracy is achieved on identifying weakly pitch-shifted voice. Since the difference between the original voice and the weakly pitch-shifted voice is little, the identification is a challenging task in previous work.

(ii) Utilizing CNN architecture to identify the pitch-shifting voice, which improve the performance compared to the previous work. And the proposed network architecture is carefully devised.

(iii) Massive experiments are conducted on two dataset and three pitch shifting software, which indicates the proposed method achieved great robustness.

The remainder of the paper is organized as follows. In Section 2, we briefly introduce the principle of voice pitch shifting. Section 3 presents the identification features and describes the proposed CNN topology. In Section 4, a series of experiment results are given. Finally, the paper is concluded in Section 5.

2. Voice Pitch Shifting

Voice pitch shifting can be performed in either time-domain or frequency domain. Time-domain Pitch Synchronous Overlap Add (TD-PSOLA) is a commonly used approach which works by windowing [14]. Upsampling achieves pitch shifting by moving the segments further apart and downsampling achieves by moving closer together. Upsampling can achieve the compression of the spectrum, which lowers the pitch. Downsampling can achieve the expansion of the spectrum, thus raise the pitch. In real scenarios, more state-of-art voice synthesis algorithms are applied in audio editing software. These algorithms have better performance in timbre and rhythm. In our work, Audition [15], GoldWave [16] and Audacity [17] are considered as pitch shifting methods.

In this paper, we use semitone to measure the pitch of shifted voice. A semitone is the smallest interval between two tones. It is defined as the interval between two adjacent notes in a 12-tone scale [18], which means the frequency between two adjacent semitones has an equal ratio of $2^{1/12}$. In other words, if the frequency is raised or lowered by $2^{1/12}$ times, the pitch can be raised or lowered by one semitone. Let $f_0$ be the frequency of original voice, and the frequency of pitch-shifted voice $f$ is given by the following formula

$$f = f_0 \times 2^{m/12}, \quad m = \pm 1, \pm 2, \ldots, \pm 11,$$

where $m$ represents the semitones of pitch-shifted voice compared to original one. A positive $m$ means raising the pitch of voice and a negative one means lowering the pitch of voice. In this paper, we use $m$ as a shifting factor which denotes the pitch-shifted voice.

3. Identification Algorithm Based on CNN

3.1. Feature Extraction. We randomly choose a voice sample from the TIMIT [19] dataset and shift the voice by setting $m$ in Equation (1) to $-4$ and $+4$ respectively. The waveform and spectrogram of original and pitch-shifted voice are shown in Figure 1. As we can see, the shifting operation changes the waveform little while leaves traces on the frequency domain. Thus, acoustic features which characterize frequency domain can be applied to the proposed algorithm.

LFCC is a cepstral feature widely used in voice identification and achieves significantly performance [20]. Recent works [21] show that LFCC can more effectively captures the lower as well as higher frequency characteristics than other cepstral coefficients. Hence, in this work, LFCC is considered to extract the identification feature. The extraction procedure of LFCC is as follows.

The voice signal is first pre-processed with pre-emphasized and then windowed. Let $s(n)$ be the preprocessed voice signal and $n = 0, 1, \ldots, N - 1$, where $N$ is the duration of the signal. Suppose the frequency spectrum $S(k)$ of the $i$-th voice frame is calculated by short-time Fourier transform (STFT), $k$ refers to the $k$-th spectrum. Then the power spectrum filtered by a set of linearly-spaced triangular filters can be defined by

$$P_i(l) = \sum_{k=0}^{N-1} [S(k)]^2 F_i(k), \quad 0 \leq L < L, 0 < i < M,$$

where $L$ is the number of filters and $M$ is the number of frames in a voice sample. $F_i(k)$ is defined as

$$F_i(k) = \begin{cases} \frac{k - o(l)}{c(l) - o(l)} & o(l) \leq k \leq c(l), \\ \frac{h(l) - k}{h(l) - c(l)} & c(l) \leq k \leq h(l), \end{cases}$$

where $o(l)$, $c(l)$ and $h(l)$ are the lowest frequency, central frequency, and the highest frequency of $l$-th filter, respectively. The adjacent filters have $c(l) = h(l - 1) = o(l + 1)$.

Finally, the DCT is applied to the Log-power of the $L$ filters to calculate the LFCC of $s(n)$

$$LFCC_i(j) = \sqrt{\frac{1}{L} \sum_{l=0}^{L-1} \log[P_i(l)] \cos\left(\frac{\pi n(2l - 1)}{2L}\right)},$$

where $LFCC_i(j)$ is LFCC of $i$-th frame, and $j$ is the index of DCT coefficients.
Since most of the pitch shifting techniques do not fully model temporal characteristics of voice [22], the dynamic coefficients, such as the first and second derivatives, could be useful in identifying pitch-shifted voice. In this work, we take the first derivative into consideration and it could be given by

\[ \Delta LFCC_i = \sum_{n=1}^{N} n(LFCC_{i+n} - LFCC_{i-n}) \quad \frac{2\sum_{n=1}^{N} n^2}{N} \]  

(5)

\[ \Delta LFCC, \] is the first derivative coefficient of \( i \)-th frame, which computed in term of the static coefficients \( LFCC_{i+n} \) to \( LFCC_{i-n} \). A typical value for \( N \) is 2.

3.2. Proposed CNN Architecture

3.2.1. Network Topology. Convolution neural networks have shown remarkable performance in various classification tasks. It generally consists of an input layer, multiple hidden layers and an output layer. The hidden layers are crucial to the network performance, which typically are combination of different kinds of layers such as convolutional layers, pooling layers and full connected layers [9].

The proposed network architecture is shown in Figure 2. The input of the network is the \( \Delta LFCC \) matrix, and the output is a predict label, which indicates the suspected voice is pitch shifted or not. The entire network consists of three convolutional groups, a fully connected layer and a softmax layer. In the training stage, after extracting features of voice segments, the \( \Delta LFCC \) feature matrix is fed into the network. The network undergoes three convolutional groups which are stacked one after another. Next, the feature map of the last convolutional group is fed into the fully connected layer. All the weight values in the network will be updated via back propagation. The testing stage is mostly as same as the training stage. The \( \Delta LFCC \) feature matrix of the suspected voice is first extracted and undergoes the whole network. A softmax is used as the classifier at the end of network.
3.2.2. Convolutional Group. In our network, each convolutional group includes two convolutional layers and a pooling layer. The convolution layer consists of a set of linear convolutional filters which can generate local feature maps. Two-dimensional convolutional layer performs a convolution on the input feature map with a specific kernel size. Let $x_{l-1}^{i}$ be the input feature map of the $i$-th neuron at layer $l - 1$, output feature map is computed as

$$y_{j}^{l} = \sum_{i} \omega_{j}^{l} \cdot x_{l-1}^{i},$$  \hspace{1cm} (6)

where $y_{j}^{l}$ is the output map of the $j$-th neuron at layer $l$, and $\omega_{j}^{l}$ is the weight value between the $j$-th neuron at layer $l$ and the $i$-th neuron at the previous layer $l - 1$. All convolutional layers use the same kernel size and number of stride ($5 \times 5$ size, $1 \times 1$ stride). Since the ALFCC feature map is a two-dimensional matrix, the first convolutional layer in the first group has one input channel and 64 output channels, while the other convolutional layers have both input channels and output channels with number of 64. Nonlinear activation functions can enhance the mapping capacity of the model by introducing nonlinearity into the network.

Pooling layers are adopted after convolutional layers which can obtain more global information by combining the feature information extracted from the convolution layer. Max pooling is commonly used in the pooling layer. It is a downsampling operation, which chooses the maximum value within a local window is taken as the output

$$y_{j}^{l} = \max x_{l-1}^{i}, \hspace{1cm} x_{l-1}^{i} \in X,$$  \hspace{1cm} (7)

where $X$ is the pooling region in feature map. The region is defined by pool size and number of strides. Pooling layers reduce the number of parameters in the network significantly and have little effect on input feature map, thus decrease the computational cost and prevent over-fitting. All max-pooling layers use the same pool size and number of stride ($2 \times 2$ size, $2 \times 2$ stride).

3.2.3. Rest Part of Network. After three convolutional groups, the fully connected layer acts as a "classification" map in the network, which can do the high-level reasoning and learn distributed feature representation. Neurons in fully connected (FC) layer are connected to all activation functions in the previous layer. However, overly complex networks will reduce the generalization of the model. Dropout is a simple and effective regularization technique to prevent over-fitting [23]. Hence, in our network, we drop out half of input neurons in the FC layer.

Softmax can be considered as an effective multiple-output competitive whose output represents the likelihood of classification. Therefore, the dimension of its output represents the number of classes. Let $N$ be the number of classes, the probabilities of input data over $N$ different classes are predicted by the softmax function

$$p(z_{j}) = \frac{e^{z_{j}}}{\sum_{i=1}^{N} e^{z_{i}}}, \hspace{1cm} j = 1, \ldots, N,$$  \hspace{1cm} (8)

where $z_{j}$ is the output of the FC layer on each class. Finally, the predicted label depends on the largest probability $\max p$.

### Table 1: Architecture and parameters of the proposed network.

<table>
<thead>
<tr>
<th>No.</th>
<th>Layer</th>
<th>Kernel size/ neuron numbers</th>
<th>Strides</th>
<th>Input channels</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Convolutional 1</td>
<td>(5,5)</td>
<td>(1,1)</td>
<td>1</td>
<td>1664</td>
</tr>
<tr>
<td>2</td>
<td>Convolutional 2</td>
<td>(5,5)</td>
<td>(1,1)</td>
<td>64</td>
<td>102464</td>
</tr>
<tr>
<td>3</td>
<td>Pooling 1</td>
<td>(2,2)</td>
<td>(2,2)</td>
<td>64</td>
<td>—</td>
</tr>
<tr>
<td>4</td>
<td>Convolutional 3</td>
<td>(5,5)</td>
<td>(1,1)</td>
<td>64</td>
<td>102464</td>
</tr>
<tr>
<td>5</td>
<td>Convolutional 4</td>
<td>(5,5)</td>
<td>(1,1)</td>
<td>64</td>
<td>102464</td>
</tr>
<tr>
<td>6</td>
<td>Pooling 2</td>
<td>(2,2)</td>
<td>(2,2)</td>
<td>64</td>
<td>—</td>
</tr>
<tr>
<td>7</td>
<td>Convolutional 5</td>
<td>(5,5)</td>
<td>(1,1)</td>
<td>64</td>
<td>102464</td>
</tr>
<tr>
<td>8</td>
<td>Convolutional 6</td>
<td>(5,5)</td>
<td>(1,1)</td>
<td>64</td>
<td>102464</td>
</tr>
<tr>
<td>9</td>
<td>Pooling 3</td>
<td>(2,2)</td>
<td>(2,2)</td>
<td>64</td>
<td>—</td>
</tr>
<tr>
<td>10</td>
<td>Flatten</td>
<td>2496</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>11</td>
<td>Fully connected</td>
<td>4096</td>
<td>—</td>
<td>—</td>
<td>1.02 * 107</td>
</tr>
<tr>
<td>12</td>
<td>Softmax</td>
<td>$N^{1}$</td>
<td>—</td>
<td>—</td>
<td>4096 * $N$</td>
</tr>
</tbody>
</table>

$^1 N$ depends on specific the number of classes.
Figure 4: The training process of the proposed network.

Figure 5: Visualization of different feature maps by t-SNE. (a) The first derivative of LFCC. (b) Output feature map of the first Conv group in CNN. (b) Output feature map of the second Conv group in CNN. (c) Output feature map of the last Conv group in CNN.
In the testing stage, the first derivative of LFCC are first extracted and then fed into the trained CNN model. The probability given by softmax in Equation (8) reveals the voice is more likely to be the original one or shifted with which semitone.

### 4. Results and Discussion

#### 4.1. Experiment Setup.
In the experiments, the proposed algorithm is evaluated on TIMIT [19] and UME [24]. TIMIT consists of 6300 voice samples from 630 speakers with the average duration of 3 s. And it is turned into three different sub-datasets using Audition, GoldWave, and Audacity respectively, each of which contains sixteen shifting factors from \(\pm 1\) semitones to \(\pm 8\) semitones. Hence, there are totally 100800 voice samples in each sub-dataset of TIMIT. Similarly, UME consists of 4040 voice samples from 202 speakers with the average duration of 5 s. TIMIT and UME are turned into three sub-datasets respectively, each of which composed
The voice samples from both datasets are WAV, 16 KHz sampling rate, 16-bit quantization and mono. For each voice sample, a 20-dimensional LFCC feature map is extracted by setting the length of frame $\Delta L$ to 256 and the number of filters $L$ to 20 in Equation (2). In [6], LFCC with SVM classifier achieves great robustness detecting disguised voice in noisy environment. In our work, the GMM classifier of 64640 voice samples. In each sub-dataset, 60% of voice samples are selected randomly into training dataset, 20% sample into validation dataset and the remaining 20% sample into testing dataset. Speaker identity is not considered while splitting, and two datasets are from different speakers. Thus, the datasets are supposed to be speaker independent. Those voice samples with the shifting factor less than $\pm 4$ semitones are considered as weakly pitch-shifted, while others are strongly pitch-shifted. All the voice samples from both datasets are WAV, 16 KHz sampling rate, 16-bit quantization and mono.

For each voice sample, a 20-dimensional LFCC feature map is extracted by setting the length of frame $\Delta L$ to 256 and the number of filters $L$ to 20 in Equation (2). In [6], LFCC with SVM classifier achieves great robustness detecting disguised voice in noisy environment. In our work, the GMM classifier

![Detection rates of strongly pitch-shifted voice. (a-x) Voice pitch-shifted by Audition. (b-x) Voice pitch-shifted by GoldWave. (c-x) Voice pitch-shifted by Audacity; x represents subfigures in same column. (y-1) TIMIT for training and TIMIT for testing. (y-2) TIMIT for training and UME for testing. (y-3) UME for training and TIMIT for testing. (y-4) UME for training and UME for testing; y represents subfigures in same row.](image-url)
is used as a comparison, among which the number of GMM kernels is set to 256.

The detection rate is used to evaluate the performance of the proposed network. Let \( N_p \) be the number of pitch-shifted voice samples and \( N_o \) be the number of original voice samples. Assuming that \( N'_p \) and \( N'_o \) are the voice samples from pitch-shifted voices and original voices which are identified as pitch-shifted. The detection rate is defined as \( \frac{N'_p}{N_p} \). Meanwhile, a false alarm is the most serious of the voiceprint authentication system errors to some extent. Therefore, in addition to using the detection rate to assess the proposed algorithm, we also considered the False Alarm Rate (FAR) is the testing stage. The FAR is defined as \( \frac{N'_o}{N_o} \).

4.2. CNN Training. In this paper, TanH is utilized as activation function in the proposed network. We use Adam algorithm [25] with an initial learning rate of 0.0001 to accelerate the training. The proposed network is trained for 2000 iterations.

![Figure 7: Detection rates of weakly pitch-shifted voice. (a-x) Voice pitch-shifted by Audition. (b-x) Voice pitch-shifted by GoldWave. (c-x) Voice pitch-shifted by Audacity; x represents subfigures in same column. (y-1) TIMIT for training and TIMIT for testing; (y-2) TIMIT for training and UME for testing. (y-3) UME for training and TIMIT for testing. (y-4) UME for training and UME for testing; y represents subfigures in same row.](image_url)
with the batch size of 32. The training process is presented in Figure 4, which shows the proposed network is neither overfitting nor underfitting.

$t$-Distributed Stochastic Neighbor Embedding ($t$-SNE) is a dimensionality reduction method which tries to place the objects in a low-dimensional space so as to optimally preserve neighbourhood identity. And it is particularly suitable for the visualization of high-dimensional data [26] such as the output feature maps of convolutional layers.

We randomly choose 100 voice samples from each sub-dataset of TIMIT which shifted with shifting factors from ±1 semitones to ±4 semitones by Audition. Each sample is fed into the trained the network respectively, and the output feature maps of convolution layers are recorded. Figure 5 shows the visualization results of four feature maps using $t$-SNE. The process from Figures 5(a) to 5(d) demonstrates the proposed network can capture the difference between the original voice and voice pitch-shifted with different factors. In Figure 5(a), all voice samples are mixed together at first, which indicates that the characteristic represented by first derivative of LFCC is more related to voice itself rather than pitch-shifting factors. In Figure 5(d), samples from same class clustered well, which indicated that the trained network can achieve both binary and multiple classifications.

4.3. Strongly Pitch-Shifted. In this case, as a comparison to [6] and [8], we focus on the voice strongly shifted with factors from ±5 to ±8 semitones. Firstly, we try to identify whether the suspected voice is original or pitch-shifted one. All the pitch-shifted voice (shifted ±5 to ±8 semitones) are taken as negative samples in binary classification. In real forensic scenarios, the pitch-shifted voice can be recorded by variety of devices in different environments. Hence, cross-dataset experiments are necessary and important. The detection rates and FARs of this case are presented in Table 2.

It can be seen that, all the detection methods achieve a detection rate higher than 95% and FAR lower than 2%. The method in [6] performs best in binary classification, for it achieves the highest detection rate and lowest FAR in most cases. Although the proposed method does not perform as well as [6] and [8], the gaps in both detection rates and FARs are less than 1%. These minor differences may have little effect on the detection performance.

Compared with binary classification, multiple classification is more practical for real forensic application. In this case, we not only recognize whether the suspected voice is pitch-shifted, but also determine the specific shifting factor. The results are presented in Figure 6. First, as we can see from Figure 6, the detection rates of voice shifted with negative factors are higher than those with positive factors. The main reason for this phenomenon is that, downampling (raising the pitch) will amplify the spectrum which brings more noise, while upsampling compress the spectrum. Second, different pitch shifting software have an impact on detection performance. The proposed method remains generally steady while others fluctuate greatly. Finally, the detection rates drop obviously in the cross-dataset evaluation, especially for a few specific semitones are lower than 50% in [6] and [8]. And it can be seen that, the detection rates of proposed method remain higher than 60% in every case when crossing training set and testing set. Hence, for those strongly pitch-shifted voice, compared with exist methods, the proposed method achieves generally the same the performance in binary classification and show more generalization ability in multiple classification.

4.4. Weakly Pitch-Shifted. In this case, we focus on weakly pitch-shifted samples shifted from ±1 to ±4 semitones which are more challenging to detect. Like Section 4.2, the binary classification is evaluated first as using all the pitch-shifted voice as negative samples. The detection rates and FARs are shown in Table 3. Compared with those strongly pitch-shifted voice, performance of all detection methods dropped. However, unlike Table 2, the proposed method performs best in Table 3. It achieves the highest detection rate and lowest FAR in most cases. Though the performance drops a little in intra-dataset, the proposed method achieves a significant improvement in cross-dataset evaluation. The detection rates remain higher than 93% in every case while others drop lower than 88%. This phenomenon can be attributed to the factor that, both LFCC and MFCC mainly focus on the static features which are more related to the voice characteristic, while ΔLFCC captures dynamic features which are more related to the shifting trace.

Like the previous section, multiple classification is adopted after the binary evaluation. The result show in Figure 7 reveals the proposed method performance on weakly pitch-shifted voice form ±1 to ±4 semitones.

Generally, in Figure 7, as the same trend shown in Figure 6, raising the pitch is still difficult to detect compared with lowering the pitch. And it is noted that the fluctuation on detection rates when using different pitch shifting software is still unavoidable. The first row and the last row in Figure 7 indicate the intra-dataset results, the detection rates of proposed method are higher than 90% in most cases, while others are greatly affected by different pitch shifting software and even drop lower than 60%. The 2nd and 3rd rows show the cross-dataset results, especially for a few specific semitones, both [6] and [8] lower than 20%. Proposed methods remain a steady performance with the worst case of ~60% and ~80% for most cases.

Hence, both binary and multiple classifications show that the proposed algorithm achieves good performance and has strong robustness in detecting weakly pitch-shifted voice.

5. Conclusions

In this paper, an algorithm for pitch-shifted voice identification is proposed. A convolutional neural network architecture is designed and adopted as the classifier to detect the pitch-shifted voice while linear frequency cepstral coefficients are extracted as acoustic features. The algorithm is evaluated on two datasets and three audio editing software. Extensive results indicate that the proposed algorithm achieves much better detection rates and FARs in most cases, and the proposed network shows better generalization ability comparing to traditional classifier such as GMM. Next, network architecture which can replace handcrafted acoustic features is also one of the directions worth studying.
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