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Abstract. 
Increased mobility coupled with a possible reduction of cabling costs and deployment time makes wireless communication an attractive alternative for the industrial process monitoring and control. The major obstacles toward the utilization of wireless industrial networks are predominantly the timeliness and reliability requirements. In this paper, orienting to clustered industrial wireless sensor networks, we analyze the performance bounds of the convergecast scheduling, which is a typical many-to-one communication in wireless industrial networks. The analysis aims to the cluster-line and cluster-tree topologies. Each kind is future divided into three scenarios according to an application parameter, named data update rate. Firstly, we establish the lower bounds on the number of timeslots to finish the intracluster and the intercluster convergecast transmissions. Secondly, we establish the lower bounds on the number of channels based on the lower bounds on the number of timeslots and maximum available channels in a multichannel scenario. Lastly, we carry out the extensive analysis-taking packet retransmissions into consideration so as to meet the reliability requirement. Experiment results validate the correctness and tightness of our theory analysis.


1. Introduction
With the success of wireless technologies in consumer electronics, standard wireless technologies are envisioned for the deployment in industrial environments to improve the functionality and the efficiency, which boost the formation of the industrial wireless sensor networks (IWSNs) [1]. Recently, some international organizations are actively promoting the standardized process of IWSNs and have achieved several productions, such as WirelessHART [2] and Wireless network for industrial automation-process automation (WIA-PA) [3]. Convergecast is a typical many-to-one communication pattern in IWSNs. In convergecast, many or all nodes in the network send data to a sink node during a relatively short time period [4]. In these applications all packets generated in the network have to reach a sink node either for record or for computationally intensive analysis.
A guarantee on packet delivery and a bound on convergecast latency are highly desirable in mission critical applications. Guarantee on packet delivery ensures availability of accurate information about the sensing field. An optimal bound on convergecast latency leads to timely detection of the events. Furthermore, a known time bound on convergecast latency can help the sink node to schedule convergecast requests and related computations [4].
As concluded in [4], collisions present a major challenge in convergecast when contention-based MAC protocol like CSMA are employed. Collisions will result in loss of packets. The recovery methods, such as retransmissions method, will increase the latency. Therefore, the convergecast latency incurred by radio interference is far from the optimal [4]. Contention-free MAC protocols like TDMA can be used to eliminate collisions and obtain a bound on the time required to complete convergecast. Hence, we are interested in determining a TDMA schedule such that the entire convergecast can be completed in minimal number of timeslots and in minimal number of channels.
Choi et al. [5] proved that convergecast scheduling problem is NP-hard. Florens et al. [6] consider that the convergecast is the reverse operation of the broadcast scheduling. If node 
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 timeslots are required to complete convergecast in a tree network. Yu et al. [7] consider a network as a disc and proved that the upper bound on the number of timeslots is 
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 is the maximum node degree. Soldti [8, 9] consider the jointly time- and channel-optimal convergecast scheduling, and proved the lower bound on the number of timeslots and channels for convergecast transmission in mesh network. Shang et al. [10] considered how to collect data from sensors deployed in the Euclidean plane in a time-efficient way. Zhang et al. [11] focused on bursty convergecast and proposed a windowless block acknowledgement scheme to achieve reliable and real-time error control and contention control. Liu et al. [12] estimated the probabilistic path delay bounds in an agile manner and designed a delay-sensitive routing protocol.
In summary, there are three problems in previous researches. First, the network topology is ad hoc or mesh and the network deployment is plane or quadrate, which are not suitable for industrial applications. Second, the cyclic data feature is not taken into consideration. Third, previous research is based on one channel, which are inherently inefficient. To solve these three problems, a new result specific to clustered IWSNs, where in particular, cyclic data collection over the network is assumed. In addition, we consider data update rates (DURs) under various assumptions and derive corresponding time and channel performance. This work extends the results in [8], where only mesh topology is assumed and the DURs are not taken into consideration. It should be noted that most of industrial networks use hierarchical topology and faced to different applications with different data features. Therefore, when requirements are more stringent, the results in [8] may no longer be practical. In particular, this paper presents the following contributions.(i)For a cluster-line IWSN, we analyze and prove the performance limits for completing the convergecast transmission. We establish the lower bounds on the number of timeslots and channels based on three scenarios: all the data update rates (DURs) in a cluster are same, all the DURs in a cluster are different, and the DURs in a cluster are partly same.(ii)For a cluster-tree IWSN, the same problem as the first item is studied.
The rest of this paper is organized as follows. First, the system model and problem formulation of convergecast scheduling are described in Section 2. The analysis of the time- and channel-optimal convergecast scheduling for networks with cluster-line and cluster-tree topologies are studied in Sections 3 and 4, respectively. This paper is concluded in Section 5.
2. Problem Formulation
Time is equally divided into timeslots. A collection of timeslots repeating constitute one superframe. Our superframe structure extends the IEEE STD 802.15.4-2006 superframe [13], and divides the inactive period into intracluster communication period, intercluster communication period, and sleep period. The extended superframe structure is shown in Figure 1. The superframe length of the gateway device or a routing device can be configured and the basic superframe length 
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Figure 1: Superframe structure.


One field device initially generates at most one packet destined to the gateway device every DUR time during each convergecast. Packets are routed along 
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The time- and channel-optimal scheduling to complete convergecast with the objective to minimize both the number of timeslots and the number of channels can be informally formulated as [8].
Problem 1. Time-optimal convergecast scheduling:
							
	
 		
 			
				(
				1
				)
			
 		
	

	
		
			
				m
				i
				n
				i
				m
				i
				z
				e
				𝐿
			

			

				𝑠
			

			

				,
			

		
	

						s.t. 							
	
 		
 			
				(
				2
				)
			
 			
				(
				3
				)
			
 			
				(
				4
				)
			
 			
				(
				5
				)
			
 		
	

	
		
			

				
			

			
				(
				𝑖
				,
				𝑗
				)
				∈
				𝐼
				(
				𝑖
				)
			

			

				𝑥
			

			
				𝑖
				𝑗
				𝑡
			

			
				+
				
			

			
				(
				𝑖
				,
				𝑗
				)
				∈
				𝑂
				(
				𝑖
				)
			

			

				𝑥
			

			
				𝑖
				𝑗
				𝑡
			

			
				
				≤
				1
				,
				∀
				𝑖
				∈
				𝑉
				,
				∀
				𝑡
				∈
				0
				,
				𝐿
			

			

				𝑠
			

			
				
				,
				𝑝
			

			

				𝐿
			

			

				𝑠
			

			
				
				(
				G
				W
				)
				=
			

			
				𝑖
				,
				𝑗
			

			

				𝑔
			

			
				𝑖
				𝑗
			

			
				,
				𝑝
			

			

				𝑡
			

			
				(
				𝑖
				)
				=
				𝑝
			

			
				𝑡
				−
				1
			

			
				
				(
				𝑖
				)
				+
			

			
				(
				𝑖
				,
				𝑗
				)
				∈
				𝐼
				(
				𝑖
				)
			

			

				𝑥
			

			
				𝑖
				𝑗
				𝑡
			

			
				−
				
			

			
				(
				𝑖
				,
				𝑗
				)
				∈
				𝑂
				(
				𝑖
				)
			

			

				𝑥
			

			
				𝑖
				𝑗
				𝑡
			

			
				
				,
				∀
				𝑖
				∈
				𝑉
				,
				∀
				𝑡
				∈
				0
				,
				𝐿
			

			

				𝑠
			

			
				
				,
				𝑥
			

			
				𝑖
				𝑗
				𝑡
			

			
				∈
				{
				0
				,
				1
				}
				,
				∀
				(
				𝑖
				,
				𝑗
				)
				∈
				𝐸
			

			

				𝑟
			

			

				.
			

		
	

Objective (1) guarantees the minimization of the convergecast scheduling length. Constraint (2) is the half-duplex requirement, which restricts devices not to transmit and receive simultaneously. Constraint (3) guarantees that all packets generated by field devices have been sent to the gateway device. Constraint (4) is the memory status. And constraint (5) indicates the link status.
Problem 2. Time- and channel-optimal convergecast scheduling:
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3. Time- and Channel-Optimal Convergecast Scheduling for Cluster-Line Topology
Cluster-line topology that is shown in Figure 2 is instrumental for more general routings, and is the preferred topology in certain applications such as pipeline monitoring and unmanned offshore gas production [8]. Without loss of generality, the GateWay device (GW) is placed at the right end of the line, and 
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. The following content studies three scenarios: all the DURs in a cluster are same, all the DURs in a cluster are different, and the DURs in a cluster are partly same, which are briefly denoted as ADS, ADD, and PDS.


	
		
		
		
		
		
		
		
		
		
		
		
			
				
				
					
				
			
		
		
			
				
				
					
				
			
		
		
			
				
				
					
				
			
		
		
			
				
				
					
				
			
		
		
			
				
				
					
				
			
		
		
		
		
		
		
		
		
		
		
		
		
			
				
				
					
				
			
		
		
			
				
				
					
				
			
		
		
			
				
				
					
				
			
		
		
			
				
				
					
				
			
		
		
			
				
				
					
				
			
		
		
			
				
				
					
				
			
		
		
			
				
				
					
				
			
		
		
			
				
				
					
				
			
		
		
			
				
				
					
				
			
		
		
			
				
				
					
				
			
		
	




	
		
			
				
			
			
				
			
			
				
			
			
				
			
		
		
			
				
			
			
				
			
			
				
			
			
				
			
		
		
			
				
			
			
				
			
			
				
			
			
				
			
		
		
			
				
			
			
				
			
			
				
			
			
				
			
		
		
			
				
			
			
				
			
			
				
			
			
				
			
		
		
			
				
			
			
				
			
			
				
			
			
				
			
		
		
			
				
			
			
				
			
			
				
			
		
		
			
				
			
			
				
			
			
				
			
		
		
			
				
			
			
				
			
			
				
			
		
		
			
				
			
			
				
			
			
				
			
		
		
			
				
			
		
		
			
				
			
			
				
			
			
				
			
		
	
	
		
			
				
			
			
				
			
			
				
			
			
				
			
		
		
			
				
			
			
				
			
			
				
			
			
				
			
		
		
			
				
			
			
				
			
			
				
			
			
				
			
		
	
	
		
			
				
			
			
				
			
			
				
			
		
	
	
		
			
				
				
			
		
	

Figure 2: Cluster-line network topology.


3.1. Scenario I: ADS
Each field device in this cluster initially generates one packet at the begin of each superframe cycle. Considering the single-packet memory, the generated data must be sent out before the end of each superframe. Otherwise, the old data will be overlapped by newly generated data.
3.1.1. Performance Limits on Intracluster Convergecast Scheduling
A routing devices manages one intracluster convergecast scheduling, and assigns timeslots and channels for communications between it and field devices. Because of the half-duplex radio transceiver, the length of intracluster convergecast scheduling should not be less than the number of field devices. For network scalability, we assume that the intracluster communication periods of all clusters are equal, which is defined as 
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. Each field device is assigned one timeslot during the intracluster communication period.
The intracluster convergecast scheduling is simple and intuitive. In one cluster, different field devices using different timeslots, while using one channel can eliminate collisions completely. We only need to consider the interference among clusters. Neighboring clusters using different channels can avoid collisions, which will be an extension in our future work.
3.1.2. Performance Limits on Intercluster Convergecast Scheduling
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Theorem 1.  If all the data update rates of field devices in a cluster are same, that is 
	
		
			

				𝐶
			

			
				1
				𝑖
				1
			

			
				=
				𝐶
			

			
				1
				𝑖
				2
			

			
				=
				⋯
				=
				𝐶
			

			
				1
				𝑖
				𝑓
			

			
				1
				𝑖
			

		
	
 and 
	
		
			
				𝑖
				=
				1
				,
				2
				…
				𝑁
			

		
	
, the lower bound on the number of timeslots used for the intercluster convergecast in a cluster-line routing network is 
	
		
			

				𝐿
			

			

				𝑠
			

			
				∑
				=
				2
			

			
				𝑁
				𝑖
				=
				2
			

			

				𝑓
			

			
				1
				𝑖
			

			
				+
				𝑓
			

			
				1
				1
			

		
	
.
Proof. At the beginning of each intercluster communication period, if 
	
		
			

				𝐶
			

			
				1
				𝑖
				1
			

			
				=
				𝐶
			

			
				1
				𝑖
				2
			

			
				=
				⋯
				=
				𝐶
			

			
				1
				𝑖
				𝑓
			

			
				1
				𝑖
			

		
	
 (
	
		
			
				𝑖
				=
				1
				,
				2
				…
				𝑁
			

		
	
), the number of packets in 
	
		
			

				𝑅
			

			
				1
				𝑖
			

		
	
 satisfies 
	
		
			

				𝑔
			

			
				1
				𝑖
			

			
				=
				𝑓
			

			
				1
				𝑖
			

		
	
. In Figure 2, 
	
		
			

				𝑅
			

			
				1
				1
			

		
	
 is responsible for receiving and forwarding packets from 
	
		
			

				𝑅
			

			
				1
				2
			

			
				∼
				𝑅
			

			
				1
				𝑁
			

		
	
 to 
	
		
			
				G
				W
			

		
	
; 
	
		
			

				𝑅
			

			
				1
				1
			

		
	
 is also responsible for forwarding 
	
		
			

				𝑔
			

			
				1
				1
			

		
	
 packets in its cluster to 
	
		
			
				G
				W
			

		
	
. Due to the half-duplex constraint, 
	
		
			

				𝑅
			

			
				1
				1
			

		
	
 needs 
	
		
			
				2
				∑
			

			
				𝑁
				𝑖
				=
				2
			

			

				𝑔
			

			
				1
				𝑖
			

			
				+
				𝑔
			

			
				1
				1
			

		
	
 timeslots. Reminded that 
	
		
			

				𝑔
			

			
				1
				𝑖
			

			
				=
				𝑓
			

			
				1
				𝑖
			

		
	
, then 
	
		
			

				𝑅
			

			
				1
				1
			

		
	
 needs 
	
		
			
				2
				∑
			

			
				𝑁
				𝑖
				=
				2
			

			

				𝑓
			

			
				1
				𝑖
			

			
				+
				𝑓
			

			
				1
				1
			

		
	
 timeslots to forward all packets to 
	
		
			
				G
				W
			

		
	
. Therefore, the lower bound on the number of timeslots used for the intercluster convergecast in a cluster-line network is 
	
		
			

				𝐿
			

			

				𝑠
			

			
				∑
				=
				2
			

			
				𝑁
				𝑖
				=
				2
			

			

				𝑓
			

			
				1
				𝑖
			

			
				+
				𝑓
			

			
				1
				1
			

		
	
.
Theorem 2.  Given any scheduling algorithm 
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				∈
				[
				1
				,
				𝐿
			

			

				𝑠
			

			

				]
			

		
	
). In order to complete convergecast in 
	
		
			

				𝐿
			

			

				𝑠
			

		
	
 timeslots, the following conditions should be satisfied.(i) When 
	
		
			
				𝑡
				=
				𝐿
			

			

				𝑠
			

		
	
, there should be only one packet in the network and 
	
		
			

				𝑅
			

			
				1
				1
			

		
	
 forwards it to 
	
		
			
				G
				W
			

		
	
. That is, only one device could be scheduled to transmitted if 
	
		
			
				𝑡
				=
				𝐿
			

			

				𝑠
			

		
	
.(ii) When 
	
		
			
				𝑡
				=
				𝐿
			

			

				𝑠
			

			
				−
				1
			

		
	
, there exist two situations. First, 
	
		
			

				𝑅
			

			
				1
				2
			

		
	
 sends its last packet to 
	
		
			

				𝑅
			

			
				1
				1
			

		
	
 in the timeslot 
	
		
			

				𝑡
			

		
	
; and 
	
		
			

				𝑅
			

			
				1
				1
			

		
	
 forwards this packet to 
	
		
			
				G
				W
			

		
	
 in timeslot 
	
		
			

				𝐿
			

			

				𝑠
			

		
	
. Second, there exist only two packets in 
	
		
			

				𝑅
			

			
				1
				1
			

		
	
; and 
	
		
			

				𝑅
			

			
				1
				1
			

		
	
 sends these two packets to 
	
		
			
				G
				W
			

		
	
, respectively, in timelsot 
	
		
			

				𝐿
			

			

				𝑠
			

			
				−
				1
			

		
	
 and 
	
		
			

				𝐿
			

			

				𝑠
			

		
	
. In all, only one device could be scheduled to transmitted if 
	
		
			
				𝑡
				=
				𝐿
			

			

				𝑠
			

			
				−
				1
			

		
	
.(iii) Deduced as so forth, the maximum number of devices allowed to transmit in timeslot 
	
		
			

				𝑡
			

		
	
 is 
	
		
			
				⌈
				(
				𝐿
			

			

				𝑠
			

			
				−
				𝑡
				+
				1
				)
				/
				2
				⌉
			

		
	
.Since 
	
		
			
				⌈
				(
				𝐿
			

			

				𝑠
			

			
				−
				𝑡
				+
				1
				)
				/
				2
				⌉
				≥
				𝐶
			

			

				𝑠
			

		
	
, when 
	
		
			
				𝑡
				∈
				[
				1
				,
				𝐿
			

			

				𝑠
			

			
				−
				2
				(
				𝐶
			

			

				𝑠
			

			
				−
				1
				)
				]
			

		
	
 and the upper bound on the number of channels is 
	
		
			

				𝐶
			

			

				𝑠
			

		
	
, we can obtain the following conclusion as in [8]:
											
	
 		
 			
				(
				9
				)
			
 		
	

	
		
			
				⎧
				⎪
				⎨
				⎪
				⎩
				𝐶
				P
				T
				m
				a
				x
				(
				𝑡
				)
				=
			

			

				𝑠
			

			
				
				,
				𝑡
				∈
				1
				,
				𝐿
			

			

				𝑠
			

			
				
				𝐶
				−
				2
			

			

				𝑠
			

			
				
				𝐿
				−
				1
				
				
			

			

				𝑠
			

			
				−
				𝑡
				+
				1
			

			
				
			
			
				2
				
				
				𝐿
				,
				𝑡
				∈
			

			

				𝑠
			

			
				
				𝐶
				−
				2
			

			

				𝑠
			

			
				
				−
				1
				+
				1
				,
				𝐿
			

			

				𝑠
			

			
				
				.
			

		
	
By (9), the maximum number of transmissions that can be scheduled in 
	
		
			

				𝐿
			

			

				𝑠
			

		
	
 using 
	
		
			

				𝐶
			

			

				𝑠
			

		
	
 channels is
											
	
 		
 			
				(
				1
				0
				)
			
 		
	

	
		
			

				𝐿
			

			

				𝑠
			

			

				
			

			
				𝑡
				=
				1
			

			
				P
				T
				m
				a
				x
				(
				𝑡
				)
				=
			

			

				𝐿
			

			

				𝑠
			

			
				−
				2
				(
				𝐶
			

			

				𝑠
			

			
				−
				1
				)
			

			

				
			

			
				𝑡
				=
				1
			

			

				𝐶
			

			

				𝑠
			

			

				+
			

			

				𝐿
			

			

				𝑠
			

			

				
			

			
				𝑡
				=
				𝐿
			

			

				𝑠
			

			
				−
				2
				(
				𝐶
			

			

				𝑠
			

			
				−
				1
				)
				+
				1
			

			
				
				𝐿
			

			

				𝑠
			

			
				−
				𝑡
				+
				1
			

			
				
			
			
				2
				
				=
				−
				𝐶
			

			

				𝑠
			

			

				2
			

			
				+
				𝐶
			

			

				𝑠
			

			
				
				𝐿
			

			

				𝑠
			

			
				
				.
				+
				1
			

		
	
For intercluster convergecast, only routing devices and 
	
		
			
				G
				W
			

		
	
 along the line routing transmit packets. Thus, the number of transmissions for completing convergecast is at least 
	
		
			

				∑
			

			
				𝑁
				𝑖
				=
				1
			

			
				𝑖
				𝑓
			

			
				1
				𝑖
			

		
	
. Combined with (10), the number of transmissions satisfy the following inequality:
											
	
 		
 			
				(
				1
				1
				)
			
 		
	

	
		
			
				−
				𝐶
			

			

				𝑠
			

			

				2
			

			
				+
				𝐶
			

			

				𝑠
			

			
				
				𝐿
			

			

				𝑠
			

			
				
				≥
				+
				1
			

			

				𝑁
			

			

				
			

			
				𝑖
				=
				1
			

			
				𝑖
				𝑓
			

			
				1
				𝑖
			

			

				.
			

		
	
Replacing 
	
		
			

				𝐿
			

			

				𝑠
			

		
	
 with 
	
		
			
				2
				∑
			

			
				𝑁
				𝑖
				=
				2
			

			

				𝑓
			

			
				1
				𝑖
			

			
				+
				𝑓
			

			
				1
				1
			

		
	
, the lower bound on the number of channels used to complete convergecast in 
	
		
			
				2
				∑
			

			
				𝑁
				𝑖
				=
				2
			

			

				𝑓
			

			
				1
				𝑖
			

			
				+
				𝑓
			

			
				1
				1
			

		
	
 timeslots is
											
	
 		
 			
				(
				1
				2
				)
			
 		
	

	
		
			
				⎡
				⎢
				⎢
				⎢
				2
				∑
			

			
				𝑁
				𝑖
				=
				2
			

			

				𝑓
			

			
				1
				𝑖
			

			
				+
				𝑓
			

			
				1
				1
			

			
				+
				1
			

			
				
			
			
				2
				−
				
				
				
				⎷
			

			
				
			
			
				
				2
				∑
			

			
				𝑁
				𝑖
				=
				2
			

			

				𝑓
			

			
				1
				𝑖
			

			
				+
				𝑓
			

			
				1
				1
			

			
				+
				1
			

			
				
			
			
				2
				
			

			

				2
			

			

				−
			

			

				𝑁
			

			

				
			

			
				𝑖
				=
				1
			

			
				𝑖
				𝑓
			

			
				1
				𝑖
			

			
				⎤
				⎥
				⎥
				⎥
				.
			

		
	

From Theorems 1 and 2, we can discover that the results deduced in [8, 9] is special cases of our work when all the data update rates of field devices in a cluster are same.
3.2. Scenario II: ADD
If all the DURs of field devices in a cluster with 
	
		
			

				𝑅
			

			
				1
				𝑖
			

		
	
 (
	
		
			
				𝑖
				∈
				[
				1
				,
				𝑁
				]
			

		
	
) being cluster head are different, is satisfied the following. 								
	
 		
 			
				(
				1
				3
				)
			
 		
	

	
		
			

				𝐶
			

			
				1
				𝑖
				𝑗
			

			
				≠
				𝐶
			

			
				1
				𝑖
				𝑘
			

			
				
				,
				∀
				𝑗
				,
				𝑘
				∈
				1
				,
				𝑓
			

			
				1
				𝑖
			

			
				
				[
				]
				.
				,
				𝑗
				≠
				𝑘
				,
				𝑖
				∈
				1
				,
				𝑁
			

		
	

3.2.1. Performance Limits on Intracluster Convergecast Scheduling
Field devices with different DURs can realize the timeslot multiplex. For example, if the superframe cycle is 1 and the DURs of two field device 
	
		
			

				𝑅
			

			
				1
				1
				𝑖
			

		
	
 and 
	
		
			

				𝑅
			

			
				1
				1
				𝑗
			

		
	
 (
	
		
			
				𝑖
				≠
				𝑗
			

		
	
) are 2 and 4, respectively, then the timeslot of 
	
		
			

				𝑅
			

			
				1
				1
				𝑗
			

		
	
 can be occupied by 
	
		
			

				𝑅
			

			
				1
				1
				𝑖
			

		
	
 when 
	
		
			

				𝑅
			

			
				1
				1
				𝑗
			

		
	
 has no data to be transmitted.
Theorem 3.  Given a cluster with more than one field device, if all the data update rates of field devices are different, that is 
	
		
			

				𝐶
			

			
				1
				𝑖
				𝑗
			

			
				≠
				𝐶
			

			
				1
				𝑖
				𝑘
			

		
	
, for all 
	
		
			

				𝑗
			

		
	
, 
	
		
			
				𝑘
				∈
				[
				1
				,
				𝑓
			

			
				1
				𝑖
			

			

				]
			

		
	
, 
	
		
			
				𝑗
				≠
				𝑘
				&
				𝑖
				∈
				[
				1
				,
				𝑁
				]
			

		
	
, the lower bound on the number of timeslots used for the intracluster convergecast in a cluster-line routing network is 2.
Proof. Obviously, for a cluster with only one field device, the intracluster convergecast can be completed by using only one timeslot. We consider the cluster with more than one field device below. For a cluster with 
	
		
			

				𝑅
			

			
				1
				𝑖
			

		
	
 (
	
		
			
				𝑖
				∈
				[
				1
				,
				𝑁
				]
			

		
	
) being cluster head, the number of field devices is 
	
		
			

				𝑓
			

			
				1
				𝑖
			

		
	
 (
	
		
			

				𝑓
			

			
				1
				𝑖
			

			
				≥
				2
			

		
	
) and DUR of the 
	
		
			

				𝑗
			

		
	
th field device is 
	
		
			

				𝐶
			

			
				1
				𝑖
				𝑗
			

		
	
 (
	
		
			
				𝑗
				∈
				[
				1
				,
				𝑓
			

			
				1
				𝑖
			

			

				]
			

		
	
). We assume that the DUR of a field device is 
	
		
			

				2
			

			

				𝑛
			

		
	
, where 
	
		
			

				𝑛
			

		
	
 is a natural number. Without loss of generality, we suppose that 
	
		
			

				𝐶
			

			
				1
				𝑖
				1
			

			
				<
				𝐶
			

			
				1
				𝑖
				2
			

			
				…
				<
				𝐶
			

			
				1
				𝑖
				𝑓
			

			
				1
				𝑖
			

			
				=
				2
			

			

				Θ
			

		
	
 (
	
		
			

				Θ
			

		
	
 is a natural number).Denoted that the superframe length of 
	
		
			

				𝑅
			

			
				1
				𝑖
			

		
	
 is 
	
		
			
				
			
			

				𝑆
			

			

				𝑓
			

			
				×
				𝐶
			

			
				1
				𝑖
				1
			

		
	
. 
	
		
			
				
			
			

				𝑆
			

			

				𝑓
			

		
	
 denotes the basis superframe length. 
	
		
			

				𝐹
			

			
				1
				𝑖
				𝑗
			

		
	
 that has the minimal DUR needs one timeslot per superframe cycle to transmit its packet. Other field devices cannot occupy its timeslot and only one timeslot can not finish the intracluster convergecast.During 
	
		
			

				𝐶
			

			
				1
				𝑖
				𝑓
			

			
				1
				𝑖
			

			
				/
				𝐶
			

			
				1
				𝑖
				1
			

		
	
 superframe cycles, the first timeslot in every intracluster communication period is allocated to 
	
		
			

				𝐹
			

			
				1
				𝑖
				1
			

		
	
 and is denoted as 
	
		
			
				𝑇
				𝐶
			

			
				1
				𝑖
				1
			

			
				+
				𝑘
			

			

				1
			

			
				(
				𝐶
			

			
				1
				𝑖
				1
			

			

				×
			

			
				
			
			

				𝑆
			

			

				𝑓
			

			

				)
			

		
	
, where  
	
		
			
				𝑇
				𝐶
			

			
				1
				𝑖
				1
			

		
	
 is the index of the timeslot during the first superframe cycle and 
	
		
			

				𝑘
			

			

				1
			

			
				=
				0
				,
				1
				,
				…
				(
				𝐶
			

			
				1
				𝑖
				𝑓
			

			
				1
				𝑖
			

			
				/
				𝐶
			

			
				1
				𝑖
				1
			

			
				−
				1
				)
			

		
	
.For 
	
		
			

				𝐹
			

			
				1
				𝑖
				2
			

		
	
, the available timeslot is the second timeslot in each intracluster communication period. We choose one timeslot numbered as 2 in the intracluster communication period from the first 
	
		
			

				𝐶
			

			
				1
				𝑖
				2
			

			
				/
				𝐶
			

			
				1
				𝑖
				1
			

		
	
 superframe cycles and denoted as 
	
		
			
				𝑇
				𝐶
			

			
				1
				𝑖
				2
			

		
	
, which is to guarantee the packet in 
	
		
			

				𝐹
			

			
				1
				𝑖
				2
			

		
	
 can be sent out before DUR. Since 
	
		
			

				𝐹
			

			
				1
				𝑖
				2
			

		
	
 updates its data every 
	
		
			
				
			
			

				𝑆
			

			

				𝑓
			

			
				×
				(
				𝐶
			

			
				1
				𝑖
				2
			

			
				/
				𝐶
			

			
				1
				𝑖
				1
			

			

				)
			

		
	
 timeslots, 
	
		
			

				𝐹
			

			
				1
				𝑖
				2
			

		
	
 will occupied the timeslot indexed by 
	
		
			
				𝑇
				𝐶
			

			
				1
				𝑖
				2
			

			
				+
				𝑘
			

			

				2
			

			
				(
				𝐶
			

			
				1
				𝑖
				2
			

			

				×
			

			
				
			
			

				𝑆
			

			

				𝑓
			

			
				/
				𝐶
			

			
				1
				𝑖
				1
			

			

				)
			

		
	
 during 
	
		
			

				𝐶
			

			
				1
				𝑖
				𝑓
			

			
				1
				𝑖
			

			
				/
				𝐶
			

			
				1
				𝑖
				1
			

		
	
 superframe cycles, where 
	
		
			

				𝑘
			

			

				2
			

			
				=
				0
				,
				1
				,
				…
				(
				𝐶
			

			
				1
				𝑖
				𝑓
			

			
				1
				𝑖
			

			
				/
				𝐶
			

			
				1
				𝑖
				2
			

			
				−
				1
				)
			

		
	
. During 
	
		
			

				𝐶
			

			
				1
				𝑖
				𝑓
			

			
				1
				𝑖
			

			
				/
				𝐶
			

			
				1
				𝑖
				1
			

		
	
 superframe cycles, the occupied number of timeslots number as 2 in the intracluster communication period is 
	
		
			

				𝐶
			

			
				1
				𝑖
				𝑓
			

			
				1
				𝑖
			

			
				/
				(
				𝐶
			

			
				1
				𝑖
				1
			

			
				×
				𝐶
			

			
				1
				𝑖
				2
			

			

				)
			

		
	
 and the remainder number of the second timeslots in the intracluster communication period is 
	
		
			
				(
				𝐶
			

			
				1
				𝑖
				𝑓
			

			
				1
				𝑖
			

			
				/
				𝐶
			

			
				1
				𝑖
				2
			

			
				)
				×
				(
				𝐶
			

			
				1
				𝑖
				2
			

			
				/
				𝐶
			

			
				1
				𝑖
				1
			

			
				−
				1
				)
			

		
	
.The timeslot assignment for the rest field devices can be done in the same manner as 
	
		
			

				𝐹
			

			
				1
				𝑖
				2
			

		
	
. In all, the available timeslot for 
	
		
			

				𝐹
			

			
				1
				𝑖
				𝑗
			

		
	
 (
	
		
			
				𝑗
				∈
				[
				1
				,
				𝑓
			

			
				1
				𝑖
			

			

				]
			

		
	
) is the second free timeslot in the intracluster communication period during the first 
	
		
			

				𝐶
			

			
				1
				𝑖
				𝑗
			

			
				/
				𝐶
			

			
				1
				𝑖
				1
			

		
	
 superframe cycles and occupied number is 
	
		
			

				𝐶
			

			
				1
				𝑖
				𝑓
			

			
				1
				𝑖
			

			
				/
				𝐶
			

			
				1
				𝑖
				𝑗
			

		
	
 during 
	
		
			

				𝐶
			

			
				1
				𝑖
				𝑓
			

			
				1
				𝑖
			

			
				/
				𝐶
			

			
				1
				𝑖
				1
			

		
	
 superframe cycles.For the last field device 
	
		
			

				𝐹
			

			
				1
				𝑁
				𝑓
			

			
				1
				𝑁
			

		
	
, the number of idle timeslot numbered as 2 in the intracluster communication period during 
	
		
			

				𝐶
			

			
				1
				𝑖
				𝑓
			

			
				1
				𝑖
			

			
				/
				𝐶
			

			
				1
				𝑖
				1
			

		
	
 superframe cycles is:
											
	
 		
 			
				(
				1
				4
				)
			
 		
	

	
		
			

				𝐶
			

			
				1
				𝑖
				𝑓
			

			
				1
				𝑖
			

			
				
			
			

				𝐶
			

			
				1
				𝑖
				1
			

			
				−
				𝐶
			

			
				1
				𝑖
				𝑓
			

			
				1
				𝑖
			

			
				
			
			

				𝐶
			

			
				1
				𝑖
				2
			

			
				−
				𝐶
			

			
				1
				𝑖
				𝑓
			

			
				1
				𝑖
			

			
				
			
			

				𝐶
			

			
				1
				𝑖
				3
			

			
				−
				⋯
				𝐶
			

			
				1
				𝑖
				𝑓
			

			
				1
				𝑖
			

			
				/
				𝐶
			

			
				1
				𝑖
				(
				𝑓
			

			
				1
				𝑖
			

			
				−
				1
				)
			

			
				≥
				2
			

			

				Θ
			

			
				−
				2
			

			

				Θ
			

			
				/
				2
				−
				2
			

			

				Θ
			

			
				/
				4
				−
				⋯
				2
			

			

				Θ
			

			
				/
				2
			

			
				(
				Θ
				−
				1
				)
			

			
				=
				2
				,
			

		
	

										which illustrates that the number of free timeslot number as 2 in the intracluster communication period during 
	
		
			

				𝐶
			

			
				1
				𝑖
				𝑓
			

			
				1
				𝑖
			

			
				/
				𝐶
			

			
				1
				𝑖
				1
			

		
	
 superframe cycles is enough for all field devices completing their intracluster convergecast.
3.2.2. Performance Limits on Intercluster Convergecast Scheduling
The following Corollaries 4 and 5 can be deduced from Theorems 1 and 2.
Corollary 4.  If all the data update rates of field devices in a cluster are different, that is 
	
		
			

				𝐶
			

			
				1
				𝑖
				𝑗
			

			
				≠
				𝐶
			

			
				1
				𝑖
				𝑘
			

		
	
, for all 
	
		
			
				𝑗
				,
				𝑘
				∈
				[
				1
				,
				𝑓
			

			
				1
				𝑖
			

			

				]
			

		
	
, 
	
		
			
				𝑗
				≠
				𝑘
				&
				𝑖
				∈
				[
				1
				,
				𝑁
				]
			

		
	
, the lower bound on the number of timeslots used for the intercluster convergecast in a cluster-line routing network is 
	
		
			
				4
				𝑁
				−
				2
			

		
	
, where 
	
		
			

				𝑁
			

		
	
 is the number of routing devices in a network.
Proof. Let 
	
		
			

				𝑔
			

			
				1
				𝑖
			

		
	
 be the number of packets in 
	
		
			

				𝑅
			

			
				1
				𝑖
			

		
	
 (
	
		
			
				𝑖
				∈
				[
				1
				,
				𝑁
				]
			

		
	
) at the beginning of each superframe cycle. The proving approach is similar to Theorem 1. The only difference is that the lower bound of 
	
		
			

				𝑔
			

			
				1
				𝑖
			

		
	
 is 2 because of Theorem 3. 
	
		
			

				𝑅
			

			
				1
				1
			

		
	
 needs 
	
		
			
				2
				∑
			

			
				𝑁
				𝑖
				=
				2
			

			

				𝑔
			

			
				1
				𝑖
			

		
	
 timeslots for forwarding packets from 
	
		
			

				𝑅
			

			
				1
				2
			

			
				∼
				𝑅
			

			
				1
				𝑁
			

		
	
 and needs 
	
		
			

				𝑔
			

			
				1
				1
			

		
	
 timeslots for forwarding own packets to 
	
		
			
				G
				W
			

		
	
. In all, the lower bound on the number of timeslots used for intercluster convergecast scheduling is the sum of these two parts, which can be formulated as 
	
		
			

				𝐿
			

			

				𝑠
			

			
				∑
				=
				2
			

			
				𝑁
				𝑖
				=
				2
			

			

				𝑔
			

			
				1
				𝑖
			

			
				+
				𝑔
			

			
				1
				1
			

			
				=
				2
				×
				2
				(
				𝑁
				−
				1
				)
				+
				2
				=
				4
				𝑁
				−
				2
			

		
	
.
Corollary 5.  Given any scheduling algorithm 
	
		
			

				𝑆
			

		
	
 that can complete intercluster convergecast in 
	
		
			
				4
				𝑁
				−
				2
			

		
	
 timeslots in a cluster-line network, the lower bound on the number of channels used in 
	
		
			

				𝑆
			

		
	
 is 
	
		
			
				√
				⌈
				(
				(
				4
				𝑁
				−
				1
				)
				/
				2
				)
				+
			

			
				
			
			
				(
				1
				2
				𝑁
			

			

				2
			

			
				−
				1
				2
				𝑁
				+
				1
				)
				/
				4
				⌉
			

		
	
, where 
	
		
			

				𝑁
			

		
	
 is the number of routing devices in a network.
Proof. The proving approach is similar to Theorem 2. The only difference is to replace 
	
		
			

				𝐿
			

			

				𝑠
			

			
				∑
				=
				2
			

			
				𝑁
				𝑖
				=
				2
			

			

				𝑓
			

			
				1
				𝑖
			

			
				+
				𝑓
			

			
				1
				1
			

		
	
 in Theorem 2 with 
	
		
			

				𝐿
			

			

				𝑠
			

			
				=
				4
				𝑁
				−
				2
			

		
	
. Then, the lower bound on the number of channels satisfy the following inequality:
											
	
 		
 			
				(
				1
				5
				)
			
 		
	

	
		
			

				𝐶
			

			

				𝑠
			

			
				≥
				⎡
				⎢
				⎢
				⎢
				(
				4
				𝑁
				−
				2
				)
				+
				1
			

			
				
			
			
				2
				−
				
				
				
				⎷
			

			
				
			
			
				
				(
				4
				𝑁
				−
				2
				)
				+
				1
			

			
				
			
			
				2
				
			

			

				2
			

			

				−
			

			

				𝑁
			

			

				
			

			
				𝑖
				=
				1
			

			
				⎤
				⎥
				⎥
				⎥
				.
				(
				2
				𝑖
				)
			

		
	

3.3. Scenario III: PDS
If the DURs of field devices in a cluster with 
	
		
			

				𝑅
			

			
				1
				𝑖
			

		
	
 (
	
		
			
				𝑖
				∈
				[
				1
				,
				𝑁
				]
			

		
	
) being cluster head are partly same, the following is satisfied:
								
	
 		
 			
				(
				1
				6
				)
			
 		
	

	
		
			

				𝐶
			

			
				1
				𝑖
				𝑗
			

			
				=
				𝐶
			

			
				1
				𝑖
				𝑘
			

			
				
				,
				∃
				𝑗
				,
				𝑘
				∈
				1
				,
				𝑓
			

			
				1
				𝑖
			

			
				
				[
				]
				.
				,
				𝑗
				≠
				𝑘
				,
				𝑖
				∈
				1
				,
				𝑁
			

		
	

3.3.1. Performance Limits on Intracluster Convergecast Scheduling
In this scenario, field devices with different DURs can also realize the timeslot multiplex.
Theorem 6.  Given a cluster with more than one field device and the data update rates of field devices in a cluster with 
	
		
			

				𝑅
			

			
				1
				𝑖
			

		
	
 being cluster head are partly same, that is 
	
		
			

				𝐶
			

			
				1
				𝑖
				𝑗
			

			
				=
				𝐶
			

			
				1
				𝑖
				𝑘
			

		
	
, 
	
		
			
				∃
				𝑗
				,
				𝑘
				∈
				[
				1
				,
				𝑓
			

			
				1
				𝑖
			

			

				]
			

		
	
, 
	
		
			
				𝑗
				≠
				𝑘
			

		
	
, 
	
		
			
				𝑖
				∈
				[
				1
				,
				𝑁
				]
			

		
	
, the lower bound on the number of timeslots used for the intracluster convergecast in a cluster-line network is 
	
		
			

				∑
			

			

				𝑄
			

			
				1
				𝑖
			

			
				𝑗
				=
				1
			

			

				𝑦
			

			
				1
				𝑖
				𝑗
			

		
	
. 
	
		
			

				𝑁
			

			
				1
				𝑖
				𝑗
			

		
	
 is the number of field devices with DUR being 
	
		
			

				𝐶
			

			
				1
				𝑖
				𝑗
			

		
	
 and satisfies 
	
		
			

				∑
			

			

				𝑄
			

			
				1
				𝑖
			

			
				𝑗
				=
				1
			

			

				𝑁
			

			
				1
				𝑖
				𝑗
			

			
				=
				𝑓
			

			
				1
				𝑖
			

		
	
 (
	
		
			

				𝑄
			

			
				1
				𝑖
			

			
				≤
				𝑓
			

			
				1
				𝑖
			

		
	
); 
	
		
			

				𝑄
			

			
				1
				𝑖
			

		
	
 is the number of DUR kinds in this cluster; 
	
		
			

				𝑦
			

			
				1
				𝑖
				𝑗
			

		
	
 satisfies:

	
 		
 			
				(
				1
				7
				)
			
 		
	

	
		
			

				𝑦
			

			
				1
				𝑖
				1
			

			
				=
				
				𝑁
			

			
				1
				𝑖
				1
			

			
				×
				𝐶
			

			
				1
				𝑖
				1
			

			
				
			
			

				𝐶
			

			
				1
				𝑖
				1
			

			
				
				=
				⌈
				𝑁
			

			
				1
				𝑖
				1
			

			
				𝑦
				⌉
				;
			

			
				1
				𝑖
				2
			

			
				=
				
				𝑁
			

			
				1
				𝑖
				2
			

			
				×
				𝐶
			

			
				1
				𝑖
				1
			

			
				
			
			

				𝐶
			

			
				1
				𝑖
				2
			

			
				
				;
				𝑦
			

			
				1
				𝑖
				𝑘
			

			
				=
				⎧
				⎪
				⎪
				⎨
				⎪
				⎪
				⎩
				𝐶
				0
				,
			

			
				1
				𝑖
				1
			

			
				
				𝑁
			

			
				1
				𝑖
				(
				𝑘
				−
				1
				)
			

			

				𝐶
			

			
				1
				𝑖
				𝑘
			

			
				+
				𝑁
			

			
				1
				𝑖
				𝑘
			

			

				𝐶
			

			
				1
				𝑖
				(
				𝑘
				−
				1
				)
			

			

				
			

			
				
			
			

				𝐶
			

			
				1
				𝑖
				(
				𝑘
				−
				1
				)
			

			

				𝐶
			

			
				1
				𝑖
				𝑘
			

			
				<
				𝑦
			

			
				1
				𝑖
				(
				𝑘
				−
				1
				)
			

			
				
				𝑁
			

			
				1
				𝑖
				𝑘
			

			
				−
				
				𝑦
			

			
				1
				𝑖
				(
				𝑘
				−
				1
				)
			

			

				𝐶
			

			
				1
				𝑖
				(
				𝑘
				−
				1
				)
			

			
				/
				𝐶
			

			
				1
				𝑖
				1
			

			
				−
				𝑁
			

			
				1
				𝑖
				(
				𝑘
				−
				1
				)
			

			
				
				×
				
				𝐶
			

			
				1
				𝑖
				𝑘
			

			
				/
				𝐶
			

			
				1
				𝑖
				(
				𝑘
				−
				1
				)
			

			

				
			

			
				
			
			

				𝐶
			

			
				1
				𝑖
				𝑘
			

			
				/
				𝐶
			

			
				1
				𝑖
				1
			

			
				
				,
			

			
				e
				l
				s
				e
				,
			

		
	


						where 
	
		
			
				𝑘
				=
				3
				,
				4
				,
				…
				𝑄
			

			
				1
				𝑖
			

		
	
.
Proof. The basic idea of intracluster scheduling is to search free timeslots without increasing the number of total occupied timeslots during each superframe cycle. The scheduling cycle is designated as 
	
		
			

				𝐶
			

			
				1
				𝑖
				𝑄
			

			
				1
				𝑖
			

			
				/
				𝐶
			

			
				1
				𝑖
				1
			

		
	
 superframe cycles. We assume that 
	
		
			

				𝐶
			

			
				1
				𝑖
				1
			

			
				≤
				𝐶
			

			
				1
				𝑖
				2
			

			
				≤
				⋯
				≤
				𝐶
			

			
				1
				𝑖
				𝑄
			

			
				1
				𝑖
			

		
	
.The number of field devices that have the minimum DURs being 
	
		
			

				𝐶
			

			
				1
				𝑖
				1
			

		
	
 is 
	
		
			

				𝑁
			

			
				1
				𝑖
				1
			

		
	
. These field devices can not occupy each other’s timeslots. Therefore, the number of timeslots needed by field devices with DURs being 
	
		
			

				𝐶
			

			
				1
				𝑖
				1
			

		
	
 is 
	
		
			

				𝑦
			

			
				1
				𝑖
				1
			

			
				=
				⌈
				𝑁
			

			
				1
				𝑖
				1
			

			
				×
				𝐶
			

			
				1
				𝑖
				1
			

			
				/
				𝐶
			

			
				1
				𝑖
				1
			

			
				⌉
				=
				⌈
				𝑁
			

			
				1
				𝑖
				1
			

			

				⌉
			

		
	
.The field devices with DURs being 
	
		
			

				𝐶
			

			
				1
				𝑖
				2
			

		
	
 need to be allocated the free second timeslot in the intracluster communication period during the first 
	
		
			

				𝐶
			

			
				1
				𝑖
				2
			

			
				/
				𝐶
			

			
				1
				𝑖
				1
			

		
	
 superframe cycles. If these timeslots have already been occupied, the total number of timeslots should be increased. And the increased number of timeslots is 
	
		
			

				𝑦
			

			
				1
				𝑖
				2
			

			
				=
				⌈
				𝑁
			

			
				1
				𝑖
				2
			

			
				×
				𝐶
			

			
				1
				𝑖
				1
			

			
				/
				𝐶
			

			
				1
				𝑖
				2
			

			

				⌉
			

		
	
.For 
	
		
			

				𝑁
			

			
				1
				𝑖
				3
			

		
	
 field devices with DUR being 
	
		
			

				𝐶
			

			
				1
				𝑖
				3
			

		
	
, the available timeslots can be searched from the free second timeslot in the intracluster communication period during the first 
	
		
			

				𝐶
			

			
				1
				𝑖
				3
			

			
				/
				𝐶
			

			
				1
				𝑖
				1
			

		
	
 superframe cycles, which is numbered from 2 to 
	
		
			

				𝑦
			

			
				1
				𝑖
				1
			

			
				+
				𝑦
			

			
				1
				𝑖
				2
			

		
	
. If these timeslots are not enough for the 
	
		
			

				𝑁
			

			
				1
				𝑖
				3
			

		
	
 field devices, the number of timeslots should be increased. The number of free timeslots indexed from 2 to 
	
		
			

				𝑦
			

			
				1
				𝑖
				1
			

			
				+
				𝑦
			

			
				1
				𝑖
				2
			

		
	
 is 
	
		
			
				(
				⌈
				𝑁
			

			
				1
				𝑖
				2
			

			
				×
				𝐶
			

			
				1
				𝑖
				1
			

			
				/
				𝐶
			

			
				1
				𝑖
				2
			

			
				⌉
				×
				(
				𝐶
			

			
				1
				𝑖
				2
			

			
				/
				𝐶
			

			
				1
				𝑖
				1
			

			
				)
				−
				𝑁
			

			
				1
				𝑖
				2
			

			
				)
				×
				(
				𝐶
			

			
				1
				𝑖
				3
			

			
				/
				𝐶
			

			
				1
				𝑖
				2
			

			

				)
			

		
	
. The increased number of timeslots is determined by
	
 		
 			
				(
				1
				8
				)
			
 		
	

	
		
			

				𝑦
			

			
				1
				𝑖
				3
			

			
				=
				⎧
				⎪
				⎪
				⎨
				⎪
				⎪
				⎩
				𝐶
				0
				,
			

			
				1
				𝑖
				1
			

			
				
			
			

				𝐶
			

			
				1
				𝑖
				2
			

			

				𝐶
			

			
				1
				𝑖
				3
			

			
				
				𝑁
			

			
				1
				𝑖
				2
			

			

				𝐶
			

			
				1
				𝑖
				3
			

			
				+
				𝑁
			

			
				1
				𝑖
				3
			

			

				𝐶
			

			
				1
				𝑖
				2
			

			
				
				<
				
				𝑁
			

			
				1
				𝑖
				2
			

			
				×
				𝐶
			

			
				1
				𝑖
				1
			

			
				
			
			

				𝐶
			

			
				1
				𝑖
				2
			

			
				
				
				𝑁
			

			
				1
				𝑖
				3
			

			
				−
				
				⌈
				𝑁
			

			
				1
				𝑖
				2
			

			
				×
				𝐶
			

			
				1
				𝑖
				1
			

			
				/
				𝐶
			

			
				1
				𝑖
				2
			

			
				
				𝐶
				⌉
				×
			

			
				1
				𝑖
				2
			

			
				/
				𝐶
			

			
				1
				𝑖
				1
			

			
				
				−
				𝑁
			

			
				1
				𝑖
				2
			

			
				
				×
				
				𝐶
			

			
				1
				𝑖
				3
			

			
				/
				𝐶
			

			
				1
				𝑖
				2
			

			

				
			

			
				
			
			

				𝐶
			

			
				1
				𝑖
				3
			

			
				/
				𝐶
			

			
				1
				𝑖
				1
			

			
				
				,
			

			
				e
				l
				s
				e
			

			

				.
			

		
	
Generally speaking, for 
	
		
			

				𝑁
			

			
				1
				𝑖
				𝑘
			

		
	
 field devices with DUR being 
	
		
			

				𝐶
			

			
				1
				𝑖
				𝑘
			

		
	
 (
	
		
			
				𝑘
				=
				3
				,
				4
				,
				…
				𝑄
			

			
				1
				𝑖
			

		
	
), the available timeslots are from the free second timeslot to 
	
		
			

				∑
			

			
				𝑘
				−
				1
				𝑗
				=
				1
			

			

				𝑦
			

			
				1
				𝑖
				𝑗
			

		
	
 in the intracluster communication period during the first 
	
		
			

				𝐶
			

			
				1
				𝑖
				𝑘
			

			
				/
				𝐶
			

			
				1
				𝑖
				1
			

		
	
 superframe cycles. If these timeslots are not enough for these 
	
		
			

				𝑁
			

			
				1
				𝑖
				𝑘
			

		
	
 field devices, the number of timeslots should be increased. The number of free timeslots indexed from 2 to 
	
		
			

				∑
			

			
				𝑘
				−
				1
				𝑗
				=
				1
			

			

				𝑦
			

			
				1
				𝑖
				𝑗
			

		
	
 is 
	
		
			
				(
				𝑦
			

			
				1
				𝑖
				(
				𝑘
				−
				1
				)
			

			
				×
				(
				𝐶
			

			
				1
				𝑖
				(
				𝑘
				−
				1
			

			
				/
				𝐶
			

			
				1
				𝑖
				1
			

			
				)
				−
				𝑁
			

			
				1
				𝑖
				(
				𝑘
				−
				1
				)
			

			
				)
				×
				(
				𝐶
			

			
				1
				𝑖
				𝑘
			

			
				/
				𝐶
			

			
				1
				𝑖
				(
				𝑘
				−
				1
				)
			

			

				)
			

		
	
. The increased number of timeslots is determined by
	
 		
 			
				(
				1
				9
				)
			
 		
	

	
		
			

				𝑦
			

			
				1
				𝑖
				𝑘
			

			
				=
				⎧
				⎪
				⎪
				⎨
				⎪
				⎪
				⎩
				𝐶
				0
				,
			

			
				1
				𝑖
				1
			

			
				
			
			

				𝐶
			

			
				1
				𝑖
				(
				𝑘
				−
				1
				)
			

			

				𝐶
			

			
				1
				𝑖
				𝑘
			

			
				
				𝑁
			

			
				1
				𝑖
				(
				𝑘
				−
				1
				)
			

			

				𝐶
			

			
				1
				𝑖
				𝑘
			

			
				+
				𝑁
			

			
				1
				𝑖
				𝑘
			

			

				𝐶
			

			
				1
				𝑖
				(
				𝑘
				−
				1
				)
			

			
				
				<
				𝑦
			

			
				1
				𝑖
				(
				𝑘
				−
				1
				)
			

			
				
				
				𝑁
			

			
				1
				𝑖
				𝑘
			

			
				−
				
				𝑦
			

			
				1
				𝑖
				(
				𝑘
				−
				1
				)
			

			
				×
				
				𝐶
			

			
				1
				𝑖
				(
				𝑘
				−
				1
				)
			

			
				/
				𝐶
			

			
				1
				𝑖
				1
			

			
				
				−
				𝑁
			

			
				1
				𝑖
				(
				𝑘
				−
				1
				)
			

			
				
				×
				
				𝐶
			

			
				1
				𝑖
				𝑘
			

			
				/
				𝐶
			

			
				1
				𝑖
				(
				𝑘
				−
				1
				)
			

			
				
				
				×
				𝐶
			

			
				1
				𝑖
				1
			

			
				
			
			

				𝐶
			

			
				1
				𝑖
				𝑘
			

			

				
			

			
				,
				e
				l
				s
				e
				.
			

		
	
In all, the total number of timeslots used for intracluster convergecast is the sum of the increased number of timeslots, which is 
	
		
			

				∑
			

			

				𝑄
			

			
				1
				𝑖
			

			
				𝑗
				=
				1
			

			

				𝑦
			

			
				1
				𝑖
				𝑗
			

		
	
.
3.3.2. Performance Limits on Intercluster Convergecast Scheduling
The following Corollaries 7 and 8 can be deduced from Theorems 1 and 2.
Corollary 7.  If the data update rates of field devices in a cluster are partly same, that is 
	
		
			

				𝐶
			

			
				1
				𝑖
				𝑗
			

			
				=
				𝐶
			

			
				1
				𝑖
				𝑘
			

		
	
, 
	
		
			
				∃
				𝑗
				,
				𝑘
				∈
				[
				1
				,
				𝑓
			

			
				1
				𝑖
			

			

				]
			

		
	
, 
	
		
			
				𝑗
				≠
				𝑘
			

		
	
, 
	
		
			
				𝑖
				∈
				[
				1
				,
				𝑁
				]
			

		
	
, the lower bound on the number of timeslots used for the intercluster convergecast in a cluster-line routing network is 
	
		
			

				𝐿
			

			

				𝑠
			

			
				∑
				=
				2
			

			
				𝑁
				𝑖
				=
				2
			

			

				∑
			

			

				𝑄
			

			
				1
				𝑖
			

			
				𝑗
				=
				1
			

			

				𝑦
			

			
				1
				𝑖
				𝑗
			

			
				+
				∑
			

			

				𝑄
			

			
				1
				1
			

			
				𝑗
				=
				1
			

			

				𝑦
			

			
				1
				1
				𝑗
			

		
	
, where 
	
		
			

				𝑁
			

		
	
 is the number of routing devices in a network and 
	
		
			

				𝑄
			

			
				1
				𝑖
			

		
	
 is the number of DUR kinds in a cluster with 
	
		
			

				𝑅
			

			
				1
				𝑖
			

		
	
 being the cluster head.
Proof. Let 
	
		
			

				𝑔
			

			
				1
				𝑖
			

		
	
 be the number of packets in routing device 
	
		
			

				𝑅
			

			
				1
				𝑖
			

		
	
 (
	
		
			
				𝑖
				∈
				[
				1
				,
				𝑁
				]
			

		
	
) at the beginning of each superframe cycle. The proving approach is similar to Theorem 1. The only difference is that the lower bound of 
	
		
			

				𝑔
			

			
				1
				𝑖
			

		
	
 is 
	
		
			

				∑
			

			

				𝑄
			

			
				1
				𝑖
			

			
				𝑗
				=
				1
			

			

				𝑦
			

			
				1
				𝑖
				𝑗
			

		
	
 according to Theorem 6.
	
		
			

				𝑅
			

			
				1
				1
			

		
	
 needs 
	
		
			
				2
				∑
			

			
				𝑁
				𝑖
				=
				2
			

			

				𝑔
			

			
				1
				𝑖
			

		
	
 timeslots for forwarding packets from 
	
		
			

				𝑅
			

			
				1
				2
			

			
				∼
				𝑅
			

			
				1
				𝑁
			

		
	
 and needs 
	
		
			

				𝑔
			

			
				1
				1
			

		
	
 timeslots for forwarding own packets to 
	
		
			
				G
				W
			

		
	
. In all, the lower bound on the number of timeslots used for intercluster convergecast scheduling is the sum of these two parts, which can be formulated as 
	
		
			

				𝐿
			

			

				𝑠
			

			
				∑
				=
				2
			

			
				𝑁
				𝑖
				=
				2
			

			

				𝑔
			

			
				1
				𝑖
			

			
				+
				𝑔
			

			
				1
				1
			

			
				∑
				=
				2
			

			
				𝑁
				𝑖
				=
				2
			

			

				∑
			

			

				𝑄
			

			
				1
				𝑖
			

			
				𝑗
				=
				1
			

			

				𝑦
			

			
				1
				𝑖
				𝑗
			

			
				+
				∑
			

			

				𝑄
			

			
				1
				1
			

			
				𝑗
				=
				1
			

			

				𝑦
			

			
				1
				1
				𝑗
			

		
	
.
Corollary 8.  Given any scheduling algorithm 
	
		
			

				𝑆
			

		
	
 that can complete intercluster convergecast in 
	
		
			
				2
				∑
			

			
				𝑁
				𝑖
				=
				2
			

			

				∑
			

			

				𝑄
			

			
				1
				𝑖
			

			
				𝑗
				=
				1
			

			

				𝑦
			

			
				1
				𝑖
				𝑗
			

			
				+
				∑
			

			

				𝑄
			

			
				1
				1
			

			
				𝑗
				=
				1
			

			

				𝑦
			

			
				1
				1
				𝑗
			

		
	
 timeslots in a cluster-line routing network, the lower bound on the number of channels used in 
	
		
			

				𝑆
			

		
	
 is

	
 		
 			
				(
				2
				0
				)
			
 		
	

	
		
			
				⎡
				⎢
				⎢
				⎢
				⎢
				2
				∑
			

			
				𝑁
				𝑖
				=
				2
			

			

				∑
			

			

				𝑄
			

			
				1
				𝑖
			

			
				𝑗
				=
				1
			

			

				𝑦
			

			
				1
				𝑖
				𝑗
			

			
				+
				∑
			

			

				𝑄
			

			
				1
				1
			

			
				𝑗
				=
				1
			

			

				𝑦
			

			
				1
				1
				𝑗
			

			
				+
				1
			

			
				
			
			
				2
				−
				
				
				
				
				⎷
			

			
				
			
			
				⎛
				⎜
				⎜
				⎝
				2
				∑
			

			
				𝑁
				𝑖
				=
				2
			

			

				∑
			

			

				𝑄
			

			
				1
				𝑖
			

			
				𝑗
				=
				1
			

			

				𝑦
			

			
				1
				𝑖
				𝑗
			

			
				+
				∑
			

			

				𝑄
			

			
				1
				1
			

			
				𝑗
				=
				1
			

			

				𝑦
			

			
				1
				1
				𝑗
			

			
				+
				1
			

			
				
			
			
				2
				⎞
				⎟
				⎟
				⎠
			

			

				2
			

			

				−
			

			

				𝑁
			

			

				
			

			
				𝑖
				=
				1
			

			
				⎡
				⎢
				⎢
				⎣
				𝑖
			

			

				𝑄
			

			
				1
				𝑖
			

			

				
			

			
				𝑗
				=
				1
			

			

				𝑦
			

			
				1
				𝑖
				𝑗
			

			
				⎤
				⎥
				⎥
				⎦
				⎤
				⎥
				⎥
				⎥
				⎥
				,
			

		
	


						where 
	
		
			

				𝑁
			

		
	
 is the number of routing devices in a network and 
	
		
			

				𝑄
			

			
				1
				𝑖
			

		
	
 is the number of DUR kinds in a cluster with 
	
		
			

				𝑅
			

			
				1
				𝑖
			

		
	
 being the cluster head.
Proof. The proof is similar to Theorem 2. The only difference is to replace 
	
		
			

				𝐿
			

			

				𝑠
			

			
				∑
				=
				2
			

			
				𝑁
				𝑖
				=
				2
			

			

				𝑓
			

			
				1
				𝑖
			

			
				+
				𝑓
			

			
				1
				1
			

		
	
 in Theorem 2 with 
	
		
			

				𝐿
			

			

				𝑠
			

			
				∑
				=
				2
			

			
				𝑁
				𝑖
				=
				2
			

			

				∑
			

			

				𝑄
			

			
				1
				𝑖
			

			
				𝑗
				=
				1
			

			

				𝑦
			

			
				1
				𝑖
				𝑗
			

			
				+
				∑
			

			

				𝑄
			

			
				1
				1
			

			
				𝑗
				=
				1
			

			

				𝑦
			

			
				1
				1
				𝑗
			

		
	
. Then, the lower bound on the number of channels used for intercluster convergecast scheduling is
	
 		
 			
				(
				2
				1
				)
			
 		
	

	
		
			
				⎡
				⎢
				⎢
				⎢
				⎢
				2
				∑
			

			
				𝑁
				𝑖
				=
				2
			

			

				∑
			

			

				𝑄
			

			
				1
				𝑖
			

			
				𝑗
				=
				1
			

			

				𝑦
			

			
				1
				𝑖
				𝑗
			

			
				+
				∑
			

			

				𝑄
			

			
				1
				1
			

			
				𝑗
				=
				1
			

			

				𝑦
			

			
				1
				1
				𝑗
			

			
				+
				1
			

			
				
			
			
				2
				−
				
				
				
				
				⎷
			

			
				
			
			
				⎛
				⎜
				⎜
				⎝
				2
				∑
			

			
				𝑁
				𝑖
				=
				2
			

			

				∑
			

			

				𝑄
			

			
				1
				𝑖
			

			
				𝑗
				=
				1
			

			

				𝑦
			

			
				1
				𝑖
				𝑗
			

			
				+
				∑
			

			

				𝑄
			

			
				1
				1
			

			
				𝑗
				=
				1
			

			

				𝑦
			

			
				1
				1
				𝑗
			

			
				+
				1
			

			
				
			
			
				2
				⎞
				⎟
				⎟
				⎠
			

			

				2
			

			

				−
			

			

				𝑁
			

			

				
			

			
				𝑖
				=
				1
			

			
				⎡
				⎢
				⎢
				⎣
				𝑖
			

			

				𝑄
			

			
				1
				𝑖
			

			

				
			

			
				𝑗
				=
				1
			

			

				𝑦
			

			
				1
				𝑖
				𝑗
			

			
				⎤
				⎥
				⎥
				⎦
				⎤
				⎥
				⎥
				⎥
				⎥
				.
			

		
	

4. Time- and Channel-Optimal Convergecast for Cluster-Tree Topology
Figure 3 is a cluster-tree network. There exist 
	
		
			

				𝑁
			

		
	
 routing devices in the network, which manage several field devices and constitute clusters. Let 
	
		
			

				𝐷
			

		
	
 denote the depth of the routing tree. The 
	
		
			
				G
				W
			

		
	
 is located at level 0 and has 
	
		
			

				𝑚
			

		
	
 subtrees 
	
		
			

				𝑇
			

			

				1
			

			
				,
				𝑇
			

			

				2
			

			
				,
				…
				𝑇
			

			

				𝑚
			

		
	
 rooted at routing devices 
	
		
			

				𝑅
			

			
				1
				1
			

			
				,
				𝑅
			

			
				2
				1
			

			
				,
				…
				,
				𝑅
			

			
				𝑚
				1
			

		
	
, respectively. The number of routing devices in subtrees 
	
		
			

				𝑇
			

			

				1
			

			
				,
				𝑇
			

			

				2
			

			
				,
				…
				,
				𝑇
			

			

				𝑚
			

		
	
, respectively, are 
	
		
			

				𝑛
			

			

				1
			

			
				,
				𝑛
			

			

				2
			

			
				,
				…
				𝑛
			

			

				𝑚
			

		
	
. Without loss of generality, it is assumed that 
	
		
			

				𝑛
			

			

				1
			

			
				≥
				𝑛
			

			

				2
			

			
				≥
				⋯
				≥
				𝑛
			

			

				𝑚
			

		
	
. Therefore, 
	
		
			

				𝑇
			

			

				1
			

		
	
 is the largest subtree. Let 
	
		
			

				𝑅
			

			
				𝑖
				𝑗
			

		
	
 denote the 
	
		
			

				𝑗
			

		
	
th routing device in the 
	
		
			

				𝑖
			

		
	
th subtree and 
	
		
			

				𝑓
			

			
				𝑖
				𝑗
			

		
	
 be the number of field devices in the cluster with 
	
		
			

				𝑅
			

			
				𝑖
				𝑗
			

		
	
 being the cluster head (
	
		
			
				𝑖
				∈
				[
				1
				,
				𝑚
				]
			

		
	
, 
	
		
			
				𝑗
				∈
				[
				1
				,
				𝑛
			

			

				𝑖
			

			

				]
			

		
	
). Next, we will investigate the convergecast scheduling problems in cluster-tree networks from three scenarios: ADS, ADD, and PDS.


	
		
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
			
				
			
				
			
			
			
			
			
			
				
			
				
			
				
			
				
			
				
			
				
			
				
			
				
			
			
		
	


	
		
			
				
			
			
				
			
			
				
			
			
				
				
				
				
				
				
			
		
		
			
				
			
			
				
			
			
				
			
			
				
				
				
				
				
				
			
		
		
			
				
			
			
				
			
			
				
			
			
				
				
				
				
				
				
			
		
		
			
				
			
			
				
			
			
				
			
		
		
			
				
				
				
				
				
				
				
				
				
				
				
			
		
	
	
		
			
		
		
			
		
		
			
		
	
	
		
			
		
		
			
		
		
			
		
	
	
		
			
		
		
			
		
		
			
		
	
	
		
			
		
		
			
		
		
			
		
	
	
		
			
		
		
			
		
		
			
		
	
	
		
			
		
		
			
		
		
			
		
	
	
		
			
		
		
			
		
		
			
		
	
	
		
			
		
		
			
		
		
			
		
	
	
		
			
				
			
			
				
			
			
				
			
		
		
			
				
			
			
				
			
			
				
			
		
		
			
				
			
			
				
			
			
				
			
		
	
	
		
			
				
				
				
				
				
			
			
				
			
		
	
	
		
			
				
				
			
		
	

Figure 3: Cluster-tree network topology.


4.1. Scenario I: ADS
For a cluster-tree network, if all the DURs in a cluster are same, the number of timeslots for intracluster convergecast with 
	
		
			

				𝑅
			

			
				𝑖
				𝑗
			

		
	
 being cluster head is at least equal to the number of field devices in this cluster, that is, the number of timeslots for intracluster convergecast is 
	
		
			

				𝑓
			

			
				𝑖
				𝑗
			

		
	
 (
	
		
			
				𝑖
				∈
				[
				1
				,
				𝑚
				]
			

		
	
, 
	
		
			
				𝑗
				∈
				[
				1
				,
				𝑛
			

			

				𝑖
			

			

				]
			

		
	
). For network scalability, we specify that the number of timeslots for intracluster convergecast is 
	
		
			
				m
				a
				x
			

			
				𝑖
				∈
				[
				1
				,
				𝑚
				]
				,
				𝑗
				∈
				[
				1
				,
				𝑛
			

			

				𝑖
			

			

				]
			

			

				𝑓
			

			
				𝑖
				𝑗
			

		
	
.
The lower bound on the number of timeslots used for intercluster convergecast scheduling is decided by both the largest subtree and the number of packets in network. For ADS, the number of packets in routing devices are equal to the number of timeslots needed for intracluster convergecast. That is to say, the number of packets in routing device 
	
		
			

				𝑅
			

			
				𝑖
				𝑗
			

		
	
 is 
	
		
			

				𝑓
			

			
				𝑖
				𝑗
			

		
	
 (
	
		
			
				𝑗
				∈
				[
				1
				,
				𝑛
			

			

				𝑖
			

			

				]
			

		
	
, 
	
		
			
				𝑖
				∈
				[
				1
				,
				𝑚
				]
			

		
	
).
Theorem 9.  If all the data update rates of field devices in a cluster are same, the lower bound on the number of timeslots required to complete the intercluster convergecast in a cluster-tree network and 
	
		
			

				𝑁
			

		
	
 routing devices is 
	
		
			

				𝐿
			

			

				𝑠
			

			
				∑
				=
				m
				a
				x
				{
				2
			

			

				𝑛
			

			

				1
			

			
				𝑗
				=
				2
			

			

				𝑓
			

			
				1
				𝑖
			

			
				+
				𝑓
			

			
				1
				1
			

			
				,
				∑
			

			
				𝑚
				𝑖
				=
				1
			

			

				∑
			

			

				𝑛
			

			

				𝑖
			

			
				𝑗
				=
				1
			

			

				𝑓
			

			
				𝑖
				𝑗
			

			

				}
			

		
	
, where 
	
		
			

				𝑓
			

			
				𝑖
				𝑗
			

		
	
 is the number of field devices in the cluster with 
	
		
			

				𝑅
			

			
				𝑖
				𝑗
			

		
	
 being cluster head (
	
		
			
				𝑖
				∈
				[
				1
				,
				𝑚
				]
			

		
	
, 
	
		
			
				𝑗
				∈
				[
				1
				,
				𝑛
			

			

				𝑖
			

			

				]
			

		
	
).
Proof. For 
	
		
			

				𝑅
			

			
				𝑖
				1
			

		
	
 (
	
		
			
				𝑖
				∈
				[
				1
				,
				𝑚
				]
			

		
	
), all packets in subtree 
	
		
			

				𝑇
			

			

				𝑖
			

		
	
 must go through 
	
		
			

				𝑅
			

			
				𝑖
				1
			

		
	
 to 
	
		
			
				G
				W
			

		
	
. Hence, 
	
		
			

				𝑅
			

			
				𝑖
				1
			

		
	
 needs at least 
	
		
			
				2
				∑
			

			

				𝑛
			

			

				𝑖
			

			
				𝑗
				=
				2
			

			

				𝑓
			

			
				𝑖
				𝑗
			

			
				+
				𝑓
			

			
				𝑖
				1
			

		
	
 timeslots to forward all packets in 
	
		
			

				𝑇
			

			

				𝑖
			

		
	
. Since the largest subtree is 
	
		
			

				𝑇
			

			

				1
			

		
	
, at least 
	
		
			

				𝐿
			

			

				𝑠
			

			
				∑
				=
				2
			

			

				𝑛
			

			

				𝑖
			

			
				𝑗
				=
				2
			

			

				𝑓
			

			
				1
				𝑗
			

			
				+
				𝑓
			

			
				1
				1
			

		
	
 timeslots are needed to complete the convergecast. Meanwhile, since the 
	
		
			
				G
				W
			

		
	
 can receive only one packet per timeslot, at least 
	
		
			

				∑
			

			
				𝑚
				𝑖
				=
				1
			

			

				∑
			

			

				𝑛
			

			

				𝑖
			

			
				𝑗
				=
				1
			

			

				𝑓
			

			
				𝑖
				𝑗
			

		
	
 timeslots are needed to complete the intercluster convergecast in the network having 
	
		
			

				∑
			

			
				𝑚
				𝑖
				=
				1
			

			

				∑
			

			

				𝑛
			

			

				𝑖
			

			
				𝑗
				=
				1
			

			

				𝑓
			

			
				𝑖
				𝑗
			

		
	
 packets. In all, the lower bound on the number of timeslots needed to complete the intercluster convergecast is 
	
		
			

				𝐿
			

			

				𝑠
			

			
				∑
				=
				m
				a
				x
				{
				2
			

			

				𝑛
			

			

				1
			

			
				𝑗
				=
				2
			

			

				𝑓
			

			
				1
				𝑗
			

			
				+
				𝑓
			

			
				1
				1
			

			
				,
				∑
			

			
				𝑚
				𝑖
				=
				1
			

			

				∑
			

			

				𝑛
			

			

				𝑖
			

			
				𝑗
				=
				1
			

			

				𝑓
			

			
				𝑖
				𝑗
			

			

				}
			

		
	
.
Theorem 9 shows that the structure of the routing tree plays a fundamental role in minimizing the convergecast time and dominates the minimum network latency. If 
	
		
			
				2
				∑
			

			

				𝑛
			

			

				1
			

			
				𝑗
				=
				2
			

			

				𝑓
			

			
				1
				𝑖
			

			
				+
				𝑓
			

			
				1
				1
			

			
				≤
				∑
			

			
				𝑚
				𝑖
				=
				1
			

			

				∑
			

			

				𝑛
			

			

				𝑖
			

			
				𝑗
				=
				1
			

			

				𝑓
			

			
				𝑖
				𝑗
			

		
	
 (i.e., 
	
		
			

				∑
			

			

				𝑛
			

			

				1
			

			
				𝑗
				=
				2
			

			

				𝑓
			

			
				1
				𝑗
			

			
				≤
				∑
			

			
				𝑚
				𝑖
				=
				2
			

			

				∑
			

			

				𝑛
			

			

				𝑖
			

			
				𝑗
				=
				1
			

			

				𝑓
			

			
				𝑖
				𝑗
			

		
	
), then the lower bound on the number of timeslots to complete the intercluster convergecast is 
	
		
			

				𝐿
			

			

				𝑠
			

			
				=
				∑
			

			
				𝑚
				𝑖
				=
				1
			

			

				∑
			

			

				𝑛
			

			

				𝑖
			

			
				𝑗
				=
				1
			

			

				𝑓
			

			
				𝑖
				𝑗
			

		
	
, which is equal to the number of packets in the whole network. Otherwise, the lower bound on the number of timeslots to complete the intercluster convergecast is 
	
		
			

				𝐿
			

			

				𝑠
			

			
				∑
				=
				2
			

			

				𝑛
			

			

				1
			

			
				𝑗
				=
				2
			

			

				𝑓
			

			
				1
				𝑖
			

			
				+
				𝑓
			

			
				1
				1
			

		
	
, which is equal to the number of packets in the largest subtree 
	
		
			

				𝑇
			

			

				1
			

		
	
. Finding a minimum spanning tree subject to cardinality constraints on the number of routing devices in any subtree, the so called capacitated minimum spanning tree problem, is known to be NP-hard [8], and the effective heuristics algorithm should be carefully designed.
Theorem 10.  Given any scheduling algorithm 
	
		
			

				𝑆
			

		
	
 that can complete intercluster convergecast in 
	
		
			

				𝐿
			

			

				𝑠
			

			
				∑
				=
				m
				a
				x
				{
				2
			

			

				𝑛
			

			

				1
			

			
				𝑗
				=
				2
			

			

				𝑓
			

			
				1
				𝑗
			

			
				+
				𝑓
			

			
				1
				1
			

			
				,
				∑
			

			
				𝑚
				𝑖
				=
				1
			

			

				∑
			

			

				𝑛
			

			

				𝑖
			

			
				𝑗
				=
				1
			

			

				𝑓
			

			
				𝑖
				𝑗
			

			

				}
			

		
	
 timeslots in a cluster-tree network, the lower bound on the number of channels used in 
	
		
			

				𝑆
			

		
	
 is
									
	
 		
 			
				(
				2
				2
				)
			
 		
	

	
		
			
				⎡
				⎢
				⎢
				⎢
				
				𝐿
			

			

				𝑠
			

			
				+
				1
			

			
				
			
			
				2
				
				−
				
				
				
				⎷
			

			
				
			
			
				
				𝐿
			

			

				𝑠
			

			
				+
				1
			

			
				
			
			
				2
				
			

			

				2
			

			
				−
				2
			

			

				𝐷
			

			

				
			

			
				𝑑
				=
				1
			

			
				(
				⎤
				⎥
				⎥
				⎥
				,
				𝑑
				×
				𝑛
				(
				𝑑
				)
				)
			

		
	

								where 
	
		
			
				𝑛
				(
				𝑑
				)
			

		
	
 denotes the total number of packets in routing devices at level 
	
		
			

				𝑑
			

		
	
.
Proof. Let 
	
		
			

				𝐶
			

			

				𝑠
			

		
	
 be the number of channels that can be used in a network, and 
	
		
			
				P
				T
			

			
				m
				a
				x
			

			
				(
				𝑡
				)
			

		
	
 denotes the number of parallel transmissions scheduled in timeslot 
	
		
			

				𝑡
			

		
	
 (
	
		
			
				𝑡
				∈
				[
				1
				,
				𝐿
			

			

				𝑠
			

			

				]
			

		
	
).To complete convergecast in 
	
		
			

				𝐿
			

			

				𝑠
			

		
	
 timeslots, the following conditions should be satisfied [8].(i)For 
	
		
			
				𝑡
				=
				𝐿
			

			

				𝑠
			

		
	
, there should be only one packet in the network and 
	
		
			

				𝑅
			

			
				1
				1
			

		
	
 is required to send it to 
	
		
			
				G
				W
			

		
	
. That is, only one device could be scheduled to be transmitted if 
	
		
			
				𝑡
				=
				𝐿
			

			

				𝑠
			

		
	
.(ii)For 
	
		
			
				𝑡
				=
				𝐿
			

			

				𝑠
			

			
				−
				1
			

		
	
, two devices could be scheduled to be transmitted in the same timeslot.(iii)Deduced as so forth, the maximum number of devices allowed to transmit in timeslot 
	
		
			

				𝑡
			

		
	
 is 
	
		
			

				𝐿
			

			

				𝑠
			

			
				−
				𝑡
				+
				1
			

		
	
.Since 
	
		
			
				⌈
				(
				𝐿
			

			

				𝑠
			

			
				−
				𝑡
				+
				1
				)
				/
				2
				⌉
				≥
				𝐶
			

			

				𝑠
			

		
	
 when 
	
		
			
				𝑡
				∈
				[
				1
				,
				𝐿
			

			

				𝑠
			

			
				−
				2
				(
				𝐶
			

			

				𝑠
			

			
				−
				1
				)
				]
			

		
	
 and the upper bound on the number of channels is 
	
		
			

				𝐶
			

			

				𝑠
			

		
	
, we can obtain the following conclusion [8]:
									
	
 		
 			
				(
				2
				3
				)
			
 		
	

	
		
			
				P
				T
				m
				a
				x
			

			
				
				𝐶
				(
				𝑡
				)
				=
			

			

				𝑠
			

			
				
				,
				𝑡
				∈
				1
				,
				𝐿
			

			

				𝑠
			

			
				−
				𝐶
			

			

				𝑠
			

			
				
				𝐿
			

			

				𝑠
			

			
				
				𝐿
				−
				𝑡
				+
				1
				,
				𝑡
				∈
			

			

				𝑠
			

			
				−
				𝐶
			

			

				𝑠
			

			
				+
				1
				,
				𝐿
			

			

				𝑠
			

			
				
				.
			

		
	
By (23), the maximum number of transmissions that can be scheduled in 
	
		
			

				𝐿
			

			

				𝑠
			

		
	
 using 
	
		
			

				𝐶
			

			

				𝑠
			

		
	
 channels is
									
	
 		
 			
				(
				2
				4
				)
			
 		
	

	
		
			

				𝐿
			

			

				𝑠
			

			

				
			

			
				𝑡
				=
				1
			

			
				P
				T
				m
				a
				x
			

			
				=
				(
				𝑡
				)
			

			

				𝐿
			

			

				𝑠
			

			
				−
				𝐶
			

			

				𝑠
			

			

				
			

			
				𝑡
				=
				1
			

			

				𝐶
			

			

				𝑠
			

			

				+
			

			

				𝐿
			

			

				𝑠
			

			

				
			

			
				𝑡
				=
				𝐿
			

			

				𝑠
			

			
				−
				𝐶
			

			

				𝑠
			

			
				+
				1
			

			

				𝐿
			

			

				𝑠
			

			
				=
				
				𝐿
				−
				𝑡
				+
				1
			

			

				𝑠
			

			
				−
				𝐶
			

			

				𝑠
			

			
				
				×
				𝐶
			

			

				𝑠
			

			
				+
				𝐶
			

			

				𝑠
			

			
				×
				
				𝐶
			

			

				𝑠
			

			
				
				−
				𝐶
				+
				1
			

			

				𝑠
			

			
				×
				
				𝐶
			

			

				𝑠
			

			
				
				+
				1
			

			
				
			
			
				2
				1
				=
				−
			

			
				
			
			
				2
				𝐶
			

			

				𝑠
			

			

				2
			

			
				+
				𝐶
			

			

				𝑠
			

			
				
				𝐿
			

			

				𝑠
			

			
				+
				1
			

			
				
			
			
				2
				
				.
			

		
	

								For the intercluster convergecast, only routing devices and 
	
		
			
				G
				W
			

		
	
 along the routing tree transmit packets. Thus the number of transmissions for completing convergecast is at least 
	
		
			

				∑
			

			
				𝐷
				𝑑
				=
				1
			

			
				𝑑
				𝑛
				(
				𝑑
				)
			

		
	
. Combined with (24), the number of transmissions satisfy the following inequality:
									
	
 		
 			
				(
				2
				5
				)
			
 		
	

	
		
			
				−
				1
			

			
				
			
			
				2
				𝐶
			

			

				𝑠
			

			

				2
			

			
				+
				
				𝐿
			

			

				𝑠
			

			
				+
				1
			

			
				
			
			
				2
				
				𝐶
			

			

				𝑠
			

			

				≥
			

			

				𝐷
			

			

				
			

			
				𝑑
				=
				1
			

			
				𝑑
				𝑛
				(
				𝑑
				)
				.
			

		
	
The inequality (25) can rewritten as
									
	
 		
 			
				(
				2
				6
				)
			
 		
	

	
		
			

				𝐶
			

			

				𝑠
			

			
				≥
				⎡
				⎢
				⎢
				⎢
				
				𝐿
			

			

				𝑠
			

			
				+
				1
			

			
				
			
			
				2
				
				−
				
				
				
				⎷
			

			
				
			
			
				
				𝐿
			

			

				𝑠
			

			
				+
				1
			

			
				
			
			
				2
				
			

			

				2
			

			
				−
				2
			

			

				𝐷
			

			

				
			

			
				𝑑
				=
				1
			

			
				(
				⎤
				⎥
				⎥
				⎥
				,
				𝑑
				×
				𝑛
				(
				𝑑
				)
				)
			

		
	

								where 
	
		
			

				𝐿
			

			

				𝑠
			

			
				∑
				=
				m
				a
				x
				{
				2
			

			

				𝑛
			

			

				1
			

			
				𝑗
				=
				2
			

			

				𝑓
			

			
				1
				𝑗
			

			
				+
				𝑓
			

			
				1
				1
			

			
				,
				∑
			

			
				𝑚
				𝑖
				=
				1
			

			

				∑
			

			

				𝑛
			

			

				𝑖
			

			
				𝑗
				=
				1
			

			

				𝑓
			

			
				𝑖
				𝑗
			

			

				}
			

		
	
.
4.2. Scenario II: ADD
In Scenario II, the DURs of field devices in the cluster with 
	
		
			

				𝑅
			

			
				𝑖
				𝑗
			

		
	
 (
	
		
			
				𝑖
				∈
				[
				1
				,
				𝑚
				]
			

		
	
, 
	
		
			
				𝑗
				∈
				[
				1
				,
				𝑛
			

			

				𝑖
			

			

				]
			

		
	
) being cluster head satisfy the following relationship:
								
	
 		
 			
				(
				2
				7
				)
			
 		
	

	
		
			

				𝐶
			

			
				𝑖
				𝑗
				𝑘
			

			
				≠
				𝐶
			

			
				𝑖
				𝑗
				𝑙
			

			
				
				,
				∀
				𝑘
				,
				𝑙
				∈
				1
				,
				𝑓
			

			
				𝑖
				𝑗
			

			
				
				,
				𝑘
				≠
				𝑙
				.
			

		
	

Theorem 11.  Given a cluster with more than one field device, if all the data update rates of field devices in a cluster are different, that is 
	
		
			

				𝐶
			

			
				𝑖
				𝑗
				𝑘
			

			
				≠
				𝐶
			

			
				𝑖
				𝑗
				𝑙
			

		
	
, for all 
	
		
			
				𝑘
				,
				𝑙
				∈
				[
				1
				,
				𝑓
			

			
				𝑖
				𝑗
			

			

				]
			

		
	
, 
	
		
			
				𝑘
				≠
				𝑙
				&
				𝑖
				∈
				[
				1
				,
				𝑚
				]
			

		
	
, 
	
		
			
				𝑗
				∈
				[
				1
				,
				𝑛
			

			

				𝑖
			

			

				]
			

		
	
, the lower bound on the number of timeslots used for the intracluster convergecast in a cluster-tree network is 2.
Proof. Similar to Theorem 3.
For ADD, the number of packets in a routing device is equal to the number of timeslots for intracluster convergecast. According to Theorem 11, at the beginning of the intercluster convergecast, the number of packets in a routing device is 2.
Corollary 12.  If all the data update rates of field devices in a cluster are different, that is 
	
		
			

				𝐶
			

			
				𝑖
				𝑗
				𝑘
			

			
				≠
				𝐶
			

			
				𝑖
				𝑗
				𝑙
			

		
	
, for all 
	
		
			
				𝑘
				,
				𝑙
				∈
				[
				1
				,
				𝑓
			

			
				𝑖
				𝑗
			

			

				]
			

		
	
, 
	
		
			
				𝑘
				≠
				𝑙
				&
				𝑖
				∈
				[
				1
				,
				𝑚
				]
			

		
	
, 
	
		
			
				𝑗
				∈
				[
				1
				,
				𝑛
			

			

				𝑖
			

			

				]
			

		
	
, the lower bound on the number of timeslots used for the intercluster convergecast in a cluster-tree network is 
	
		
			

				𝐿
			

			

				𝑠
			

			
				=
				m
				a
				x
				{
				4
				𝑛
			

			

				1
			

			
				∑
				−
				2
				,
			

			
				𝑚
				𝑖
				=
				1
			

			

				𝑛
			

			

				𝑖
			

			

				}
			

		
	
, where 
	
		
			

				𝑛
			

			

				𝑖
			

		
	
 is the number of routing devices in subtree 
	
		
			

				𝑇
			

			

				𝑖
			

			
				(
				𝑖
				∈
				[
				1
				,
				𝑚
				]
				)
			

		
	
.
Proof. Let 
	
		
			

				𝑔
			

			
				𝑖
				𝑗
			

		
	
 be the number of packets in 
	
		
			

				𝑅
			

			
				𝑖
				𝑗
			

		
	
 during one superframe cycle. Reminded that the number of packets in a routing device is 2 at the beginning of the intercluster communication period, we can conclude that 
	
		
			

				𝑔
			

			
				𝑖
				𝑗
			

			
				≥
				2
			

		
	
 (
	
		
			
				𝑖
				∈
				[
				1
				,
				𝑚
				]
			

		
	
, 
	
		
			
				𝑗
				∈
				[
				1
				,
				𝑛
			

			

				𝑖
			

			

				]
			

		
	
). Similar to the proof of Theorem 9, the lower bound on the number of timeslots used for the intercluster convergecast in a network with cluster-tree routing is 
	
		
			

				𝐿
			

			

				𝑠
			

			
				=
				m
				a
				x
				{
				4
				𝑛
			

			

				1
			

			
				∑
				−
				2
				,
			

			
				𝑚
				𝑖
				=
				1
			

			

				𝑛
			

			

				𝑖
			

			

				}
			

		
	
.
Corollary 13.  Given any scheduling algorithm 
	
		
			

				𝑆
			

		
	
 in a network with cluster-tree routing that can complete intercluster convergecast in 
	
		
			

				𝐿
			

			

				𝑠
			

			
				=
				m
				a
				x
				{
				4
				𝑛
			

			

				1
			

			
				∑
				−
				2
				,
			

			
				𝑚
				𝑖
				=
				1
			

			

				𝑛
			

			

				𝑖
			

			

				}
			

		
	
 timeslots, the lower bound on the number of channels used in 
	
		
			

				𝑆
			

		
	
 is
									
	
 		
 			
				(
				2
				8
				)
			
 		
	

	
		
			
				⎡
				⎢
				⎢
				⎢
				
				𝐿
			

			

				𝑠
			

			
				+
				1
			

			
				
			
			
				2
				
				−
				
				
				
				⎷
			

			
				
			
			
				
				𝐿
			

			

				𝑠
			

			
				+
				1
			

			
				
			
			
				2
				
			

			

				2
			

			
				−
				2
			

			

				𝐷
			

			

				
			

			
				𝑑
				=
				1
			

			
				(
				⎤
				⎥
				⎥
				⎥
				,
				𝑑
				×
				𝑛
				(
				𝑑
				)
				)
			

		
	

								where 
	
		
			
				𝑛
				(
				𝑑
				)
			

		
	
 denotes the total number of packets in routing devices at level 
	
		
			

				𝑑
			

		
	
.
Proof. The proof of Corollary 13 is similar to Theorem 10. The only difference is that 
	
		
			

				𝐿
			

			

				𝑠
			

			
				=
				m
				a
				x
				{
				4
				𝑛
			

			

				1
			

			
				∑
				−
				2
				,
			

			
				𝑚
				𝑖
				=
				1
			

			

				𝑛
			

			

				𝑖
			

			

				}
			

		
	
 according to Corollary 13.
4.3. Scenario III: PDS
In Scenario III, the DURs of field devices in the cluster with 
	
		
			

				𝑅
			

			
				𝑖
				𝑗
			

		
	
 (
	
		
			
				𝑖
				∈
				[
				1
				,
				𝑚
				]
			

		
	
, 
	
		
			
				𝑗
				∈
				[
				1
				,
				𝑛
			

			

				𝑖
			

			

				]
			

		
	
) being cluster head satisfy the following relationship:
								
	
 		
 			
				(
				2
				9
				)
			
 		
	

	
		
			

				𝐶
			

			
				𝑖
				𝑗
				𝑘
			

			
				=
				𝐶
			

			
				𝑖
				𝑗
				𝑙
			

			
				
				,
				∃
				𝑘
				,
				𝑙
				∈
				1
				,
				𝑓
			

			
				𝑖
				𝑗
			

			
				
				,
				𝑘
				≠
				𝑙
				.
			

		
	

Corollary 14.  Given a cluster with 
	
		
			

				𝑅
			

			
				𝑖
				𝑗
			

		
	
 (
	
		
			
				𝑖
				∈
				[
				1
				,
				𝑚
				]
				,
				𝑗
				∈
				[
				1
				,
				𝑛
			

			

				𝑖
			

			

				]
			

		
	
) being cluster head, the data update rates of field devices in a cluster are partly same, that is 
	
		
			

				𝐶
			

			
				𝑖
				𝑗
				𝑘
			

			
				=
				𝐶
			

			
				𝑖
				𝑗
				𝑙
			

		
	
, 
	
		
			
				∃
				𝑘
				,
				𝑙
				∈
				[
				1
				,
				𝑓
			

			
				𝑖
				𝑗
			

			

				]
			

		
	
, 
	
		
			
				𝑘
				≠
				𝑙
			

		
	
. Supposing that the number of field devices with DUR being 
	
		
			

				𝐶
			

			
				𝑖
				𝑗
				𝑘
			

		
	
 is 
	
		
			

				𝑁
			

			
				𝑖
				𝑗
				𝑘
			

		
	
 and 
	
		
			

				∑
			

			

				𝑄
			

			
				𝑖
				𝑗
			

			
				𝑗
				=
				1
			

			

				𝑁
			

			
				𝑖
				𝑗
				𝑘
			

			
				=
				𝑓
			

			
				𝑖
				𝑗
			

		
	
 (
	
		
			

				𝑄
			

			
				𝑖
				𝑗
			

			
				≤
				𝑓
			

			
				𝑖
				𝑗
			

		
	
), the lower bound on the number of timeslots used for the intracluster convergecast in a cluster-tree network is 
	
		
			

				∑
			

			

				𝑄
			

			
				𝑖
				𝑗
			

			
				𝑗
				=
				1
			

			

				𝑦
			

			
				𝑖
				𝑗
				𝑘
			

		
	
, where 
	
		
			
				𝑖
				∈
				[
				1
				,
				𝑚
				]
			

		
	
, 
	
		
			
				𝑗
				∈
				[
				1
				,
				𝑛
			

			

				𝑖
			

			

				]
			

		
	
, 
	
		
			
				𝑘
				∈
				[
				1
				,
				𝑄
			

			
				𝑖
				𝑗
			

			

				]
			

		
	
. 
	
		
			

				𝑄
			

			
				𝑖
				𝑗
			

		
	
 is the number of DUR kinds in the cluster with 
	
		
			

				𝑅
			

			
				𝑖
				𝑗
			

		
	
  being cluster head, and 
	
		
			

				𝑦
			

			
				𝑖
				𝑗
				𝑘
			

		
	
 is defined as:

	
 		
 			
				(
				3
				0
				)
			
 		
	

	
		
			

				𝑦
			

			
				𝑖
				𝑗
				1
			

			
				=
				
				𝑁
			

			
				𝑖
				𝑗
				1
			

			
				×
				𝐶
			

			
				𝑖
				𝑗
				1
			

			
				
			
			

				𝐶
			

			
				𝑖
				𝑗
				1
			

			
				
				=
				
				𝑁
			

			
				𝑖
				𝑗
				1
			

			
				
				;
				𝑦
			

			
				𝑖
				𝑗
				2
			

			
				=
				
				𝑁
			

			
				𝑖
				𝑗
				2
			

			
				×
				𝐶
			

			
				𝑖
				𝑗
				1
			

			
				
			
			

				𝐶
			

			
				𝑖
				𝑗
				2
			

			
				
				,
				𝑦
			

			
				𝑖
				𝑗
				𝑘
			

			
				=
				⎧
				⎪
				⎪
				⎨
				⎪
				⎪
				⎩
				𝐶
				0
				,
			

			
				𝑖
				𝑗
				1
			

			
				
				𝑁
			

			
				𝑖
				𝑗
				(
				𝑘
				−
				1
				)
			

			

				𝐶
			

			
				𝑖
				𝑗
				𝑘
			

			
				+
				𝑁
			

			
				𝑖
				𝑗
				𝑘
			

			

				𝐶
			

			
				𝑖
				𝑗
				(
				𝑘
				−
				1
				)
			

			

				
			

			
				
			
			

				𝐶
			

			
				𝑖
				𝑗
				(
				𝑘
				−
				1
				)
			

			

				𝐶
			

			
				𝑖
				𝑗
				𝑘
			

			
				<
				𝑦
			

			
				𝑖
				𝑗
				(
				𝑘
				−
				1
				)
			

			
				
				𝑁
			

			
				𝑖
				𝑗
				𝑘
			

			
				−
				
				𝑦
			

			
				𝑖
				𝑗
				(
				𝑘
				−
				1
				)
			

			
				×
				
				𝐶
			

			
				𝑖
				𝑗
				(
				𝑘
				−
				1
				)
			

			
				/
				𝐶
			

			
				𝑖
				𝑗
				1
			

			
				
				−
				𝑁
			

			
				𝑖
				𝑗
				(
				𝑘
				−
				1
				)
			

			
				
				×
				
				𝐶
			

			
				𝑖
				𝑗
				𝑘
			

			
				/
				𝐶
			

			
				𝑖
				𝑗
				(
				𝑘
				−
				1
				)
			

			

				
			

			
				
			
			

				𝐶
			

			
				𝑖
				𝑗
				𝑘
			

			
				/
				𝐶
			

			
				𝑖
				𝑗
				1
			

			
				
				,
			

			
				e
				l
				s
				e
			

			

				,
			

		
	


					where 
	
		
			
				𝑘
				=
				3
				,
				4
				,
				…
				𝑄
			

			
				𝑖
				𝑗
			

		
	
.
Proof. similar to Theorem 6.
The performance limits on the intercluster convergecast scheduling are determined by the performance limits on the intracluster convergecast scheduling, which have been established in Corollary 14.
Corollary 15.  If the data update rates of field devices in a cluster are partly same, that is 
	
		
			

				𝐶
			

			
				𝑖
				𝑗
				𝑘
			

			
				=
				𝐶
			

			
				𝑖
				𝑗
				𝑙
			

		
	
, 
	
		
			
				∃
				𝑘
				,
				𝑙
				∈
				[
				1
				,
				𝑄
			

			
				𝑖
				𝑗
			

			

				]
			

		
	
, 
	
		
			
				𝑘
				≠
				𝑙
			

		
	
, the lower bound on the number of timeslots used for the intercluster convergecast in a cluster-tree network is 
	
		
			

				𝐿
			

			

				𝑠
			

			
				∑
				=
				m
				a
				x
				{
				2
			

			

				𝑛
			

			

				1
			

			
				𝑗
				=
				2
			

			

				∑
			

			

				𝑄
			

			
				1
				𝑗
			

			
				𝑘
				=
				1
			

			

				𝑦
			

			
				1
				𝑗
				𝑘
			

			
				+
				∑
			

			

				𝑄
			

			
				1
				1
			

			
				𝑘
				=
				1
			

			

				𝑦
			

			
				1
				1
				𝑘
			

			
				,
				∑
			

			

				𝑛
			

			

				𝑖
			

			
				𝑗
				=
				1
			

			

				∑
			

			

				𝑄
			

			
				𝑖
				𝑗
			

			
				𝑘
				=
				1
			

			

				𝑦
			

			
				𝑚
				𝑖
				𝑗
				𝑘
			

			

				∑
			

			
				𝑖
				=
				1
			

			

				}
			

		
	
, where 
	
		
			

				𝑛
			

			

				𝑖
			

		
	
 is the number of routing devices in subtree 
	
		
			

				𝑇
			

			

				𝑖
			

			
				(
				𝑖
				∈
				[
				1
				,
				𝑚
				]
			

		
	
, 
	
		
			
				𝑗
				∈
				[
				1
				,
				𝑛
			

			

				𝑖
			

			

				]
			

		
	
, 
	
		
			
				𝑘
				∈
				[
				1
				,
				𝑄
			

			
				𝑖
				𝑗
			

			
				]
				)
			

		
	
.
Proof. Let 
	
		
			

				𝑔
			

			
				𝑖
				𝑗
			

		
	
 be the number of packets in routing device 
	
		
			

				𝑅
			

			
				𝑖
				𝑗
			

		
	
 during one superframe cycle. Reminded that the number of packets in the routing device is 
	
		
			

				∑
			

			

				𝑄
			

			
				𝑖
				𝑗
			

			
				𝑗
				=
				1
			

			

				𝑦
			

			
				𝑖
				𝑗
				𝑘
			

		
	
 at the beginning of the intercluster convergecast, we can conclude that 
	
		
			

				𝑔
			

			
				𝑖
				𝑗
			

			
				≥
				∑
			

			

				𝑄
			

			
				𝑖
				𝑗
			

			
				𝑗
				=
				1
			

			

				𝑦
			

			
				𝑖
				𝑗
				𝑘
			

		
	
 (
	
		
			
				𝑖
				∈
				[
				1
				,
				𝑚
				]
			

		
	
, 
	
		
			
				𝑗
				∈
				[
				1
				,
				𝑛
			

			

				𝑖
			

			

				]
			

		
	
, 
	
		
			
				𝑘
				∈
				[
				1
				,
				𝑄
			

			
				𝑖
				𝑗
			

			

				]
			

		
	
). Similar to the proof of Theorem 9, the lower bound on the number of timeslots used for the intercluster convergecast in a network with cluster-tree routing is 
	
		
			

				𝐿
			

			

				𝑠
			

			
				∑
				=
				m
				a
				x
				{
				2
			

			

				𝑛
			

			

				1
			

			
				𝑗
				=
				2
			

			

				∑
			

			

				𝑄
			

			
				1
				𝑗
			

			
				𝑘
				=
				1
			

			

				𝑦
			

			
				1
				𝑗
				𝑘
			

			
				+
				∑
			

			

				𝑄
			

			
				1
				1
			

			
				𝑘
				=
				1
			

			

				𝑦
			

			
				1
				1
				𝑘
			

			
				,
				∑
			

			
				𝑚
				𝑖
				=
				1
			

			

				∑
			

			

				𝑛
			

			

				𝑖
			

			
				𝑗
				=
				1
			

			

				∑
			

			

				𝑄
			

			
				𝑖
				𝑗
			

			
				𝑘
				=
				1
			

			

				𝑦
			

			
				𝑖
				𝑗
				𝑘
			

			

				}
			

		
	
.
Corollary 16.  Given any scheduling algorithm 
	
		
			

				𝑆
			

		
	
 that can complete intercluster convergecast in 
	
		
			

				𝐿
			

			

				𝑠
			

			
				∑
				=
				m
				a
				x
				{
				2
			

			

				𝑛
			

			

				1
			

			
				𝑗
				=
				2
			

			

				∑
			

			

				𝑄
			

			
				1
				𝑗
			

			
				𝑘
				=
				1
			

			

				𝑦
			

			
				1
				𝑗
				𝑘
			

			
				+
				∑
			

			

				𝑄
			

			
				1
				1
			

			
				𝑘
				=
				1
			

			

				𝑦
			

			
				1
				1
				𝑘
			

			
				,
				∑
			

			
				𝑚
				𝑖
				=
				1
			

			

				∑
			

			

				𝑛
			

			

				𝑖
			

			
				𝑗
				=
				1
			

			

				∑
			

			

				𝑄
			

			
				𝑖
				𝑗
			

			
				𝑘
				=
				1
			

			

				𝑦
			

			
				𝑖
				𝑗
				𝑘
			

			

				}
			

		
	
 timeslots in a cluster-tree network, the lower bound on the number of channels used in 
	
		
			

				𝑆
			

		
	
 is
									
	
 		
 			
				(
				3
				1
				)
			
 		
	

	
		
			
				⎡
				⎢
				⎢
				⎢
				
				𝐿
			

			

				𝑠
			

			
				+
				1
			

			
				
			
			
				2
				
				−
				
				
				
				⎷
			

			
				
			
			
				
				𝐿
			

			

				𝑠
			

			
				+
				1
			

			
				
			
			
				2
				
			

			

				2
			

			
				−
				2
			

			

				𝐷
			

			

				
			

			
				𝑑
				=
				1
			

			
				(
				⎤
				⎥
				⎥
				⎥
				,
				𝑑
				×
				𝑛
				(
				𝑑
				)
				)
			

		
	

								where 
	
		
			
				𝑛
				(
				𝑑
				)
			

		
	
 denotes the total number of packets in routing devices at level 
	
		
			

				𝑑
			

		
	
.
Proof. The proof of Corollary 16 is similar to Theorem 10. The only difference is that 
	
		
			

				𝐿
			

			

				𝑠
			

			
				∑
				=
				m
				a
				x
				{
				2
			

			

				𝑛
			

			

				1
			

			
				𝑗
				=
				2
			

			

				∑
			

			

				𝑄
			

			
				1
				𝑗
			

			
				𝑘
				=
				1
			

			

				𝑦
			

			
				1
				𝑗
				𝑘
			

			
				+
				∑
			

			

				𝑄
			

			
				1
				1
			

			
				𝑘
				=
				1
			

			

				𝑦
			

			
				1
				1
				𝑘
			

			
				,
				∑
			

			
				𝑚
				𝑖
				=
				1
			

			

				∑
			

			

				𝑛
			

			

				𝑖
			

			
				𝑗
				=
				1
			

			

				∑
			

			

				𝑄
			

			
				𝑖
				𝑗
			

			
				𝑘
				=
				1
			

			

				𝑦
			

			
				𝑖
				𝑗
				𝑘
			

			

				}
			

		
	
 according to Corollary 16.
5. Extensive Analysis
The theoretical analysis of the lower bounds on the number of timeslots and the number of channels gives deep insights into the network planning and reliable scheduling algorithm designing. In order to increase the reliability for IWSNs, a retransmission scheme is introduced.
We consider the general cluster-tree network. According to the theoretical analysis in Section 4, the lower bound on the number of timeslots for intracluster convergecast in Scenario I is 
	
		
			
				m
				a
				x
			

			
				𝑖
				∈
				[
				1
				,
				𝑚
				]
				,
				𝑗
				∈
				[
				1
				,
				𝑛
			

			

				𝑖
			

			

				]
			

			

				𝑓
			

			
				𝑖
				𝑗
			

		
	
 and the lower bound on the number of timeslots for intercluster convergecast is 
	
		
			
				∑
				m
				a
				x
				{
				2
			

			

				𝑛
			

			

				1
			

			
				𝑗
				=
				2
			

			

				𝑓
			

			
				1
				𝑖
			

			
				+
				𝑓
			

			
				1
				1
			

			
				,
				∑
			

			
				𝑚
				𝑖
				=
				1
			

			

				∑
			

			

				𝑛
			

			

				𝑖
			

			
				𝑗
				=
				1
			

			

				𝑓
			

			
				𝑖
				𝑗
			

			

				}
			

		
	
. If we consider 
	
		
			

				𝑥
			

		
	
 retransmissions for each packet (default value of mac  Max  Frame  Retries in IEEE STD 802.15.4-2006 [10]), the lower bounds on the number of timeslots for intracluster and intercluster convergecast in Scenario I are 
	
		
			
				𝑥
				+
				1
			

		
	
 times of 
	
		
			
				m
				a
				x
			

			
				𝑖
				∈
				[
				1
				,
				𝑚
				]
				,
				𝑗
				∈
				[
				1
				,
				𝑛
			

			

				𝑖
			

			

				]
			

			

				𝑓
			

			
				𝑖
				𝑗
			

		
	
 and 
	
		
			
				∑
				m
				a
				x
				{
				2
			

			

				𝑛
			

			

				1
			

			
				𝑗
				=
				2
			

			

				𝑓
			

			
				1
				𝑖
			

			
				+
				𝑓
			

			
				1
				1
			

			
				,
				∑
			

			
				𝑚
				𝑖
				=
				1
			

			

				∑
			

			

				𝑛
			

			

				𝑖
			

			
				𝑗
				=
				1
			

			

				𝑓
			

			
				𝑖
				𝑗
			

			

				}
			

		
	
, respectively. Meanwhile, the number of timeslots during the beacon, CAP and CFP periods are 16 according to the IEEE STD 802.15.4-2006 [11]. In all, the superframe length can be calculated as 
	
		
			
				(
				1
				6
				+
				(
				𝑥
				+
				1
				)
				×
				m
				a
				x
			

			
				𝑖
				∈
				[
				1
				,
				𝑚
				]
				,
				𝑗
				∈
				[
				1
				,
				𝑛
			

			

				𝑖
			

			

				]
			

			

				𝑓
			

			
				𝑖
				𝑗
			

			
				+
				(
				𝑥
				+
				1
				)
			

		
	
 × 
	
		
			
				∑
				m
				a
				x
				{
				2
			

			

				𝑛
			

			

				1
			

			
				𝑗
				=
				2
			

			

				𝑓
			

			
				1
				𝑖
			

			
				+
				𝑓
			

			
				1
				1
			

			
				,
				∑
			

			
				𝑚
				𝑖
				=
				1
			

			

				∑
			

			

				𝑛
			

			

				𝑖
			

			
				𝑗
				=
				1
			

			

				𝑓
			

			
				𝑖
				𝑗
			

			
				}
				)
			

		
	
 × duration  of  timeslot. For a network having 1000 field devices, that is 
	
		
			

				∑
			

			
				𝑚
				𝑖
				=
				1
			

			

				∑
			

			

				𝑛
			

			

				𝑖
			

			
				𝑗
				=
				1
			

			

				𝑓
			

			
				𝑖
				𝑗
			

			
				=
				1
				0
				0
				0
			

		
	
, and the duration of the timeslot being 10 ms, if 
	
		
			
				𝑥
				=
				3
			

		
	
 and 
	
		
			
				2
				∑
			

			

				𝑛
			

			

				1
			

			
				𝑗
				=
				2
			

			

				𝑓
			

			
				1
				𝑗
			

			
				+
				𝑓
			

			
				1
				1
			

			
				<
				∑
			

			
				𝑚
				𝑖
				=
				1
			

			

				∑
			

			

				𝑛
			

			

				𝑖
			

			
				𝑗
				=
				1
			

			

				𝑓
			

			
				𝑖
				𝑗
			

		
	
, the maximum superframe length is 80.16 s, which is allowable in most industrial process applications. In Scenario II and Scenario III, the superframe lengths are less than 80.16 ms because of smaller number of timeslots.
The analysis of superframe length indicates that the network with hierarchical topology can accommodate more devices and can guarantee better timeliness. For applications required large network and tight timeliness, if we assign field devices with different DURs in same cluster, the requirements can be well satisfied.
6. Experiment
We validate the tightness from a real implementation on the SIA2420 modules [14]. The SIA 2420 module is completely compliant to the IEEE STD 802.15.4-2006 physical layer and built in multiple specifications, such as WIA-PA, WirelessHART and Zigbee. It is a high reliable, low energy-consumption and long-distance wireless product of original equipment manufacturer (OEM), which is controlled by a 16-bit microcontroller and is installed by a MultiMedia Communication eXchange (MMCX) antenna connector. The transmission radius of SIA 2420 is 25 meters. The user interface is built on the Microsoft Visual C++ 6.0. Figures 4 and 5 exhibits the experiment platform, network topology and user operation interface, respectively.



Figure 4: Experiment platform.





Figure 5: Network topology and monitoring data.


Based on our experiment system, we investigate the bounds of the number of timeslots and channels with cluster-line and cluster-tree routing topologies, respectively. We use three parameters to represent the network with cluster-tree topology, which are 
	
		
			

				𝑀
			

		
	
, 
	
		
			

				𝐷
			

		
	
, 
	
		
			

				𝑂
			

		
	
. 
	
		
			

				𝑀
			

		
	
 denotes the number of children of 
	
		
			
				G
				W
			

		
	
; 
	
		
			

				𝐷
			

		
	
 denotes the depth of the tree; and 
	
		
			

				𝑂
			

		
	
 denotes the number of field devices in the cluster. Each simulation setting is represented as 
	
		
			
				{
				𝑀
				,
				𝐷
				,
				𝑂
				}
			

		
	
. Different combination of these three parameters will generate different topology. Figure 6 compares the experiment convergecast time with the optimal results for three scenarios in the network with the cluster-line routing topology. The experiment results show that there exist the optimal strategies for convergecast in the network with cluster-line topology, the conclusion of which is same as the proof results. Figure 7 compares the experiment convergecast time with the optimal results for three scenarios in the network with the cluster-tree routing topology. The experiment results of the network with cluster-tree routing topology show that our two-stage scheduling algorithms are near-optimal and the maximum degree of approximation is 99.9%.


	
		
	
		
	
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		


	
		
	


	
		
		
		
		
		
		
		
		
		
		
		
		
		
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	


	
		
			
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
			
		
		
			
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
			
		
		
			
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
			
		
		
			
				
				
			
		
		
			
				
				
			
		
		
			
				
				
			
		
		
			
				
				
			
		
		
			
				
				
			
		
		
			
				
				
			
		
		
			
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
			
		
		
			
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
			
		
		
			
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
			
		
		
			
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
			
		
		
			
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
			
		
		
			
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
			
		
		
			
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
			
		
		
			
				
				
				
			
		
		
			
				
				
				
			
		
		
			
				
				
				
			
		
		
			
				
				
				
			
		
		
			
				
				
				
			
		
		
			
				
				
				
			
		
		
			
				
				
				
			
		
		
			
				
				
				
			
		
		
			
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
			
		
	
	

Figure 6: Convergecast time by experiment in network with cluster-line topology.




	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
		
	
	
		
	
	
	
	
	
	
		
	
		


	
		
		
		
			
			
		
		
		
		
			
			
		
		
		
		
			
			
		
		
		
		
			
		
		
		
		
		
		
		
		
		
		
		
		
		
		
		
	


	
		
			
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
			
		
		
			
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
			
		
		
			
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
			
		
		
			
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
			
		
		
			
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
			
		
		
			
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
			
		
		
			
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
			
		
		
			
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
			
		
		
			
				
			
			
				
			
			
				
			
			
				
			
			
				
			
			
				
			
			
				
			
			
				
			
			
				
			
			
				
			
			
				
			
		
		
			
				
			
			
				
			
			
				
			
			
				
			
			
				
			
			
				
			
			
				
			
			
				
			
			
				
			
			
				
			
			
				
			
		
		
			
				
			
			
				
			
			
				
			
			
				
			
			
				
			
			
				
			
			
				
			
			
				
			
			
				
			
			
				
			
			
				
			
		
		
			
				
				
			
		
		
			
				
				
			
		
		
			
				
				
			
		
		
			
				
				
			
		
		
			
				
				
			
		
		
			
				
				
			
		
		
			
				
				
				
			
		
		
			
				
				
				
			
		
		
			
				
				
				
			
		
		
			
				
				
				
			
		
		
			
				
				
				
			
		
		
			
				
				
				
			
		
		
			
				
				
				
			
		
		
			
				
				
				
			
		
	
	
		
		
		
	
	
		
			
			
			
		
	


	
		
	

Figure 7: Convergecast time by experiment in network with cluster-tree topology.


7. Conclusion
In this paper, orienting to clustered networks including cluster-line and cluster-tree, we analyze the performance limits of the convergecast scheduling. Our analysis is divided according to the network topology (cluster-line or cluster-tree) and the application scenarios (ADS, ADD, and PDS). We establish the lower bounds on the number of timeslots to finish the intracluster and the intercluster convergecast transmissions. In addition, we establish the lower bounds on the number of channels based on the lower bounds on the number of timeslots and available channels in multichannel scenario. The analysis results are future extended to take packet retransmissions into consideration so as to meet the reliability requirement.
Working with this framework has opened up several possibilities of future research. Work currently in progress is under assumption of reliable link-level transmissions. In the future, an extension to the framework is planned to analyze the performance of the networks in presence of intermittent connectivity and channel errors. The channel-constrained convergecast scheduling when the number of available channels is less than the lower bound required for optimal convergecast is a great challenge for research. As comparison with the convergecast transmission in this paper, another interesting issue to be investigated in the future work is the dissemination communications from the gateway device to other devices in the network.
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