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Designingwireless sensor networks (WSNs) that canwork reliably in the presence of inside packet drop attackers is very challenging.
Current trust mechanisms and avoidance approaches are promising but have their limitations. Avoidance approaches transmit
multiple copies of the packets to avoid attackers and cause high overhead. In trust mechanisms, each sensor monitors it neighbors,
evaluates their trustworthiness, classifies them as either trustworthy or untrustworthy, and then discards untrustworthy sensors
from the network. However, malicious insiders, which are legitimate members of the network and know exactly what their
monitoring nodes know, can launch attacks carefully to avoid being detected and discarded from the network. In this paper, we
first show that this is possible by introducing a selective forwarding-based denial-of-service (DoS) attack. We then propose an
enhanced trustmechanism to detect such attackers and identify their victims. Furthermore, we design two attacker-aware protocols
to reroute victim nodes’ packets by avoiding the attackers. We conduct extensive OPNET simulations to validate our claims and
demonstrate the advantages of our proposed approaches. Finally, as a complementary defensive method to our detection and
avoidance approaches, we introduce a prevention routing algorithm that proactively prevents the attack and provide our preliminary
results to evaluate its performance.

1. Introduction

In wireless sensor networks (WSNs), sensor nodes will
generate data packets and send them to the base station
(BS) in a multihop collaborative fashion due to their limited
energy and transmission range. While being routed to the
BS, data packets may be lost from collision, congestion,
noise, or other network problems.The so-called insider packet
drop attacks refer to a set of attacks where compromised
nodes intentionally drop packets [1]. Such attackers disguise
their malicious behavior behind the aforementioned natural
packet loss phenomenon. This type of attack has become
a serious security threat in WSNs [1–3]. A well-positioned
malicious insider can be on the routing path of many sensor
nodes and thus receive many data packets. It can simply drop
them to cause damage to the network.

Selective forwarding attack, where the attacker drops only
some packets and at some arbitrary time, is the most difficult
insider packet drop attack to defend against [2]. Normally
such an attacker seeks to achieve one of the following two

goals. First, degrade the performance of the network in terms
of packet loss rate. Second, prevent data collected by certain
sensor nodes from reaching the BS. In the second case, the
victim node will not be able to talk to the BS, and we name
this attack selective forwarding-based denial-of-service (DoS)
attack.Most reported studies on selective forwarding attacks
focus on the detection of the attacker with the first goal [4–
7]. As we will discuss later, these approaches are not effective
against selective forwarding-based DoS attacks.

As a motivation for the importance of studying selective
forwarding-based DoS attacks, we consider a WSN deployed
in a territory for intruder detection. With the help of insiders
that perform the selective forwarding-based DoS attack, an
intruder will be able to enter the territory from the area
monitored by victimnodes (to the selective forwarding-based
DoS attacks) without being noticed by the BS. When the
intruder can communicate with the inside attackers, they can
launch the synchronized insider-outsider colluding DoS attack
so the insider attackers can target different victims at different
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times, and the intruder can explore the territory covered by
the victim nodes only.

Trust mechanism has been proven as a promising
approach to identify inside packet drop attackers [3, 8–12]. In
such approach, each node will monitor its neighbor’s packet
forwarding behavior and use this observation to measure the
trustworthiness of its neighbors.Once a neighbor’s trust value
falls below a predetermined threshold, the monitoring node
will consider this neighbor as an inside attacker and eliminate
it from the routing table.

Another conceptually different approach to defend
against insider packet drop attacks is avoidance [2, 13], where
multiple copies of the packets are sent to the BS through
multiple disjoint paths. As long as there is a path that does
not contain any attackers, the packets will be delivered to the
BS successfully. However, this approach has a very high cost
in terms of network traffic, transmission energy, and so forth
[2, 7].

In this paper, we study the selective forwarding-based
DoS attacks and propose effective detection and avoidance
mechanisms as well as a prevention routing algorithm to
defend against such attacks. Specifically,

(i) we first describe a simple selective forwarding-based
DoS attack and show that the popular trust-based
approaches (such as beta [14] and entropy [10] trust
mechanisms) for inside attacker detection fail to
detect such attack. We also analyze the potential
damage this attack can cause to the network,

(ii) we then propose a source-level trust evaluation scheme
to enhance the beta and entropy trust mechanisms
for effective detection of the selective forwarding-
based DoS attackers. Once the attacker is identified,
we propose two avoidance strategies to reroute the
victim’s packets so they can reach the BS,

(iii) we validate our claims and evaluate the performance
of our detection and avoidance mechanisms with
extensive OPNET simulations,

(iv) as a complementary defensive mechanism to our
detection and avoidance methods, we also introduce
a prevention routing algorithm to proactively prevent
the selective forwarding-based DoS attacks and show
our preliminary results to evaluate its performance.

For simplicity, during the discussion of the threats and
detection of insider packet drop attacks, we do not consider
natural packet drops caused by network problems. However,
our simulation settings include lossy networks and the
natural packet drops due to that network problems will be
reported.

The rest of this paper is organized as follows. Section 2
covers related work on insider packet drop attacks and the
current countermeasures. Then in Section 3, we describe
a selective forwarding-based DoS attack that none of the
current defending approaches can detect to motivate our
work. We propose our detection and avoidance approaches
in Section 4 and evaluate their performance in the packet
routing domain in Section 5. In Section 6, as a complemen-
tary defensive mechanism to our detection and avoidance

methods, we introduce a prevention routing algorithmwhere
an attacker has to choose between “not attacking” and “attack-
ing and being caught.” We conclude this paper in Section 7.

2. Related Work

Attackers to a network can be insiders, outsiders, or both.
WSNs deployed for security applications (such as monitoring
in the battlefield) are normally equipped with cryptography-
based authentication and authorization mechanisms to pre-
vent outside attackers from launching eavesdropping or
packet modification. Thus outsider attacks are limited to
direct physical damage of sensors or jamming the commu-
nication channel [15]. However, inside attackers have many
advantages [2, 12, 15]. First, they are legitimate members of
the network and will not be caught by authentication or
authorization. Second, inside attackers can disrupt network
operations by modifying packet information or dropping
critical packets. Finally, inside attackers can collude with
outside attackers to causemore severe damage to the network
as we have described in the introduction [16].

Inside attackers can launch various types of attacks
actively (such as modification, packet drop, or misrouting) or
passively (such as eavesdropping). Among these, packet drop
attacks not only can cause significant network performance
degradation, but also cannot be prevented by authentication
and authorization [2]. Below are three representative types of
insider packet drop attacks [2, 8, 10].

Blackhole Attacks. The blackhole attacker drops all received
packets. It will cause the most serious damage to the network
among all types of packet drop attacks during the same
amount of time. However, it can be easily captured by
the monitoring neighbors as it consistently drops all their
packets.

On-Off Attack. When attack is on, the attacker drops all
received packets, then forwards all received packets when
attack is off, and repeats this drop-forward pattern period-
ically. This attacker can appear suspicious to its neighbor
during its attack periodwhen it acts like blackhole attacks and
can also be detected easily when the attack on period is long
or the on-off pattern is discovered.

Selective Forwarding Attacks. As we described in the intro-
duction, such attackers can either drop packets randomly
or selectively. It is much more challenging to defend these
attacks than blackhole and on-off attacks.

Current defending approaches against selective for-
warding attacks are either detection approach or avoidance
approach. The detection approaches will fail to detect the
attacker and victims in our proposed selective forwarding-
based DoS attack. The avoidance approaches will solve the
problem, but it is very expensive and may not suit for WSN
applications where each sensor has limited resource.

Most of the reported efforts focused on random selec-
tive forwarding attacks [4–7]. For example, Hai and Huh
[4] presented a neighbor-based monitoring and detection
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mechanism using two-hop neighbor knowledge where each
exchanges its one-hop neighbors’ packet forwarding behavior
periodically. However, this approach introduces network
overhead due to periodic information exchange between
nodes and is vulnerable to false information provided by
malicious neighbors. In the multihop acknowledgement
scheme [7], each node in the forwarding path is responsible
for detecting attackers. Specifically, some randomly chosen
nodes (called ACK nodes) will report ACKs back to the
source node (hop by hop) using the same but reversed routing
path when they receive a packet. However, this approach has
several problems. First, it is unclear how to locate the exact
attacker. Second, their detection scheme depends on other
nodes’ observations, and thus their scheme is vulnerable
to false accusation from malicious neighbors. The trust
mechanisms with watchdog, as we have discussed earlier,
solve these problems by monitoring whether the next node
in the routing path forwards the packets or not [3, 9–11, 17].
Despite its many known limitations, the trust mechanism has
been a promising solution to defend against insider packet
drop attacks.

Instead of detecting the attackers, the avoidance
approaches focus on how to deliver the packets successfully
with the existence of the attackers. A popular way to achieve
this is to use multipath routing paths [2, 13, 18, 19]. In [2],
the authors pointed out that 𝑘 disjoint multipath routing
can completely defend against selective forwarding attacks
with no more than 𝑘 − 1 compromised nodes. However, the
multipath routing approach has a couple of drawbacks [7].
First, communication overhead significantly increases as the
number of paths increases, and thus it may lead to increase
collision and interference. As a result, the packet delivery
performance of a routing can be dramatically degraded.
Second, since this approach cannot catch and discard the
attackers, this approach can be compromised if an adversary
locates at least one attacker in each routing path. Similarly, a
multiple data flow scheme using multiple disjoint topologies
was introduced in [13]. In this scheme, a sending node sends
its packets through one or more randomly chosen topologies
among the preestablished multiple topologies to mitigate
selective forwarding attacks.

3. A Selective Forwarding-Based DoS Attack

In this section, we first describe the current trustmechanisms
and trust-based routing approaches to avoid inside attackers.
Then we introduce a selective forwarding-based DoS attack
and show that the current trust mechanisms fails to detect
such attack.

3.1. Trust Mechanism. A trust mechanism defines a trust
value (or trustworthiness) for each sensor node, and how
each node measures the trustworthiness of its neighbors. It
detects insider packet drop attacks in the following three
stages.

Neighbor Behavior Monitoring. Each node monitors and
records its neighbors’ behavior such as packet forwarding.

Watchdog [3] is a popular monitoring mechanism used in
this stage. Each node𝑀 records all of its recently forwarded
packets in a buffer. When 𝑀 sends a packet to its neighbor
node 𝐴,𝑀 monitors whether 𝐴 forwards the packet toward
the BS by overhearing 𝐴’s packet transmission. Then, each
overheard packet will be compared with the packet sent to
𝐴. When a match is found,𝑀 records that 𝐴 has forwarded
the packet and removes it from the buffer. If a packet remains
in the buffer for a period longer than a predetermined time,
the watchdog considers that𝐴 failed to forward the packet. In
this paper, we use this watchdog mechanism in the OPNET
network simulator [20].

Trust Measurement. Based on the data collected in the
previous stage, a trustmodelwillmeasure the trustworthiness
of the node being monitored [8, 10, 14]. For example, when a
node is observed to have forwarded the packet 𝑠 times and
dropped the packet 𝑓 times, the beta trust model [14] will
assign this node a trust value using the following formula:

𝑇Beta =
𝑠 + 1

𝑠 + 𝑓 + 2
. (1)

The entropy trust model [10] uses entropy function:

𝐻(𝑝) = −𝑝log
2
𝑝 − (1 − 𝑝) log

2
(1 − 𝑝) , (2)

where 𝑝 is the trust value in beta trust model, and define the
trust value by

𝑇Entr = {
1 − 𝐻 (𝑝) , for 0.5 ≤ 𝑝 ≤ 1;
𝐻 (𝑝) − 1, for 0 ≤ 𝑝 < 0.5.

(3)

Note that in (1), the trust value is between 0 and 1. But the
trust value in (3) is between −1 and 1. To have a nonnegative
trust value between 0 and 1, we define

𝑇
∗

Entr =
1 + 𝑇Entr

2
. (4)

Detection. By comparing the measured trust value with a
predetermined threshold Θ

𝑇
, a node can decide whether

its neighbor is trustworthy. If the neighbor’s trust value is
less than Θ

𝑇
, it will be considered as an inside attacker.

Depending on the network’s trust mechanism, the detection
of inside packet drop attackers may or may not be broadcast
to the rest of the nodes in the network. In this paper, we
assume that the decision will not be broadcast for simplicity.

3.2. Trust-Based Routing. Weuse the popular greedy perime-
ter stateless routing (GPSR) [21] as an example to show how a
trustmechanism can help to detect and avoid inside attackers.

Consider theWSNwith 20 nodes shown in Figure 1. Node
3 relays the packets from nodes 4, 5, 9, 10, 15, and its own
packets to node 2 which will then send them to the BS based
on GPSR (depicted by solid lines with arrowhead). In a trust
mechanism, node 3 will use its watchdog to monitor node 2.

When node 2 drops packets from node 3, node 3 will
reevaluate the trust value of node 2. If the trust value falls
below the threshold value, node 3 will treat node 2 as an
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Figure 1: GPSR (solid lines) and trust-based GPSR (dotted lines).

inside attacker. A trust-based routing algorithmwill then find
a new routing path to avoid node 2. In this case, node 3 will
forward the packets to node 7, hoping that node 7 will deliver
the packets to the BS (the dotted lines with arrowheads in
Figure 1).

Many researchers [9, 10, 17, 22–24] have shown that trust-
based routing approaches can gracefully mitigate insider
packet drop attacks by building trusted paths to the des-
tination. Moreover, they showed that trust-based routing
improves the packet’s successful delivery under insider packet
drop attacks over routing algorithms that do not consider
trust. Clearly, the effectiveness of these trust-based routing
algorithms is based on their underlying trust models. A
good trust model will help the routing algorithm to quickly
and accurately identify inside packet drop attackers and find
alternate routes to avoid them.

3.3. A Selective Forwarding-Based DoS Attack and Its Analysis

3.3.1. Motivation. the current trust mechanisms and trust-
based routing cannot detect all known insider packet drop
attacks. For instance, an intelligent attacker who can keep its
trust value above the threshold valueΘ

𝑇
will not be detected.

Moreweakness can be found in the literature such as [12]. Our
proposed selective forwarding-based DoS attack comes from
the following simple observation.

To attack victims and avoid being identified, the attacker
node 𝐴 will have to disguise itself by forwarding packets for
some nodes. When a node 𝑀 sends only its own packets
to the attacker 𝐴 and uses its watchdog to monitor 𝐴,
apparently 𝐴 cannot drop all the packets without being
detected. However, if 𝑀 also forwards packets from other
nodes to 𝐴, then 𝐴 may be able to drop all the packets from
one or multiple victim nodes.

For example, in the WSN shown in Figure 1 where all the
nodes generate packets with the same frequency and send
them to theBS, node 2 can pick node 10 as its victim anddrops
all the packets from node 10.Therefore the BS can never hear
messages from node 10 and hence comes the name “denial
of service” for this attack. However, if node 2 forwards all the

packets from nodes 3, 4, 5, 9, and 15 to the BS, when Beta trust
model is used with Θ

𝑇
= 0.70, the monitoring node 3 will

hear node 2 forwarding 5/6 ≈ 83% of the packets and fails to
identify node 2 as an attacker because node 2’s trust value will
be approximately 0.83, higher than the threshold Θ

𝑇
= 0.70.

It is not hard to see that once an attacker positions itself on
the routing path of many nodes, it can select multiple victim
nodes and launch the denial of service attack without being
noticed. This can easily cause a lot of damage to the network
and so we need to find countermeasures to defeat such attack.

3.3.2. Protocol of the Attack. Steps shown in Algorithm 1
define the protocol for an inside attacker 𝐴 to launch
the selective forwarding-based DoS attacks against multiple
victim nodes.

On each received packet (step 3), the attacker 𝐴 first
determines the direct sender of the message (node 𝑀) and
original source node S that generates the packet (steps 4 and
5). If 𝐴 has received packets from S before (i.e., 𝑆 is not a
new source node), A will either drop or forward the packet
based on whether 𝑆 is a victim or not (steps 6 and 7). If 𝑆
is a new source node, A will update the number of nodes
whose packets are routed to 𝐴 through𝑀 by 𝑛

𝑀
++ (step 9).

When 𝑛
𝑀

reaches a predetermined value, A will be able to
select a new victim to launch the DoS attack (steps 10–14).We
called this attack selective forwarding-based DoS because the
attacker can selectively choose the victims and drop all the
packets from the victims to mislead the BS to consider that
the victim nodes are either out of service or disconnected.

3.3.3. Analysis of the Attack. For an inside attacker to launch
the selective forwarding-based DoS attack against the victim
nodes, the attacker needs to (i) be able to tell whether a
received packet is from the victim nodes, and (ii) ensure that,
after dropping all the packets from the victim nodes, the
attacker will not be detected by the monitoring nodes.

We first show that assumption (i) is valid. In a geo-
graphic routing employed WSN, the receiver of a packet can
obtain the source node (the node that creates the packet)
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1 for each node𝑀 that forwards packets directly to 𝐴 and monitors 𝐴 with its watchdog, 𝑘
𝑀
= 0; 𝑛

𝑀
= 0;

2 while (both the network and node 𝐴 are on) {
3 on the reception of a packet {
4 identify the node𝑀 that forwards the message;
5 identify the source node 𝑆 that generates the packet;
6 if 𝑆 is a victim node, drop the packet;
7 if 𝑆 is a non-victim source node, forward the packet;
8 if 𝑆 is a new source node {
9 𝑛

𝑀
++;

10 if 𝑛
𝑀
= 𝑉[𝑘

𝑀
] {

11 pick a new victim source node;
12 𝑘

𝑀
++;

13 if 𝑆 is the new victim node, drop the packet;
14 else forward the packet;

}}}}

Algorithm 1: Steps for attacker A to launch selective forwarding-based DoS attacks against multiple victim nodes.

information from the packet because the receiver is a legit-
imate relay node that can access the packet’s header where
the source identification is stored [21, 25]. Even when the
source node is protected by methods such as authorization, it
is still possible for amalicious receiver to figure out the source
node information by breaking the authorization mechanism
or analyzing network traffics [26, 27].

Second, we will show that requirement (ii) can be satis-
fied. Because the inside attacker is a legitimate member of the
WSN, it knows the trust model and the threshold value Θ

𝑇

used in the network. In awell-defined trustmechanism,when
a node’s packet drop rate increases, its trust value should
not increase. A node will be considered as trustworthy if its
trust value is above the threshold. Therefore, an attacker can
evaluate its own trust value and drop a packet only when a
drop will not bring its trust value below the threshold Θ

𝑇
.

In our proposed protocol, the attacker selects a victim only
when there are enough nonvictim source nodes to keep the
attacker’s trust value above Θ

𝑇
. This is guaranteed by the

carefully determined array 𝑉[⋅] used in step 10 as we will
explain next.

We define 𝑉[𝑗] as the minimum number of source nodes
whose packets are routed to the attacker (A) through the same
monitoring node (M) such that the attacker can drop packets
from 𝑗 + 1 of these nodes without being detected by𝑀. That
is, 𝑉[0] is the minimum number of nodes for attacker 𝐴 to
cover/disguise the first victim; 𝑉[1] is the minimum number
of nodes for 𝐴 to attack two victims.

In the beta trustmodel, if attacker𝐴 attacks (𝑗+1) victims
among 𝑉[𝑗] nodes and forward the packets for the other
(𝑉[𝑗] − (𝑗 + 1)) nodes, its trust value will be

𝑉 [𝑗] − (𝑗 + 1)

𝑉 [𝑗]
= 1 −

𝑗 + 1

𝑉 [𝑗]
. (5)

To keep this trust value higher or equal to the trust threshold
Θ
𝑇
, we can easily obtain the following:

𝑉 [𝑗] = ⌈
𝑗 + 1

1 − 𝜃
𝑇

⌉ . (6)

Table 1: Values of 𝑉[𝑗] for three trust models.

𝑉[𝑗] 𝑉[0] 𝑉[1] 𝑉[2] 𝑉[3] 𝑉[4] 𝑉[5]

𝑇Beta 4 7 10 14 17 20
𝑇Entr 19 38 57 76 94 113
𝑇
∗

Entr 7 14 21 28 35 42

For the entropy trust models, there is no closed formula
for 𝑉[𝑗]. However, we can compute 𝑉[𝑗] numerically for any
givenΘ

𝑇
. Table 1 lists the values of𝑉[𝑗] for the three different

trust models where 0.70 is used as the trust threshold Θ
𝑇
.

The small values of 𝑉[0] indicate that the proposed
selective forwarding-basedDoS attack is a very serious threat.
For the attacker (A) to launch the attack against a specific
victim (V), it only requires the node (M) that forwards V ’s
packets to 𝐴 also forwards packets from 2 other nodes to 𝐴
in the beta trust model (𝑉[0] = 4:𝑀, 𝑉, and 2 other nodes).

One can also see that 𝑉[𝑗] has a much larger value for
the entropy trust models than the beta trust model. This is
because earning a high trust value in entropy trust models
(3) and (4) is much harder (i.e., a node must have very few
packet drops) than earning a high trust value in the beta trust
model (1).

4. The Proposed Defensive Mechanism

In this section, we propose and analyze our defensive mech-
anism, which is an enhancement of the beta and entropy
trust mechanisms, against the above selective forwarding-
based DoS attack. This defensive mechanism consists of
two phrases: attacker detection and attacker-aware rerouting,
which will be elaborated in Subsections 4.1 and 4.2 of this
section, respectively. We analyze our approach and compare
with existing methods in Subsection 4.3.

4.1. Source-Level Trust Evaluation and Attacker Detection.
As depicted in Figure 2(a), in the existing trust mechanism
[3, 9, 10, 14, 17, 22, 23, 28], a monitoring node𝑀 counts the
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Figure 2: Existing trust evaluation approach [3, 9, 10, 14, 17, 22, 23, 28] and our proposed approach.

number of successes 𝑠 and failures 𝑓 that the next node 𝐴
forwards packets from 𝑀. It then evaluates the trust value
𝑇[𝐴] of 𝐴 based on 𝑠 and 𝑓 using the trust model adopted
by the network. If 𝑇[𝐴] < Θ

𝑇
, 𝑀 will consider 𝐴 as an

inside attacker. However, we have seen that this mechanism
fails to detect intelligent attackers such as those launching
the selective forwarding-based DoS attacks. For example,
attacker 𝐴 can drop all packets from node 1 but forwards
packets from all other nonvictim nodes (in this case, nodes
2, 3, andM) to keep its trust value 𝑇[𝐴] high. When 𝑇[𝐴] ≥
Θ
𝑇
, A’s malicious attacking behavior will not be detected by

M.
We can see that the current trust mechanism fails because

the attacker can hide its malicious behavior behind its good
behavior. As an attacker can identify the source node of a
packet to launch the selective forwarding-based DoS attack, a
monitoring node can also utilize the source node information
to defend against such attack. This leads us to the following
idea. If𝑀 uses separate counters to track not only A’s overall
packet forwarding behavior, but also how it delivers packets
from each individual source node, then𝑀 will be able to tell
whether𝐴has launched theDoS attack against any node.This
is shown in Figure 2(b) where𝑀 also evaluatesA’s trust value
𝑇
𝑖
[𝐴] for each source node 𝑖. We refer to this approach as

source-level trust evaluation, and it can be easily integrated
into the current 3-stage trust mechanism to improve its
effectiveness of detecting inside attackers as follows.

Neighbor Behavior Monitoring. In addition to recording A’s
overall behavior 𝑠 and f, for each packet that 𝑀 overhears
𝐴 is forwarding,M checks the source node information and
updates a pair of separate counters, 𝑠

𝑖
and 𝑓

𝑖
, where 𝑖 is

the source node of the packet, to keep track the number of
successes and failures for packets that𝐴 forwards from source
node i, according to 𝐴’s packet forwarding behavior to node
i.

Trust Measurement. Based on the data collected in the first
stage,M evaluates not only A’s overall trust value 𝑇[𝐴] based
on 𝑠 and f, but also its source-level trust values𝑇

𝑖
[𝐴] based on

(𝑠
𝑖
, 𝑓
𝑖
) to see how much𝑀 can trust 𝐴 in forwarding packets

from source node 𝑖. When the beta trust model is used, A’s
source-level trust value for source node i, 𝑇Beta,𝑖[𝐴], can be
calculated by using (1) as

𝑇Beta,𝑖 [𝐴] =
𝑠
𝑖
+ 1

𝑠
𝑖
+ 𝑓
𝑖
+ 2

. (7)

When the entropy trust model is used, A’s source-level
trust value for source node i, 𝑇Entr,𝑖[𝐴], can be calculated by
using (3) as

𝑇Entr,𝑖 [𝐴] = {
1 − 𝐻 (𝑝

𝑖
) for 0.5 ≤ 𝑝

𝑖
≤ 1;

𝐻 (𝑝
𝑖
) − 1 for 0 ≤ 𝑝

𝑖
< 0.5,

(8)

where𝐻(𝑝
𝑖
) = −𝑝

𝑖
log
2
𝑝
𝑖
−(1−𝑝

𝑖
)log
2
(1−𝑝
𝑖
) and𝑝

𝑖
= (𝑠
𝑖
+1)/

(𝑠
𝑖
+𝑓
𝑖
+ 2). To have a nonnegative trust value between 0 and

1, we define

𝑇
∗

Entr,𝑖 [𝐴] =
1 + 𝑇Entr,𝑖 [𝐴]

2
. (9)

Detection. If any trust value 𝑇
𝑖
[𝐴] goes below the predeter-

mined trust threshold Θ
𝑇
, M detects that 𝐴 is a selective

forwarding attacker against node i, the victim of such attack.
When the overall trust value 𝑇[𝐴] of node 𝐴 goes below the
trust thresholdΘ

𝑇
, A will be considered as an inside attacker

just like the current trust mechanism will do.

Theorem 1. The proposed source-level trust evaluation
approach can successfully detect selective forwarding-based
DoS attacks against any source node.

Proof. By the definition of the selective forwarding-based
DoS attack, if 𝐴 launches attack against node 𝑖, it will behave
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Figure 3: Two avoidance strategies to reroute the victim’s packets to BS.

like a blackhole attacker and drop all packets originated from
node 𝑖. Hence, after the attack is launched, 𝑠

𝑖
will remain

unchanged and 𝑓
𝑖
will increase by one whenever a packet

from node 𝑖 is dropped by attacker𝐴. When node 𝑖 generates
sufficient number of packets, the packet drop rate 𝛼 = 𝑓

𝑖
/(𝑠
𝑖
+

𝑓
𝑖
) will increase and can be arbitrarily close to 1. This means

thatA’s trust valuewith respect to node 𝑖,𝑇
𝑖
[𝐴],will approach

to the minimum trust value, which will be way below the
trust threshold Θ

𝑇
. So the monitoring node 𝑀 will be able

to identify this DoS attack and its victim.
Formally, let 𝑛

𝑖
= 𝑠
𝑖
+ 𝑓
𝑖
be the total packets generated by

a victim node I; this theorem is based on the following fact:

lim
𝑛𝑖→∞

𝑇
𝑖 [𝐴] (𝛼) = lim

𝑛𝑖→∞
𝑇
𝑖 [𝐴] (

𝑓
𝑖

(𝑠
𝑖
+ 𝑓
𝑖
)
)

= 𝑇
𝑖 [𝐴] (1) ≪ 𝜃

𝑇
.

(10)

Because all the (𝑠
𝑖
, 𝑓
𝑖
) pairs are kept independently, the

selective forwarding-based DoS attack against any other
source nodes can also be detected, depending on how fast the
victim nodes generate packets.

Our approach requires the number of delivery successes
and failures for packets from each source node. This will
introduce storage overhead. Fortunately, such overhead is
negligible. Even in the case when a node is receiving packets
from 100 different source nodes and wants to track the status
of the last 1 million packets from each node, the memory
requirements will only be 0.25 KB (= 100× log

2
220 bits/8).

This overhead is low for current sensors such as TelosB (10 KB
RAM, 48KB Flash, and 1MB EEPROM) and Mica2/MicaZ
(4KB RAM, 128KB Flash, and 512 KB EEPROM) [29].

4.2. Attacker-Aware Avoidance Routing Strategies. Once the
attacker and a victim of the selective forwarding-based DoS

attack are detected, approaches to reroute the victim’s packet
to the BS should be developed. In this section, we propose
two attacker-aware rerouting algorithms, which we refer to
as avoidance strategies.

When the value of a𝑇
𝑖
[𝐴] becomes less than the network’s

trust threshold Θ
𝑇
, the monitoring node 𝑀 will conclude

that 𝐴 is an inside attacker attacking node 𝑖. To avoid further
damage that 𝐴 may make to the network, M can use a
complete avoidance (CA) strategy to reroute all the packets
to another trustworthy neighbor node (such as 𝐵 shown in
Figure 3(a)). This ensures that all the packets received by
M, not only those from node i, will avoid the attacker 𝐴.
However, this strategy will increase the traffic on node 𝐵 and
may also introduce other routing overhead. For example, if
node 𝐴 was the best choice in an energy-efficient routing
algorithm, rerouting all the packets to node 𝐵 instead of 𝐴
will cause increase in energy consumption. Furthermore, if
𝐴 targets multiple victims, this strategy will help all of the
victims to avoid the attacker A, but it can only identify the
first victim. Finally, if 𝑀 mistakenly claims the first victim,
node 𝐴 will be treated as an attacker. This will increase the
false alarm rate in finding inside attackers.

In light of the fact that a selective forwarding-based
DoS attacker (node 𝐴 in this case) has targeted victims,
the selective avoidance (SA) strategy will only reroute the
discovered victim’s packets to avoid the attacker 𝐴 and keep
the other packets running through node A (see Figure 3(b)).
The monitoring node 𝑀 will continue updating the trust
values (𝑇

𝑖
[𝐴]) for all nodes except those discovered victims.

So even when the attacker targets multiple victims, the SA
strategy can discover all of them and help them avoid the
attacker. This strategy will effectively solve CA’s resource
overhead problem. Its drawback is that it will take time for
each of the victims to be identified, and the attacker can still
drop packets from the victims and do damage to the network
until all the victims are discovered.
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Table 2: Comparison of the complete avoidance strategy (CA) and
the selective avoidance strategy (SA).

CA SA
Reroute victim’s packets Yes Yes
Reroute non-victim’s packets Yes No
Time to reroute all victims’ packets Short Long
Discover multiple victims No Yes
Probability of false alarm on attacker Large Small
Impact on the original routing solution Large Small

We summarize the features of the two proposed attacker-
aware rerouting algorithms in Table 2.

4.3. Analysis of the Proposed Defensive Mechanism. The pro-
posed defensive mechanism follows the 2-phase detection-
avoidance framework. In the first phase, the source-level
trust evaluation approach will detect victims of the selective
forwarding-based DoS attack. In the second phase, the
attacker-aware rerouting strategy will find a different path to
deliver victim’s packets to the BS.

4.3.1. Comparison with the Existing Trust Mechanisms. Our
source-level trust evaluation is an enhancement of the exist-
ing trust-based mechanisms for inside attacker detection [10,
14].The difference is that existing approaches do not consider
the packet forwarding behavior of the receiving node (the
node being monitored) for each individual source node.
Therefore, it can detect whether the node is an inside packet
drop attacker, but it will fail to detect the proposed selective
forwarding-based DoS attack. In our proposed method, the
monitoring node will evaluate the trust value with respect to
each source node. As stated in Theorem 1, this enhancement
enables us to identify not only the attacker, but also all the
victims. The cost of our approach, compared with existing
mechanisms, is the storage requirement to keep the delivery
information for each source node, which we have analyzed
after the proof of Theorem 1.

Now we compare the false alarm rate (FAR) of our
approach with existing mechanisms. FAR measures how
likely a good node will be tagged as an inside attacker. Let
FAR, FARCA, and FARSA be the FAR of the existing detection
approach, our approach with CA, and our approach with SA,
respectively. We have the following.

Theorem 2. FARCA ≥ FAR ≥ FARSA.

Proof. Recall that the trust value 𝑇[𝐴] in the existing trust
mechanism is defined based on the packet drop rate, which
is the ratio of the total failures (𝑓) over the total number of
packets (𝑠+𝑓). A false alarm occurs when a good node’s trust
value 𝑇[𝐴] becomes smaller than the trust threshold Θ

𝑇
. In

our approach, themonitoring node𝑀 also updates𝑇
𝑖
[𝐴], the

trust value with respect to source node i, which is determined
by the drop rate of packets from node 𝑖 or the pair of (𝑠

𝑖
,𝑓
𝑖
).

When we use CA strategy in the second phase, the first
detected victim node 𝑗 is the one that has the largest packet

drop rate that results in the smallest𝑇
𝑖
[𝐴] among all the node

i’s that send their packets to 𝐴 through the same monitoring
node 𝑀. That is, 𝑇

𝑗
[𝐴] = min {𝑇

𝑖
[𝐴]}. For the same set of

node 𝑖’s, we have 𝑠 = ∑ 𝑠
𝑖
and 𝑓 = ∑𝑓

𝑖
. Clearly, 𝑇[𝐴] ≥

𝑇
𝑗
[𝐴]. Therefore, when the existing detection mechanism

claims (regardless of the correctness of the claim) node 𝐴
as an attacker (i.e., 𝑇[𝐴] < Θ

𝑇
), our approach should have

already identified the first victim 𝑗 of A’s DoS attack because

𝑇
𝑗 [𝐴] ≤ 𝑇 [𝐴] < Θ𝑇. (11)

However, when our approach claims an attacker,𝑇
𝑗
[𝐴] < Θ

𝑇
,

it is not necessarily true that 𝑇[𝐴] < Θ
𝑇
. A false alarm is an

incorrect claim. So FARCA ≥ FAR.
On the other hand, when SA strategy is applied, our

approachwill identify theDoS victims one by one and reroute
the packets from these victims to nodes other than the
attacker 𝐴. Note that victim nodes always have large packet
drop rate; when their packets are rerouted, the trust value
of 𝐴 evaluated by our approach will be higher than that in
the existing approach. This is because the existing approach
will count the (𝑠

𝑖
, 𝑓
𝑖
) pairs from these victims in 𝑠 = ∑ 𝑠

𝑖
,

𝑓 = ∑𝑓
𝑖
in the calculation of 𝑇[𝐴]. So when the same Θ

𝑇

is used, 𝑇[𝐴] < Θ
𝑇
will always first happen in the existing

approach before it happens in our approach with SA strategy,
that is, FAR ≥ FARSA.

4.3.2. Comparison with the Avoidance Approaches. As we
have mentioned in the introduction, the idea behind current
avoidance approaches is to send packets from multiple
disjoint paths in order to avoid inside packet drop attackers
[2, 13, 18, 19]. These approaches cannot and are not intended
to detect the attackers. We have also discussed in Section 2
that the overhead of such avoidance approaches can be
prohibitively high. For example, when each packet is sent
throughmultiple different paths, the transmission energy, the
network traffic, and collision will all increase dramatically.

Despite the same name, the avoidance strategy in the
second phase of our defensivemechanism is conceptually dif-
ferent from the above avoidance approaches. In our approach,
the avoidance strategy is applied after both the victims and the
attacker in the insider packet drop attack have been identified.
Therefore we can efficiently find a path that does not involve
the attacker to deliver victim’s packets to the BS. Although the
new path may not be as good as the initial path (where the
attacker sits on) in terms of energy, delay, or channel quality,
neither CA nor SA uses multiple paths. Hence, the large
overhead problem in the conventional avoidance approaches
does not exist in our defensive mechanism.

5. Simulation and Results Analysis

5.1. Simulation Goals, Setups, and Evaluation Metrics. There
are two main goals of the simulation: validating that the
current trust mechanisms fail to detect the proposed DoS
attack and evaluating the performance of our defensive
approach.

The parameters in Table 3 are used in our simulations.We
conduct simulations with the commercial network simulator
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Figure 4: TwoWSN topologies in our simulations.

Table 3: OPNET simulation setup parameters for the validation of
our detection mechanisms.

Parameters Setting
General

Terrain dimension 2 km × 2 km
Number of nodes 100
Topology Random/grid

Max. simulation time 30mins for single attacker;
40mins for multiple attackers

Base routing algorithm GRP
Max. retransmissions 7 (OPNET default)

Data packet generation
Start time–stop time 100 seconds–end of simulation
Destination Base station
Packet arrival interval Every 10 second
Packet size 1,024 bits

Trust model
Type Beta/entropy
Initial trust value 0.99
Trust threshold (Θ

𝑇
) 0.7

Attack model
Number of attackers Single attacker/multiple attackers (=2)
Attack type Selective forwarding-based DoS attack

OPNET Wireless Modeler v.17.1. 100 sensors are deployed
in a 2 km× 2 km area randomly in one setting (Figure 4(a))
and in a 10× 10 grid in another setting (Figure 4(b)). Each
node except the BS generates packets randomly in each 10-
second period. The packets are sent to the BS. We use some
of the default settings in OPNET such as 1024 bit data packet
and geographic routing protocol (GRP) with a maximum of

7 retransmissions before a packet is dropped. We set each
node’s initial trust value to be 0.99. We consider the cases
of both single and multiple selective forwarding-based DoS
attackers. The simulation time is set to be 30 minutes in the
case of single attacker and 40 minutes for multiple attackers.
We simulate the attacker(s) launch the proposed selective
forwarding-based DoS attack to various numbers of victims.
Both beta and entropy trust models (defined in (1) and (4)) as
well as our enhanced trustmechanism (defined in (7) and (9))
with two avoidance strategies (CA and SA) are implemented
in the OPNET Modeler for comparison purposes.

The main performance evaluation metrics are as follows.

(1) Avoidance completion time (ACT): this is the time
when all the victims have been rerouted to avoid the
attacker.

(2) False alarm rate (FAR): as discussed in the previous
section, this is the probability that a good node is
being considered as a selective forwarding-basedDoS
attacker.

(3) Energy per packet (EPP): this is the average energy
consumption to deliver a data packet, regardless of
whether the packet reaches the BS or not. EPP is
obtained by the total energy consumed for data packet
transmissions divided by the total number of data
packets generated by all source nodes.

5.2. Simulation Results and Analysis of Single Attacker. ACT
is the most important metric as it indicates the ability of each
approach in identifying the attacker and rerouting the victim’s
packets.

The simulation results on ACT in Table 4 reveal the
following.

Beta or Entropy TrustModels Alone Fail to Detect the Attacker.
In the grid topology, there are 21 source nodes that send



10 International Journal of Distributed Sensor Networks

Table 4: Avoidance completion time (in seconds) for the Beta and
Entropy trust model without any avoidance strategy (Pure), with the
complete avoidance strategy (CA), and with the selective avoidance
strategy (SA) when the attacker targets J victim nodes.

𝐽
Beta trust model Entropy trust model

Pure CA SA Pure CA SA
Grid topology

1 Fail 542.5 542.5 Fail 269.0 269.0
2 Fail 539.0 551.5 Fail 266.0 279.5
3 Fail 538.5 552.0 Fail 268.0 278.5
4 Fail 538.0 553.5 255.5 255.5 255.5
5 Fail 543.0 562.5 184.5 184.5 184.5
6 Fail 541.5 552.5 152.5 152.5 152.5
7 581.0 541.5 561.0 151.5 151.5 151.5

Random topology
1 Fail 548.3 548.3 Fail 277.2 277.2
2 Fail 546.9 604.6 Fail 289.0 300.9
3 Fail 553.2 644.8 360.9 278.6 329.7
4 Fail 559.0 602.0 204.7 204.7 204.7
5 802.5 549.5 591.3 162.4 162.4 162.4
6 352.6 352.6 352.6 153.2 153.2 153.2

packets to themonitoring node and then to the attacker. From
Table 1, when the selective forwarding-based DoS attacker
targets 6 victims or less, the beta trust model will not detect
it; when it targets 3 victims or less, the entropy trust model
cannot detect it. The results in Table 4 confirm this. This is
also true for the random topologywhere themonitoring node
forwards packets from 16 source nodes (including itself) to
the attacker.

Our Defensive Mechanisms Successfully Detect the Victims.
Even when the attacker targets only one victim (the case
of 𝐽 = 1), our defensive mechanism can help both the
beta trust model and the entropy trust model to identify the
victim node. The entropy trust model is quicker because a
dropped packet will cause more reduction in the trust value
in the entropy trust model. It also takes more time for the SA
strategy because it finds victims one by one.

Optimality of the Proposed Selective Forwarding-Based DoS
Attack. We already discussed in the first item that our
proposed selective forwarding-based DoS attack cannot be
detected by the current trust model. Table 4 also shows that
if the attacker becomes aggressive and targets more victims
than the𝑉[𝑗] values inTable 1 allow, then theywill be detected
by both the beta trust model and the entropy trust model.

FARmeasures the likelihood an approach will mistakenly
treat an honest node as attacker. In the grid topology, there
are very few collisions and there is no false alarm. The FAR
values for different approaches in the random topology are
shown in Table 5. This result confirms the claim of FARCA ≥

FAR ≥ FARSA we made inTheorem 2.
Finally, we report EPP. From Table 6, we can see that our

proposed enhancement incurs very little energy overhead.

Table 5: False alarm rate in the random topology.

𝐽
Beta trust model Entropy trust model

Pure CA SA Pure CA SA
1 0.010 0.036 0.010 0.048 0.069 0.048
2 0.010 0.034 0.010 0.045 0.067 0.044
3 0.011 0.033 0.010 0.065 0.065 0.046
4 0.011 0.031 0.010 0.064 0.064 0.064
5 0.031 0.035 0.010 0.061 0.061 0.061
6 0.028 0.028 0.028 0.061 0.061 0.061

Table 6: Energy per packet (mJ) for the Beta and Entropy trust
model without any avoidance strategy (Pure), with the complete
avoidance strategy (CA), and with the selective avoidance strategy
(SA) when the attacker targets J victim nodes.

𝐽

Beta trust model Entropy trust model

Pure Overhead (%) Pure Overhead (%)
CA SA CA SA

Grid topology
1 37.53 3.65 0.40 37.53 4.42 0.51
2 37.42 3.87 0.77 37.42 4.73 0.99
3 37.27 4.19 1.23 37.27 5.12 1.50
4 37.14 4.52 1.67 39.19 0 0
5 37.03 4.70 2.05 39.25 0 0
6 36.89 5.04 2.49 39.32 0 0
7 38.65 0.13 −2.07 39.3 0 0

Random topology
1 78.14 1.10 0.44 78.40 1.38 0.54
2 77.56 1.55 0.98 77.74 2.14 1.40
3 76.96 2.27 1.68 79.23 0.06 −0.67
4 76.42 3.01 2.30 79.55 0 0
5 78.08 0.54 0.09 79.70 0 0
6 79.01 0 0 79.51 0 0

In the avoidance approach where multiple paths are used,
for a single attacker, two disjoint paths will guarantee the
successful avoidance of the attacker. However, the energy
consumption will be doubled. From energy perspective,
our approach is much better than the current avoidance
approach.

In a couple of cases, when SA strategy is used, there is
actually a small amount of energy savings. This is possible
because the original geographical routing protocol does not
guarantee energy efficiency. Moreover, as we have analyzed,
SA strategy uses less energy than CA strategy because in SA
strategy, only packets from detected victims will be rerouted.

5.3. Simulation of Multiple Attackers. For simplicity, we
report the case of two attackers. When the two attackers are
far away from each other, launching attacks to victim nodes
independently, the result for each attack is almost identical to
the single attacker case. Here we discuss the more interesting
case when the two attackers are physically close to each other,
for example, when the node to the right of the attacker in
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Table 7: Avoidance completion time (seconds) in the case of multi-
ple attackers in the grid topology.

𝐽
Beta trust model Entropy trust model

Pure CA SA Pure CA SA
1 Fail 1,896.6 1,895.3 Fail 805.3 807.3
2 Fail 1,876.6 1,447.3 Fail 780.6 632.0
3 Fail 1,862.6 1,306.6 Fail 772.6 574.6
4 Fail 1,861.3 1,230.0 8,750 742.6 624.6
5 Fail 1,869.3 1,189.3 617.3 563.3 475.3
6 Fail 1,866.6 1,158.0 372.0 372.0 372.0
7 Fail 1,864.0 1,137.3 298.0 298.0 298.0
8 Fail 1,374.0 999.3 248.6 248.6 248.6
9 1,438.3 1,092.6 835.3 215.3 215.3 215.3
10 740.0 740.0 740.0 196.6 196.6 196.6

Figure 4(b) is also an attacker and they both target the same
set of victims.

As one can imagine, when a victim node is identified,
either the CA or the SA strategy will try to reroute packets to
avoid the attacker. However, because the attacker’s neighbor
is also an attacker, if the monitoring node happens to choose
the second attacker to forward packets to, both ACT and EPP
will increase. In particular, the ACT will be around doubled
because it will take about the same amount of time for the
monitoring node to recognize the second attacker and reroute
again. We now study the simulation results below.

First, we see that the two attackers together can target
more victims without being detected. For example, in Table 4,
we know that a single attacker will be detected by the
beta trust model if it attempts to attack 7 or more victims.
However, Table 7 shows that the beta trust model can find
the two attackers only when they are trying to attack 9 or
more victims, which apparently indicates the improvement
of attacking power.

Second, we see that the ACT is about tripled, instead of
doubled, of the ACT in the single attack model. This is a little
unexpected. However, the topology of the network and the
position of the attackers are the main reason for this. In our

case, when the monitoring node finds the second attacker, it
will reroute the packets to a new node.The newnode happens
to forward the packets to the second attacker again; thus, it
will take again time for the new node to identify the second
attacker. This results in the ACT in the 2-adjacent attackers
case is about three times of the ACT for single attacker.

6. Prevention Routing Algorithm

6.1. Motivation and Key Idea. As we have discussed earlier,
when an inside attacker relays packets for many sensor nodes
in the network, it can pick one or more victims to launch
the selective forwarding-based DoS attack. This is because it
can hide its malicious behavior by forwarding packets from
other nodes andmaintaining a high trust value. If an attacker
is on the routing path of only one or two nodes and it
attacks a victim, the chance that the attacker will be detected
quickly is high. In such situation, the attacker may not take
the risk to launch any attack. Based on this observation, we
propose a prevention routing algorithm where an attacker
has to choose between “not attacking” and “attacking and
being caught.” This is complementary to the detection and
avoidance approach we described earlier. They can be used
together as a more effective defensive mechanism.

The key idea of our prevention method is to limit the
number of source nodes (𝑁SMAX) fromwhich a node receives
packets through the same monitoring node. As discussed in
Section 3, if the attacker receives data packets from at least
𝑉[0] source nodes from a monitoring node, it can launch
the selective forwarding-based DoS attack against one of
the source nodes without being detected by the monitoring
node. Therefore, in our prevention method, we require each
monitoring node forwards packets from at most 𝑉[0] − 1

source nodes; that is, 𝑁SMAX = 𝑉[0] − 1. This will prevent
the attacker from launching the selective forwarding-based
DoS attack. If the attacker still launches the attack, it will be
detected by the monitoring node.

Figure 5 shows how our prevention method successfully
defends against a selective forwarding-based DoS attacker
𝑁1. Consider that the beta trust model with the trust
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Figure 6:The flow chart of a trust-based routing algorithmwith our preventionmethod to prevent the selective forwarding-basedDoS attack.

threshold Θ
𝑇
= 0.7 is used in a WSN. Node 𝑀 receives

packets from 8 nodes (nodes from 1 to 8). Although node𝑁1
is𝑀’s best choice to relay the packets, our prevention routing
algorithm will limit𝑀 to forward packets from only 3 nodes
(nodes𝑀, 6, and 7 in this case) to𝑁1. Packets from the other
6 nodes will be forwarded to nodes 𝑁1 and 𝑁2, three each.
That is,𝑁SMAX = 3.

We know that 𝑉[0] = 4 in this case from Table 1.
As a result, the attacker 𝑁1 cannot launch the selective
forwarding-based DoS attack against any of the three source
nodes (M, 6, and 7) without being detected by 𝑀. If 𝑁1
starts attacking any of the three source nodes,𝑁1’s trust value
evaluated by𝑀will be 0.67 (=2/3) and thus𝑁1 will be caught
by𝑀 because𝑁1’s trust value is less than Θ

𝑇
(=0.7).

6.2. Proposed Prevention Routing Algorithm. Our prevention
method can be easily integrated into any existing trust-based
routing algorithm. Figure 6 shows the flow chart of a trust-
based routing algorithm with our prevention method. Each
time node 𝑀 wants to forward a data packet toward the BS
(regardless of its own packet or packets it receives from other
nodes),𝑀 first checks the source node of the data packet and
then finds a neighbor node𝐴 at𝑀’s source-neighbor mapping
table (SNMT). SNMT is a look-up table that tells𝑀 which of

𝑀’s neighbors will receive a certain source node’s data packet
to forward the packet toward the BS. If such node 𝐴 is found
at the SNMT for the source node,𝑀 will forward the packet
to𝐴. Otherwise,𝑀will find a new neighbor node𝐵 such that
the number of source nodes assigned to 𝐵 is less than𝑁SMAX.
If there are multiple neighbors satisfying such condition, the
next hop selection algorithm of a base routing algorithm such
as GPSR will choose the best one among them. If such node
𝐵 is found, 𝑀 registers 𝐵 to its SNMT for the source node
and then forwards the data packet to 𝐵. If𝑀 cannot find any
neighbor satisfying such condition,𝑀 forwards the source’s
data packet back to the previous node 𝑃 so that 𝑃 can find
other neighbor instead of𝑀.

We explain how a relay node𝑀 assigns source nodes to
its neighbor nodes as shown in Figure 5. Assuming that every
source’s data packet is equally important, we use the (First
Come First Serve) FCFS manner for this source-neighbor
assignment process. For example, in Figure 5, assume that𝑀
received the first data packets of its eight source nodes in the
following order:𝑀, 6, 7, 8, 1, 3, 4, 2, and 5. Then,𝑀 assigns
firstly arrived three source nodes (𝑀, 6, 7) to its best neighbor
𝑁1 chosen by its base routing algorithm. The next three
source nodes (8, 1, and 3) and the remaining three source
nodes (4, 2, and 5) are assigned to 𝑀’s next best neighbors
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Figure 7: A WSN topology in our simulations. One hundred sensors are deployed in a 2 km× 2 km area randomly.

𝑁2 and𝑁3, respectively. Each source-neighbor pair is stored
in 𝑀’s SNMT. Whenever 𝑀 receives a data packet, 𝑀 will
forward the packet to its designated neighbor associated with
the source of the packet by using𝑀’s SNMT.

6.3. Simulation Setups and Preliminary Simulation Results.
We use the simulation parameters described in Table 8. 100
sensors are deployed in a 2 km× 2 km area randomly as
shown in Figure 7. Each node except the BS generates packets
randomly in each 10-second period. The packets are sent to
the BS.We use some of the default settings in OPNET such as
1024 bit data packet and geographic routing protocol (GRP)
with a maximum of 7 retransmissions. We set each node’s
initial trust value to be 0.99. We choose one node near the
BS as the selective forwarding DoS attacker. The simulation
time is set to be 60 minutes. The attacker targets various
numbers of victims. We implement two trust-based routing
algorithms: trust-based GRP based on the beta trust model
(Beta GRP) and our prevention routing algorithm combining
the Beta GRP and our prevention method (Beta GRP-P). For
our prevention method,𝑁SMAX is set to be 3 because the beta
trust model with Θ

𝑇
= 0.7 is used in simulations.

In addition to the three performance metrics (ACT,
FAR, and EPP) used in Section 5, we use the following two
performance metrics.

(1) Number of source nodes whose data packets route to
the attacker through the samemonitoring node (𝑁

𝑆,
):

by using this metric, as we discussed in Section 3,
we can get the theoretical maximum number of
victims (𝑁VMAX) which the attacker can stealthy
target without being noticed by the BS.

(2) Packet delivery rate (PDR): this is the probability that
a data packet is delivered to the BS. PDR is obtained
by the total number of data packets delivered to the BS
divided by the total number of data packets generated
by all source nodes.

Table 8: OPNET simulation setup parameters for the validation of
the our prevention routing algorithm.

Parameters Setting
General

Terrain dimension 2 km × 2 km
Number of nodes 100
Topology Random
Max. simulation time 60mins (3,600 seconds)
Base routing algorithm GRP
Max. retransmissions 7 (OPNET default)

Data packet generation
Start time–stop time 100 seconds–end of simulation
Destination Base station
Packet arrival interval Every 10 second
Packet size 1,024 bits

Trust model
Type Beta trust model
Initial trust value 0.99
Trust threshold (Θ

𝑇
) 0.7

Attack model
Number of attackers Single attacker
Attack type Selective forwarding-based DoS attack

We first show how many source nodes’ data packets can
route through the inside attacker (located near the BS) in
the simulation network topology. To see routing paths from
source nodes to the BS via the attacker, we simulate the
attacker forwarding packets normally toward the BS without
attacking any source (attack off). Figures 8 and 9 show
source nodes whose data packets route through the attacker
and their routing paths to the BS when the beta GRP and
our prevention routing algorithm (Beta GRP-P) are used,
respectively. We can see that when beta GRP is used, the
attacker receives data packets from many more source nodes
as compared to our approach used.
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Figure 8: 30 potential victim source nodes and their routing paths to the BS when Beta GRP is used.
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Figure 9: 8 potential victim source nodes and their routing paths to the BS when our prevention routing algorithm (Beta GRP-P) is used.

Specifically, Table 9 shows 𝑁
𝑆
and 𝑁VMAX of the beta

GRP and our approach (Beta GRP-P). For example, as the
third row in bold shows, when the beta GRP is used, the
attacker receives 27 source nodes’ data packets from node
70. In this case, the attacker can drop up to 8 nodes’ data
packets completely without being detected by node 70’s beta
trust model theoretically (𝑁VMAX = 8). Meanwhile, when
our approach is used, the attacker receives at most 3 source
nodes from node 70 or 72. Consequently, the attacker cannot
successfully launch the DoS attack against any source node
without being detected by node 70 or 72.

Second, we examine ACT that indicates the ability of each
approach in identifying the attacker and rerouting the victim’s
packets. We simulate the attacker launching the selective
forwarding-based DoS attack by increasing the number of
victims (𝐽). We assume that the attacker intentionally targets
source nodes from node 70 because it can have the largest

Table 9: The number of source nodes whose data packets route
through the attacker (𝑁

𝑆
) and the maximum number of victim

source nodes (𝑁VMAX).

Monitoring node Beta GRP Our beta GRP-P
𝑁
𝑆

𝑁VMAX 𝑁
𝑆

𝑁VMAX

43 2 0 2 0
70 27 8 3 0
72 1 0 3 0
Total 30 8 8 0

number of victim source nodes. The simulation results on
ACT in Table 10 reveal the following.

(1) Beta trust model alone fails to detect the attacker. As
shown in Table 10, the attacker can attack up to 8



International Journal of Distributed Sensor Networks 15

Table 10: Avoidance completion time (in seconds) comparison
when the attacker targets J victim nodes. In our prevention routing,
the attacker can target at most 3 nodes.

𝐽 Beta GRP Our beta GRP-P
1 Fail 1,296
2 Fail 360
3 Fail 216
4 Fail N/A
5 Fail N/A
6 Fail N/A
7 Fail N/A
8 Fail N/A
9 432 N/A

sources without being caught by node 70’s beta trust
model. As shown in Figure 8, the entire area moni-
tored by the 8 victims (circled area) can be influenced
by the DoS attack, and thus outside intruders can stay
in or move around the area stealthily.

(2) Our approach successfully defends against the attacker.
The proposed outsider-insider colluding attack is
not effective when our prevention approach is used
because the number of victims is very small. That is,
since the attacker cannot target more than 3 source
nodes when our approach is used, the victim area
is significantly reduced compared to when the Beta
GRP is used. As a result, outside intruders’ movement
will be limited by the small area monitored by victim
nodes. In addition, if the attacker insists to attack
any victim (the case of 𝐽 = 1), the attacker will be
detected by 1,296 seconds. This ACT can be reduced
to around 540 seconds when our detection scheme is
used together (see Table 4).

Third, FAR measures the likelihood an approach will
mistakenly treat an honest node as attacker. Both approaches
have almost similar FARs that range from 0.03 to 0.04.
Thus, we consider that our approach does not increase FAR
compared with the Beta GRP.

Finally, we report PDR and EPP. We show results when
the number of victims (𝐽) is less than 4 for comparison
purposes. As shown in Table 11, our approach has a higher
packet delivery performance than the beta GRP. This is
because our approach can detect and avoid the attacker while
the Beta GRP cannot defend against the attacker. In addition,
from energy perspective, we can see that our approach is
better than the Beta GRP.

7. Conclusions

In this paper, we first present a simple selective forwarding-
based DoS attack and show that two representative trust
mechanisms (namely, the beta trust model and the entropy
trust model) fail to detect such attack. We also show the
potential damage this attack could cause to the network.
Second, we propose a source-level trust evaluation scheme to
enhance the beta and entropy trust mechanisms to effectively

Table 11: Packet deliver rate (PDR) and energy per packet (mJ); 𝐽:
number of victim source nodes.

𝐽
Beta GRP Our beta GRP-P

PDR EPP PDR EPP
1 0.910 92.37 0.946 87.63
2 0.901 92.29 0.957 85.10
3 0.893 92.10 0.945 86.15

detect the selective forwarding-basedDoS attack. In addition,
we propose two avoidance strategies to reroute the victim’s
packets so they can reach the BS and validate our claims
and evaluate the performance of our detection and avoidance
mechanisms with extensive OPNET simulations.

Finally, we introduce a prevention-routing algorithm
to proactively prevent the selective forwarding-based DoS
attack as a complementary defensive mechanism to our
detection and avoidance methods and provide preliminary
results to evaluate its performance.

There are also several directions for future work. First,
how to further reduceACT tominimize the attacker’s damage
to the network. Second, our preliminary results on network
with lossy network show fairly large FAR.How to improve the
accuracy of the proposed approach in such network is still
a challenge. Finally, after the inside attackers become aware
of our defensive mechanism, how they can respond to the
challenge and launch more sophisticated attacks.
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