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Wireless sensor networks (WSNs) have been broadly studied with advances in ubiquitous computing environment. Because the
resource of a sensor node is limited, it is important to use energy-efficient routing protocol in WSNs. The cluster-based routing is
an efficient way to reduce energy consumption by decreasing the number of transmitted messages to the sink node. LEACH is the
most popular cluster-based routing protocol, which provides an adaptive cluster generation and cluster header rotation. However,
its communication range is limited since it assumes a direct communication between sensor nodes and a sink node. To resolve
this problem, we propose a new energy-eflicient cluster-based routing protocol, which adopts a centralized clustering approach to
select cluster headers by generating a representative path. To support reliable data communication, we propose a multihop routing
protocol that allows both intra- and intercluster communications. Based on a message success rate and a representative path, the
sensor nodes are uniformly distributed in clusters so that the lifetime of network can be prolonged. Through performance analysis,
we show that our energy-efficient routing protocol outperforms the existing protocols up to 2 times, in terms of the distribution of

cluster members, the energy consumption, and the reliability of a sensor network.

1. Introduction

Wireless sensor networks (WSNs) have been broadly stud-
ied in ubiquitous computing environment because of its
widespread utilization. The application area of WSNs includes
environmental management, health-care services, and mili-
tary monitoring [1-3]. WSNs are composed of many sensor
nodes equipped with processors, memory, and short-range
wireless communication. In real applications, the sensor
nodes are distributed in the areas of interest, and they
sense data from surrounding environments. The sensor nodes
cooperate with each other to transmit the sensed data to the
central base station, called sink node. A routing protocol is
a way of determining a path between a source node and a
destination (i.e., sink node) for sensed data transmission. The
efficiency of WSNss is highly dependent on routing protocols
that directly affect the network lifetime. The main objective
of routing protocols is to enhance both reliability and lifetime
of WSNs by considering the capability of a sensor node with
resource constraints, such as limited power, slow processor,

and low communication bandwidth. Hence, the challenging
issue of routing protocols is to reduce the communication
overhead for data transmission by determining an optimal
path.

Clustering is one of the most popular techniques for rout-
ing protocols. The cluster-based routing is an efficient way
to reduce energy consumption within a cluster by decreasing
the number of transmitted messages to the sink node. Hence,
there have been many researches on cluster-based routing
protocols [4-9]. A popular cluster-based protocol, called
LEACH [4], proposes a two-phase operation based on a
single-tier network using clusters. LEACH randomly selects
a portion of nodes as cluster headers, and the cluster headers
gather the neighboring nodes to construct clusters. Each node
forwards its sensed data to a cluster header, which collects and
delivers data to the sink node. There are several extensions
of the LEACH protocol to increase energy efficiency, but the
existing protocols have some problems. First, they assume
that all sensor nodes can transmit data to the sink node
with enough power and network capability. However, this



assumption is not applicable to sensor networks deployed
in large regions. In real world applications, the obstacles
(i.e., wall) should be considered to provide reliable network
communication. Secondly, the random selection of a cluster
header causes the skewed distribution of clusters. In general,
because the randomly selected cluster headers are not uni-
formly distributed over the network, some nodes will fail to
find a cluster header within their communication range for
WSNs.

In this paper, we propose a new energy-efficient cluster-
based routing protocol, which adopts a centralized clustering
approach to select cluster headers by generating a representa-
tive path. Therefore, the burden of network configuration and
routing from sensor nodes can be greatly reduced. By using
a representative path, the sink node selects cluster headers
and generates clusters in a distributed manner. First, we use
message success rate for a representative path creation. In
initializing phase, a sink node sends flooding messages to
gather each sensor node’s information. Upon receiving flood
message, a sensor node searches for neighboring nodes in its
vicinity and sends advertisement messages to the neighbors.
Each node receiving the advertisement messages sends back
an acknowledge signal. The message success rate of a sensor
node is calculated using the number of messages received
from the other sensor nodes. The nodes with high message
success rate are likely to be included in a representative
path. To support reliable data communication, we devise
a multihop routing protocol that allows both intra- and
intercluster communications. Finally, we propose both cluster
split and merge algorithms to maintain the efficiency of
network.

The rest of the paper is organized as follows. In Section 2,
we present related work. In Section 3, we propose energy-
efficient routing protocol in WSNs. Section 4 provides the
performance analysis of the proposed approach, in terms of
power consumption and communication reliability. Section 5
concludes this paper with final remarks and future directions.

2. Related Work

Many researches have proposed different protocols for
energy-efficient routing in WSNs. In general, the rout-
ing protocols for WSNs can be divided into flat-based
routing [10-13], cluster-based (hierarchical-based) routing
[4-9], and location-based routing [14-17], depending on
the network structure. In flat-based routing, all nodes are
typically assigned equal roles or functionality. In cluster-
based routing, however, nodes play different roles in the
network. In location-based routing, sensor nodes’ positions
are exploited to route data in the network. Among the existing
protocols, the cluster-based routing protocol is particularly
more suitable for continuous data transmission in WSNs. In
this section, we present an abbreviated overview of the well-
known cluster-based routing protocols for WSNs, along with
their limitations.

Heinzelman et al. [4] introduced a hierarchical clustering
algorithm for sensor networks, called low energy adaptive
clustering hierarchy (LEACH). The idea is to randomly select
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a few sensor nodes as cluster headers and rotate this role
to evenly distribute the energy load among the sensors in
the network. The LEACH protocol includes two stages of
operation: node clustering and information transmission.
First, in the clustering stage (Figures 1(a) and 1(b)), a fraction
p of all sensor nodes are chosen to serve as cluster headers. A
node that produces the random number being smaller than
threshold is selected as cluster header. The other nodes are
allocated to the cluster header closest to them. Second, in
the information transmission stage (Figures 1(c) and 1(d)),
the cluster headers aggregate the data received from their
cluster members and send the aggregated data to the base
station by single hop communication. LEACH outperforms
traditional clustering algorithms by using adaptive clusters
and rotating cluster header, which can distribute energy
consumption among all the sensor nodes. In addition,
LEACH can perform local computation so that the amount of
transmitted data can be reduced. However, LEACH assumes
direct communication between a node and a base station.
This is a high-power operation and shortens the lifetime
of the network. Moreover, the random selection of headers
does not guarantee optimal cluster construction and may
cause rounds of communication when cluster headers are not
available.

Heinzelman et al. [4] presented LEACH-C (low energy
adaptive clustering hierarchy-centralized) in order to dis-
tribute cluster headers evenly over the network and reduce
energy dissipation. During the initial stage, each node sends
to the sink node information about its current location
and energy level. Therefore, sensor nodes whose remaining
energy is below the average energy are excluded from becom-
ing a cluster header. For each round, the sink node runs an
optimization algorithm to determine cluster headers and to
divide the network into clusters. Because LEACH-C requires
the position of each node at the beginning of each round,
an expensive global positioning system (GPS) is required for
sending the position information. In addition, the number
of nodes for each cluster is not guaranteed when forming
clusters.

Farooq et al. [5] proposed a multihop routing with low
energy adaptive clustering hierarchy (MR-LEACH). MR-
LEACH partitions the network into different layers of clus-
ters, based on the distance between a sensor node and a sink
node. Cluster headers are chosen by the LEACH protocol and
transmit the aggregated data to a sink node by using multihop
routing. Therefore, it achieves significant improvement on
energy consumption, compared with the LEACH protocol.
The problem of MR-LEACH is that the selection of a cluster
header in a layer solely depends on the energy residue of
a sensor node, without considering distances among cluster
headers. Figure 2 depicts an example of MR-LEACH where
each cluster is generated in (a) and (b) by the multihop
communication from a cluster header to a sink node.

Distance-energy cluster structure algorithm (DECSA) [6]
was proposed by considering both the distance and residual
energy of nodes. Resulting from multihop communication
between the base station and cluster heads, DECSA reduces
the energy consumption of the cluster head. Javaid et al. [7]
proposed Enhanced Developed Distributed Energy-Efficient
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Clustering (EDDEEC), which selects a cluster header based
on energy level of the nodes. To distribute the equal amount
of energy between sensor nodes, EDDEEC dynamically
changes the probability of nodes to be chosen as a cluster
header in a balanced way. Jorio el al. [8] proposed K-Way
spectral clustering protocol, which uses the principle of
spectral clustering. The K-Way clustering approach groups
sensor nodes into K disjoint classes based on the Laplacian
matrix and its eigenvectors. In this way, it calculates a data
transmission path to the base station in an energy-saving
manner. Nikolidakis et al. [9] proposed Equalized Cluster
Head Election Routing Protocol (ECHERP) that aims at
energy conservation through balanced clustering. In order to
prolong the network lifetime, ECHERP models a network as
a linear system by using the Gaussian elimination algorithm
and selects the good combinations of cluster heads for
minimizing the energy consumption for data transmission.

3. Energy-Efficient Cluster-Based
Routing Protocol

The major problem of LEACH [4] is that it selects cluster
headers using the probabilistic approach and so it cannot
consider a node’s residual energy and its location to the
sink node. Moreover, because LEACH assumes a direct
connection between a cluster header and a sink node, it limits
the size of sensor networks. This kind of approach is not
appropriate for an energy-efficient routing protocol in WSN.
To support both energy-efficient routing and a wide range of
network connectivity, an algorithm is required to consider a
node’s connectivity with neighboring nodes and its distance
to the sink node.

We propose an energy-efficient cluster-based routing pro-
tocol using a representative path. To generate a representative
path, we adopt a centralized clustering approach by using the
message success rate of a sensor node. By using a representa-
tive path, a sink node selects cluster headers and generates
clusters in a distributed manner. Therefore, the burden of
network configuration and routing from sensor nodes can be
greatly reduced. Ideally, nodes with high connectivity should
become a cluster header to increase the lifetime of network.
Our energy-efficient routing protocol consists of four phases:
network information table generation, representative paths
construction, cluster generation, and cluster management.

3.1. Network Information Table Generation. In this phase,
the network information table of every node is generated
by using a message flooding technique [18]. First, a sink
node broadcasts flooding messages periodically based on the
duration of message flooding and the maximum number of
flooding data packets. If a node receives the flooding message,
it updates its node information into the sink node, as shown
in Table 1. We use a message success rate (MSR) to guar-
antee the reliability of data communication. For initial data
transmission to the sink node, a sensor node selects a parent
node as one having the highest MSR among its neighboring
nodes. Hence, our protocol can reduce data loss caused by the
limited communication range of sensor nodes. Equation (1)
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TaBLE 1: Node information for a sensor node.

Information Description
NodeID ID of a node
Minimum number of links from a node
HopCount .
to a sink node
NeighborCount Number of neighbor nodes
Neighbor nodes Information of neighbor nodes including
(ID, MegSuccRate) ID and MSR
ChildnodeCount Number of child nodes
Child nodes Information of child nodes including ID
(ID, MegSuccRate) and MSR
InitiaParentnodeID  ID of parent node selected initially

shows how the message success rate is calculated where i is a
node ID, t is a message flooding duration, PacketsExpected
means the maximum number of flooding data packets in ¢,
and PacketsReceived means the number of messages from
the node i in t. Here, PacketsExpected is calculated by
dividing the message duration ¢ with a predefined time
interval between queries. For calculating PacketsReceived,
the algorithm counts the number of received messages during
flooding messages as follows:

Average Success Rate (i)

PacketsReceived (i - t)

max (PacketsExpected (i,t), PacketsReceived (i,t))
€]

Secondly, the initial network is formed to forward each
node’s information to the sink node. A node selects its parent
node as one which has the smallest hop count and the
highest MSR among its neighboring nodes. Then, the node
sends its network information to the sink node through the
parent node. Based on the received information, the sink
node generates the whole network information table. Figure 3
shows an example of a sensor network with node information
where a dotted edge connecting two nodes shows its message
success rates (MSR). Each sensor node selects its parent node
using the MSR in the initial stage. For example, since the
neighboring nodes of node 15 are nodes 11, 14, 18, and 19 and
node 11 has smaller hop count than its own, node 15 selects
node 11 as a parent node.

Algorithm 1shows an algorithm for the network informa-
tion table generation. The algorithm consists of two parts: a
sensor node part (lines 1-6) and a sink node part (lines 7-
12). In the sensor node part, each sensor node updates its
node information by exchanging flooding messages (lines 1-
4). When message flooding is over, all sensor nodes send
their node information to the sink node through the parent
nodes (line 5). On the other hand, the sink node periodically
broadcasts a flooding message for maintaining its network
information table up to date (lines 9-12).

3.2. Representative Paths Construction. In this phase, the sink
node constructs representative paths (RPs). The representa-
tive path means a set of nodes, which have been selected from
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FIGURE 3: Example of sensor network with node information.

Network information generation algorithm
T;: Time duration for flooding messages
numMsg;: Maximum number of messages in T

(1) Sensor Node(Message msg){
2) if (expiredTime < T) then

(6) }
(7) Sink Node(Message msg){

(3) if (curHopCnt > msg.HopCnt + 1) then curHopCnt = msg.HopCnt + 1
(4) UpdateNetInfo and flood message
(5) else SendNetInfo(parentID, NetInfo(nodelID));

(8) while (expiredTime < T¢) FloodingMsg();
9) If Receive Message(NetInfo) from Sensor Node then {

(10) For each entry i of NetInfo
11) NetInfoTable[NetInfo.id][parent[i]] = NetInfo.HopCnt[i]
(12) }}

ArGoriTHM I: Network information table generation algorithm.

each hop using their connectivity. The selected node from a
hop, called an anchor node, has better connectivity than its
neighboring nodes. For example, there are three neighboring
nodes A, B, and C in the first hop and their connectivities
are A > B > C. Because node A has the highest connectivity
among them, it becomes an anchor node. The definitions of
anchor node and representative path are as follows.

Definition I (anchor node and representative path). There are
k number of neighboring nodes in the hth hop (1 < h <m) =
{Nhl’NhZ’ e Nhk}:

(i) anchor node (AN;) in the Ist hop = {N;; | Vj,
Connectivity (Ny;) > Connectivity (N;;), where i, j
are the integer, i # j,i < k, and j < k};

(ii) ANy, in the hth hop (h > 1) = {Nj,; | Nj; and Ny;
are the child nodes of the anchor node AN, _,,Vj,
Connectivity (Nj,;) > Connectivity (Ny,;), where i, j
are the integer, i # j, i < k, and j < k};

(iii) representative path (RP) = {AN;, AN,,..., AN, }.

To construct a representative path, our protocol measures
the connectivity of nodes by using (2). When a node has the
higher connectivity, it has the higher reliability of commu-
nication since it has the higher message success rate than
its neighboring nodes. In (2), cnode means a current node,
node(i) means a neighboring node i of the current node,
MsgSuccRate means a message success rate (MSR) between
the current node and node(i), Neighbor MsgSuccRate means
the MSR between node(i) and node(), and ChildnodeCount
means the number of child nodes of node(i). In addition,
, 3,y mean weights for three parts of (2), where the sum of
«, fB,and yis 1:

COHnethlthnode,node(i)

= a x MsgSuccRate (current, node (i))
(2)
+ B x Z (NeigborMsgSuccRatenOde(i)’mde( j))

+ yChildnodeCount .-

First, for the nodes in the first hop, the sink node cal-
culates their connectivity. Secondly, a node with the highest



connectivity value is selected as an anchor node for the first
representative path. Thirdly, our protocol computes the MSR
of the neighboring nodes of the first anchor node. Based
on (2), the higher MSR between two nodes can guarantee
the better reliability of network communication. If there is
a neighboring node whose connectivity value is less than a
threshold, the neighboring node is excluded from an anchor
candidate. In the same manner, the sink node selects all
anchor nodes for a representative path.

Algorithm 2 shows an algorithm for constructing a rep-
resentative path. First, the sink node selects the node with
the highest connectivity from the neighboring anchors. By
expanding hop distance, it generates a representative path
with the selected nodes (lines 1-10). When the number of
representative paths is more than two, the algorithm checks
whether or not the selected node is one of the member nodes
of other representative paths. If the node is already selected,
the algorithm excludes the node and reselects another node
from candidates (lines 12-13). The algorithm is terminated
when all the representative paths are constructed.

Figure 4 shows an example of representative path con-
struction. In this example, we set the weights of «, 8, and
y to 0.4, 0.3, and 0.3, respectively, and the initial threshold
of MSR is given to be 0.6. First, the sink node measures the
connectivity of 1-hop nodes, that is, nodes 1 and 2, from the
sink node. Based on (2), the connectivity between nodes 0
and 1is calculated as 1.22 and the connectivity between nodes
0 and 2 is calculated as 1.18. Since the MSR between node 1
and node 2 is 0.5, the sink node computes the total number
of representative paths as 2. Between two candidate nodes,
node 1 is assigned to the anchor of the first representative
path (RP,) because node I's connectivity value is greater than
that of node 2. By expanding RP; using the connectivity of
child and neighboring nodes, RP, is composed of six nodes,
that is, 1, 4, 7, 12, 13, and 18. When constructing the second
representative path, there is a problem of selecting the same
node as anchor at node 10 and node 14. Node 10 selects node
14 as an anchor node, instead of node 13, because node 13
already belongs to RP,. Similarly, node 14 selects node 19 as
an anchor node. As a result, RP, is composed of five nodes,
that is, 2, 6, 10, 14, and 19.

3.3. Cluster Generation. In the cluster generation phase, our
protocol selects cluster headers from the anchor nodes of
representative paths and broadcasts a cluster-join message to
every sensor node. For minimizing the communication cost,
it is important to minimize distances from cluster headers
to their cluster members. For this, our protocol considers
the possible combinations of anchor nodes of representative
paths. Based on the existing work [4], the number of cluster
headers is recommended to be set to 5% of the total number
of sensor nodes in the network. By using both the number
of cluster headers and the number of representative paths,
the sink node first calculates the possible combinations for
selecting header nodes. For example, we assume that the total
number of sensor nodes is 60 and there are two representative
paths, RP, and RP,. In this case, since the number of header
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nodes should be set to 3, we can choose n and 3-n number
of anchor nodes from RP, and RP,, respectively, where 0 <
n < 3. Thus, the possible combinations can be represented
as {(3,0),(2,1),(1,2),(0,3)}, where, in (x, y), x means the
number of the selected anchor nodes from RP; and y means
the number of the selected anchor nodes from RP,. If RP; and
RP, have 5 anchor nodes and 4 anchor nodes, respectively,
the total number of possible combinations is calculated as
follows:

(5C3 % 4Co) + (5Cy # 4C1) + (5C1 # ,Gy) + (5Co * ,C5) 3)

=10+40+30+4 = 84.

Since the computation of all possible combinations for
cluster generation is a time-consuming and energy-ineflicient
one, we propose an approach to filter out some nodes based
on hop distances. A candidate node whose hop distance is
less than the average can be excluded from the possible com-
binations. Our protocol measures the communication cost
of each combination. The communication cost is calculated
based on the hop distances of the shortest path from a sensor
node to its nearest header node and a subpath from the cluster
header node to the sink node in a representative path. Then
our protocol selects a combination with the least cost.

Algorithm 3 shows a cluster generation algorithm. First,
the sink node makes possible combinations by using the
network information table (lines 1-3). Secondly, the commu-
nication cost for each combination is calculated (lines 6-12).
Thirdly, the combination with the least cost is selected among
them. Finally, the cluster headers send cluster-join messages
to all the sensor nodes (line 4).

Figure 5 shows an example of selecting cluster header
nodes. Here we assume that the maximum hop distance
from a node to its nearest header is only 2. The dotted edge
connecting two nodes shows the connectivity of two nodes.
Because node 6 and node 13 have the highest connectivity,
we consider the combinations that include nodes 6 and 13.
In this time, because the threshold of hop distance is 2, we
can filter out the combinations that include the neighboring
nodes of nodes 6 and 13. Therefore, the combinations (1, 6,
13), (4, 6, 13), (6, 7,13), and (6, 13, 19) are left as candidates for
cluster headers. Finally, among them, nodes 4, 6, and 13 are
selected as cluster headers based on the communication cost
and connectivity.

3.4. Cluster Management. Cluster head replacement is
required to prolong a network lifetime by evenly distributing
energy load among sensor nodes. To achieve this, we
provide a technique for periodic header replacement and
reconfiguration in a cluster. It is obvious that a cluster header
consumes a lot more energy than the member nodes of a
cluster. Both LEACH and MR-LEACH incur the skewed
distribution of clusters because they do not consider the
distance between cluster member nodes. Thus, in a dense
network, a cluster head is frequently reselected or even
the reconstruction of the whole network is required. Our
protocol replaces a cluster header periodically by considering
the connectivity of nodes in representative paths and their
estimated energy residue. Algorithm 4 shows our cluster
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Make representative path algorithm
maxHop: maximum hop counter
(1) Sink node(NetInfo){
(2)  If nodeID.HopCnt == 1 then Anchors[] = SetAnchor(NetInfo);
(3)  For each node in Anchors[]{
(4) Set initial RPPath(i) with selected nodes;
6}
(6)  For all RPPath(i){
7) If (RPPath(i).CurAnchor — hop > maxhop) then break;
(8) cand = SetCand(i, RPPath(i).CurAnchor);
9) MeasureWeight(cand);
(10) '}
(11)  nextAnc = SelectNextAnchor(i, cand);
(12)  If nextAnc exists in RPpath(i) then nextAnc = ReselectNextAnchor(cand);
(13)  RPPath(i).CurAnchor = nextAnc;
(14)}

ALGORITHM 2: An algorithm for constructing representative paths.
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FIGURE 4: An example of constructing representative paths.

management algorithm. The algorithm periodically checks
the estimated energy residue of header nodes (lines 2-5).
If there is a header node whose energy level is below the
given threshold, the header node is replaced by another
anchor node in the representative path. Then, a network
modification message is sent to all the sensor nodes (lines
6-9).

4. Performance Analysis

4.1. Comparison. We compare our cluster-based routing
scheme with the existing routing protocols, such as LEACH,
LEACH-C, MR-LEACH, DESCA, EDDEEC, K-Way, and
ECHEREP, in terms of mobility of node, cluster header selec-
tion, cluster header rotation, supporting multilevel hop, and
usage of GPS. Table 2 shows the comparison results. Firstly,
because DESCA, K-Way, and ECGERP consider the whole
network as a static system, they cannot support the mobility
of the node. Secondly, only ECHERP does not support the
rotation of the cluster headers since it reconstructs all the

clusters when the cluster headers have low energy residue.
Thirdly, because MR-LEACH, DESCA, ECHERP, and our
protocol can provide a multihop based communication, they
can reduce the communication cost by decreasing the dis-
tance between the nodes, compared with the other protocols.
Finally, even though LEACH-C and K-Way can provide the
more efficient cluster optimization algorithm than the other
protocols, they cannot be utilized for the typical WSN. This is
because they make use of GPS, instead of using the sensors.
According to the comparison of routing protocols, it is shown
that our protocol is one of the best ones in the typical WSN
environment because our protocol not only supports the
mobility of the node, but also provides a multihop based
communication, without using GPS-equipped sensor nodes.

In our experiment, we compare the performance of our
protocol with LEACH and MR-LEACH. We exclude some
protocols for the following reasons. First, LEACH-C and K-
Way are excluded in our experiment since they utilize GPS-
equipped sensor nodes. Secondly, EDDEEC is excluded since
it cannot support the multilevel hop based communication.
As a competitor, we select LEACH due to its popularity,
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() }

MakeCluster(NetInfo, “PathList[PathCnt], NumPath){
1 For each Path p from NumPath{
(2) Comm = Combination(PathCnt, TotalHead, PathCnt, ChooseHead)
3) If Comm < MinComm then MinComm = Comm
(4) } FindNNHead(ChooseHead, NetInfo)

(6) Combination(PathCnt, TotalHead, g){
7) if (r == 0) then add_array(q);

(8) else{
9) buf_route[r — 1] = route[0][n — 1];
(10) combi(n—1,r - 1, q);
1) combi(n - 1,1, q);
12) 1}
ALGORITHM 3: An algorithm of generating cluster.
_ 118 @ s 113 ’/QD\\;;\@\\\
Sink node 0 N N PN igas \

FIGURE 5: An example of selecting cluster headers (three cluster headers: nodes 4, 6, and 13).

even though it cannot support the communication based on
multilevel hop. Thirdly, DESCA and ECHERP are excluded
in our experiment because it is impossible to add and
remove the nodes in DESCA and ECHERP. It is necessary to
support the mobility of nodes in the real world environment
since communication problems can occur by obstacles, node
failures, and so on.

4.2. Experimental Setup. We implemented our scheme with
NesC (network embedded system C) and ran our experi-
ment on TOSSIM simulator [19] in TinyOS using an Intel
Xeon 3.0 GHz with 2 GB RAM. We set the maximum com-
munication range of sensor nodes to 25m, which is the
maximum communication range of MicaZ. We consider a
scenario where every sensor node generates a message and
sends it to the sink node. We use three different types of
network distribution, that is, uniform, Gaussian, and skewed
distribution, where 100 nodes are distributed within 100 m
# 100 m network area. Figure 6 shows three types of sensor
node distribution.

We experimentally analyze the optimal weights for choos-
ing a cluster header, discussed in Section 3, for the uniform
cluster generation. Figure 7 shows the standard deviation of

the number of cluster members for the different weights of
«, 3, and v, for instance, 127 meaning « = 0.1, § = 0.2, and
y = 0.7. Here « is the number of neighboring nodes, f is
a message success rate with neighboring nodes, and y is the
number of hops for a sensor node. The total sum of &, 3, and
y is 1. As shown in Figure 7, the standard deviation of the
number of cluster members is the smallest when «, 3, and
y combinations are 3, 2, and 5. So, in this paper, we use the
weights of « = 0.3, = 0.2, and y = 0.5 as the optimal
weights for choosing a cluster header. In the case when the
distribution of nodes is different from that of nodes in our
experiment, it is required to set the default values of , 3, and
y. For this, we calculate the averages of the weights being the
local optimization values. As a result, we set the default values
of a, 3, and y as 0.33, 0.31, and 0.36, respectively.

4.3. Energy Efficiency of Routing Protocols. The primary goal
of our scheme is to reduce the communication cost of
routing protocol so as to prolong the lifetime of a sensor
network. In general, a sensor node has a waiting status, a
receiving one, and a transmitting one. Among them, the data
transmission status causes the most significant energy loss,
since it consumes more than 80% energy of the sensor node.
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(1)  ManageCluster(NetInfo){

2) RoundCheck = CurrRound %/Header Update Interval

(3) If RoundCheck = 0 then {

(4) Header = ChangeHeader ()

(5) }

(6) If Energy of Header < Energy of Threshold then {

(7) Type of Message = ReConstruction of Routing Table

(8) MakeNetInfo(Message)

) }

10) }

ALGORITHM 4: An algorithm of cluster management.
TaBLE 2: Comparison of the protocols.

Protocol Mobility of nodes CH selection CH rotation Supporting multilevel hop Usage of GPS
LEACH [4] Limited Probability/random Yes No No
LEACH-C [4] Limited Probability/random Yes No Yes
MR-LEACH [5] Limited Probability/random Yes Yes No
DESCA [6] No Distance and energy residue Yes Yes No
EDDEEC [7] Limited Random Yes No No
K-Way [8] No Random Yes No Yes
ECHERP [9] No Random No Yes No
Our protocol Limited Connectivity Yes Yes No

Because the amount of transmission energy consumption is
influenced by a distance between a sender and a receiver, it
is important to have a short communication distance from
a sensor node to its parent node in the network hierarchy.
In our experiment, we evaluate four measures: the standard
deviation of the number of cluster members in a cluster, the
average communication range of a sensor node, the lifetime
of a sensor node, and the lifetime of the sensor network.

Because imbalanced node distribution incurs a huge
amount of energy consumption, we measure the standard
deviation of hop distance among the nodes in a cluster.
As shown in Figure 8, for all the distribution cases, our
scheme has much lower deviation for the number of cluster
members than the existing methods. In the uniform network
distribution, our scheme achieves 8.07 on deviation whereas
LEACH and MR-LEACH have 9.54 and 9.48, respectively.
In particular, MR-LEACH generates highly dense clusters in
the skewed distribution because the cluster head selection
is solely dependent on the energy residue. Our scheme
outperforms the existing methods because it performs both
cluster splitting and merging algorithms for the optimal
cluster construction.

In Figure 9, for random data distribution, the average
communication distance of a sensor node is 17.5m in our
scheme, whereas those of LEACH and MR-LEACH are
22.1m and 21.6 m, respectively. Our scheme has the shortest
communication distance because it chooses a cluster header
by considering the connectivity of nodes, hop counts, and
the number of neighboring nodes, whereas LEACH selects
a cluster header using random selection and MR-LEACH

chooses a cluster header using the energy residue of a sensor
node.

Figure 10 shows the lifetime of a sensor node. In our
experiment, we define a round as the period when all the
sensed data from sensor nodes are aggregated into a sink
node. Because LEACH performs a direct connection between
anode and its cluster header, it shows the worst performance
among three protocols. For uniform distribution, the average
lifetime of sensor nodes for our protocol is 130.3 rounds,
whereas those of LEACH and MR-LEACH are 54.1 and
77.8 rounds, respectively. Even though MR-LEACH provides
multihop communication between cluster headers and a
sink node, our protocol outperforms MR-LEACH because
it generates uniformly distributed clusters with the shortest
communication distance between sensor node and its header.

For the network lifetime, we measure the number of
disconnected sensor nodes in network due to their energy
consumption for each round. Figure 11 shows the lifetime of
the sensor network with respect to LEACH, MR-LEACH, and
our protocol. By following [20], a sensor network is no longer
effective and available when the sensor network has less than
50% active sensor nodes in the network. When the number
of rounds is 100, there is no active sensor node in LEACH,
whereas MR-LEACH and our protocol have 49% and 87%
of active sensor nodes, respectively. Because our protocol
has the shortest communication distance, it improves the
network lifetime up to 150% compared to LEACH and MR-
LEACH.

To verify the reliability of routing protocols, we evaluate
the response rate of a sensor node under varying communi-
cation ranges from 0 m to 150 m. By sending hello messages
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FIGURE 12: Sensor node response rate with varying communication
range.

response ratio of the sensor nodes is 60%, whereas LEACH
and MR-LEACH show only 2% and 3%, respectively, in terms
of the response rate. Because our scheme provides both inter-
and intracluster multihop routing, the sensor nodes with
the limited communication range in our scheme can send
messages to the sink node, via cluster members and a cluster
header. Therefore, our routing protocol can support a whole
network communication when the communication range is
greater than a quarter of the whole network communication
range.

5. Conclusion

In this paper, we proposed an energy-efficient cluster-based
routing protocol for WSNs. Our protocol is based on a cen-
tralized clustering approach by using a representative path. A
representative path is generated to select cluster headers and
to form clusters in a distributed manner. To provide reliable
network connectivity, we measure the message success rate
of a sensor node when generating a representative path. To
increase the lifetime of network, we select cluster headers
as nodes having high connectivity. Therefore, the burden of

1

network configuration and routing from sensor nodes can
be greatly reduced. From our performance analysis, we show
that our routing protocol outperforms both LEACH and MR-
LEACH, in terms of energy efficiency and network reliability.
As a future work, we will study a private data aggregation
scheme with the energy-efhicient routing protocol.
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