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ABSTRACT: We show that any mean-periodic function $f$ can be represented in terms of exponential-polynomial solutions of the same convolution equation $f$ satisfies, i.e., $\mu \ast f = 0 \ (\mu \in \mathcal{E}'(\mathbb{R}^n))$. This extends to $n$-variables the work of L. Schwartz on mean-periodicity and also extends L. Ehrenpreis' work on partial differential equations with constant coefficients to arbitrary convolutors. We also answer a number of open questions about mean-periodic functions of one variable. The basic ingredient is our work on interpolation by entire functions in one and several complex variables.
The theory of mean-periodic functions, initiated by Jean Delsarte in 1935 is one of the latest, and most important, incarnations of the old subject of convolution equations, an area which in one guise or another has been a central object of interest to mathematicians over the past two hundred years. It is a subject which touches many different branches of mathematics, ranging from number theory to applied mathematics. In recent years, major contributions to the theory have been made by L. Schwartz, J.-P. Kahane, L. Ehrenpreis, and B. Malgrange, among others. The present survey is an attempt to place some of these contributions in mathematical and historical perspective and to give applications of our recent work [7,8] on interpolation by entire functions which answers a number of old questions and (as usual) raises new ones. While only a few proofs have been given, we have tried to provide complete references or, at least, sources for references.

The particular aspect of the theory of mean-periodic functions we are concerned with in this paper is their representation as sums or integrals of exponentials. The main new result is the existence of such a representation for functions of more than one variable (Theorems 7, 8). Other results that are new even for functions of one variable are the estimates of coefficients in expansions of mean-periodic functions (Theorems 4, 7, 11) and applications (Theorem 5 and Section 4), and a new "summability method" for summing formal expansions of mean-periodic functions which, in contrast to the original method of L. Schwartz [64], applies in any number of variables. We also mention some applications of our work on interpolation from varieties of codimension greater than 1 to certain systems of equations (Theorem 9).
2. We begin by discussing some familiar convolution equations. Consider first a
homogeneous ordinary differential equation with constant coefficients,

$$\sum_{j=0}^{m} a_j D^j f(x) = 0$$  \quad (1)

where $D = \frac{1}{i} \frac{d}{dx}$, $a_j \in \mathbb{C}$. Euler was the first to consider the problem of finding
all solutions to this equation. In [25] he showed that they are given by finite
sums of the form

$$f(x) = \sum_{\alpha} c_\alpha(x) e^{i\alpha x}$$  \quad (2)

where the summation extends over all roots $\alpha$ of the algebraic equation

$$\sum_{j} a_j (-\alpha)^j = 0$$

and the $c_\alpha$ are polynomials of degree $< m_\alpha = \text{multiplicity of } \alpha$.

Euler also studied periodic functions and proposed to write them in terms of
exponentials. A periodic function (of period $2\pi$, say) satisfies the equation

$$f(x+\pi) - f(x-\pi) = 0$$

and is represented by an infinite series

$$f(x) = \sum_{-\infty}^{+\infty} c_\alpha e^{-i\alpha x}$$  \quad (3)

where the frequencies $\alpha$ satisfy the equation

$$e^{i\alpha} - e^{-i\alpha} = 0.$$ 

For the history of the theory of these series, the Fourier series, see [28,
For the theory there is the comprehensive treatise [77]. The main points we wish to recall may be summarized as follows.

**THEOREM 1:** (i) The Fourier series (3) of a smooth \((C^n)\) periodic function \(f\) converges to \(f\). Further, the series can be differentiated term by term any number of times and the resulting series converges to the corresponding derivative of \(f\).

(ii) The coefficients \(c_\alpha\) of the above series satisfy the estimates

\[ c_\alpha = O(|\alpha|^{-N}) \quad \text{as} \quad |\alpha| \to \infty \quad (4) \]

for every \(N > 0\).

(iii) Conversely, any series (3) whose coefficients \(c_\alpha\) satisfy (4) is the series of some smooth periodic function.

(iv) The coefficients are uniquely determined by \(f\).

Note that these four properties are also satisfied by any finite sum (2).

Observe further that (iv) can be strengthened to the following. If \(f\) has also the period \(2p\) (in addition to being periodic of period \(2\pi\)) the only \(\alpha\) for which \(c_\alpha \neq 0\) are those for which \(e^{-i\alpha x}\) is also periodic of period \(2p\). In particular, if \(p\) is not commensurable with \(\pi\) we have \(f \equiv \text{const}\). This uniqueness property is easily seen to be a consequence of the convergence of the series (3) in \(E\).

The periodic functions and the solutions of constant coefficient differential equations are examples of mean-periodic functions, a notion introduced by Delsarte and Schwartz [15, 64]. Following the notation of Schwartz [63], let \(E = E(\mathbb{R}^n)\) denote the space of all infinitely differentiable functions on \(\mathbb{R}^n\), endowed with the usual topology of uniform convergence of the functions and their derivatives of all orders on compact subsets of \(\mathbb{R}^n\). Recall that if \(\mu\) is a distribution with compact support in \(\mathbb{R}^n\) (i.e., \(\mu \in E' = E'(\mathbb{R}^n)\), the topological dual
space of all continuous linear functionals on \( E \) then the convolution of \( \mu \) with \( f \in E(\mathbb{R}^n) \) is defined (formally) by

\[
(\mu * f)(x) = \int f(x-t)\mu(t)dt
\]

and precisely, by

\[
(\mu * f)(x) = \mu(\tilde{f}_x) = \langle \mu, \tilde{f}_x \rangle
\]

where \( \tilde{f}_x(t) = f(t-x) \) denotes the translate of \( f \) by \( x \), \( \tilde{f}(t) = f(-t) \), and

\[
\langle \mu, f \rangle = \mu(f)
\]

is the duality pairing of \( E' \) with \( E \). One importance of the convolution product resides in the fact that the most general linear continuous operator \( M : E \to E \) which commutes with translations can be represented by a convolution, i.e., if \( M_x(f(x+t)) = (Mf)(x+t) \) then \( Mf(x) = (\mu * f)(x) \) for some (unique) \( \mu \in E' \).

**Definition.** A function \( f \in E \) is called mean-periodic if there is a non-zero distribution \( \mu \in E' \) such that \( \mu \cdot \tilde{f} = 0 \). If we want to emphasize the equation satisfied by \( f \) we will say that \( f \) is mean-periodic with respect to \( \mu \).

The equation defining periodic functions is of the form

\[
(\mu * f)(x) = f(x + \eta) - f(x - \eta) = 0
\]

with \( \mu = S_\eta - S_{-\eta} \), where \( S_a \) denotes the Dirac point mass measure at \( a \). Similarly, if \( S_a^{(j)} \) is the \( j \)-th derivative of \( S_a \), \( S_a^{(j)}(g) = (-i)^j g^{(j)}(a) \), and if

\[
\mu = \sum_{j \geq 0} \lambda_j \delta_a^{(j)}\]

then \( (\mu * f)(x) = 0 \) is the homogeneous differential equation (1). The frequencies \( \alpha \) which appear in the expansions (2) and (3) are the zeros of the entire holomorphic function,

\[
\hat{\mu}(z) = \int e^{ix \cdot z} d\mu(x) = \langle \mu, e^{-ix \cdot z} \rangle
\]

which is the **Fourier transform** of \( \mu \). The examples suggest that one should be
able to expand a mean-periodic function $f$ in terms of the simplest solutions to
the convolution equation it satisfies, namely the monomial-exponentials $xe^{-ix}$
having frequencies determined by the equation

$$\mu * e^{i\alpha x} = \hat{\mu}(\alpha)e^{i\alpha x} = 0$$

and $k \sim m_{\alpha} = \text{multiplicity of the root } \alpha$. That is, we expect that $\mu * \tilde{f} = 0$ will
lead to a series

$$f(x) = \sum_{\hat{\mu}(\alpha) = 0} c_{\alpha}(x)e^{-i\alpha x}, \quad (5)$$

where the $c_{\alpha}$ are polynomials with the same restrictions in their degree imposed
above. Before drawing any conclusion we consider another example.

A particular kind of convolution equation which includes the two cases
studied by Euler are the difference-differential equations. These were first con-
sidered by Condorcet in 1771 who found the exponentials with frequencies solving
$\hat{\mu}(\alpha) = 0$ as particular solutions to $\mu * \tilde{f} = 0$ (see [44, vol. 3, ch. 8] for the
details). In this case the convolutor $\mu$ has as Fourier transform an exponential-
polynomial.

$$\hat{\mu}(z) = \sum_{j=1}^{m} a_j(z)e^{-i\omega_j z}, \quad (6)$$

where the $\omega_j \in \mathbb{R}$. (The $a_j$ are polynomials with complex coefficients.) In the
19th century, Cauchy and Poisson among others worked on this kind of problem (see
[44, 58]), but the first significant attempts to prove that all solutions of
$\mu * \tilde{f} = 0$ are of the form (5) when $\mu$ represents a difference-differential oper-
ator were those of Schmidt [61], Polossuchin [60], Schürer [62] and Hilb [34].
The difficulty is that the series (5) is in general not pointwise convergent as
shown by Leont'ev [47]. His example is the following. Let $\lambda \in \mathbb{R}$, $\lambda \neq 0$, and
define the difference operator \( \mu \) by

\[
\hat{\mu}(z) = 4 \sin \pi z \sin \frac{\pi}{\lambda} z,
\]

explicitly,

\[
\mu \ast \hat{f}(x) = f\left(\frac{\pi}{\lambda} - \pi - x\right) + f\left(\frac{\pi}{\lambda} - \pi + x\right) - f\left(\frac{\pi}{\lambda} + x\right) - f\left(-\frac{\pi}{\lambda} - x\right).
\]

If \( \lambda \notin \mathbb{Q} \), the rational numbers, then all the roots of \( \hat{\mu}(\alpha) = 0 \) are of the form \( p \in \mathbb{Z} \) and \( q \lambda (q \in \mathbb{Z}) \) and each of them is simple except when \( \alpha = 0 \) which is a double root. If we pick \( \lambda \) a Liouville number, as done by Leont'ev, these roots tend to pair up, at least for infinitely many values of \( p \) and \( q \). In fact, with a convenient choice of \( \lambda \), one can find subsequences \( p_k, q_k \) of the integers such that

\[
|p_k - q_k \lambda| \leq (1 + |p_k|)^{-k} \text{ as } k \to \infty,
\]

and these values of the frequencies cause trouble for the unrestricted convergence of the series (5) (compare with Theorems 4 and 5 below). Other important work on difference-differential equations appeared in [12, 17, 68, 69, 73]. An account of these and other references can be found in [58, Section 1] and in the treatise [1, especially chapters 4 and 6].

Meanwhile, in 1935, Delsarte, inspired by the work of Fredholm, Pincherle and Volterra (see for instance [70]), had considered more general convolutors \( \mu \) and coined the term mean-periodic function. This terminology arose from the fact that if \( f \) satisfies

\[
\mu \ast \hat{f}(x) = \int_{x-\pi}^{x+\pi} f(t)dt \equiv 0,
\]

then \( f \) is periodic and its average (mean) over a whole period is zero [15].
Finally, in 1947, L. Schwartz succeeded in proving the following version of Theorem 1 for functions of one variable \((f \in E(\mathbb{R}))\).

**THEOREM 2 (see [64]):** Let \(f\) be mean-periodic with respect to \(\mu\) and let \(V = V(\hat{\mu}) = \{\alpha \in \mathbb{C}: \hat{\mu}(\alpha) = 0\}\) be the zero set of \(\hat{\mu}\). Then \(f\) has a unique formal series expansion (5) and there are disjoint finite subsets \(V_k\) (groupings) such that \(V = \bigcup_{k=1}^{\infty} V_k\) and

\[
\sum_{k=1}^{\infty} \sum_{\alpha \in V_k} c_{\alpha}(x)e^{-i\alpha x}
\]

is actually convergent in \(E\) to \(f\), after a certain abelian summation procedure is performed. (For some details about this summation procedure, see next section. It can be interpreted as \(f(x) = \lim_{\epsilon \to 0} \sum_{k=1}^{\infty} \sum_{\alpha \in V_k} c_{\alpha}(x)e^{-i\alpha x}\), where both the series and the limit are meaningful in the topology of \(E\).)

From this theorem it follows that if \(f\) satisfies several convolution equations, the only non-zero coefficients \(c_{\alpha}(x)\) in (5) are those indexed by frequencies \(\alpha\) which are common roots of the Fourier transforms of those convolutions.

In particular we have

**COROLLARY: (Spectral Analysis Theorem)** If \(f\) satisfies the convolution equations

\[
\mu_1 \ast \hat{f} = \mu_2 \ast \hat{f} = \cdots = \mu_r \ast \hat{f} = 0,
\]

and

\[
\{\alpha \in \mathbb{C}: \hat{\mu}_1(\alpha) = \cdots = \hat{\mu}_r(\alpha) = 0\} = \emptyset,
\]

then \(f \equiv 0\).

This is a generalization of the fact that a non-constant function cannot have two incommensurable periods.
In the fifties, J-P. Kahane (in his thesis [40]) and A. F. Leont'ev extended Schwartz' results to analytic mean-periodic functions. An account of Leont'ev's work in this area accompanied by a detailed bibliography appears in [48]. In [21], Ehrenpreis showed that for a wide class of distributions \( \mu \) the abelian summation process is not necessary. More precisely, we call a distribution \( \mu \in \mathcal{E}' \) *slowly decreasing* if there are constants \( A, B, \varepsilon > 0 \) such that for any \( x \in \mathbb{R} \)

\[
\max\{|\hat{\mu}(y)|: y \in \mathbb{R}, |x - y| \leq A \log(2 + |x|)\} \geq \varepsilon (1 + |x|)^{-B}.
\] (9)

It turns out that every \( \mu \) for which \( \hat{\mu} \) is a non-zero exponential-polynomial is slowly decreasing. On the other hand, if \( \mu \in \mathcal{C}_0^\infty \) then it is not slowly decreasing (see [21, 5]).

**THEOREM 3** [21]: If \( \mu \) is slowly decreasing, there exist finite groupings \( V_k \) of \( V(\mu) \) so that for any \( f \in \mathcal{E} \) satisfying \( \mu * \tilde{f} = 0 \) the corresponding series

\[
f(x) = \sum_k \left( \sum_{\alpha \in V_k} c_\alpha(x)e^{-i\alpha x} \right)
\] (10)

converges to \( f \) in \( \mathcal{E} \).

So far, we have considered only mean-periodic functions in \( \mathcal{E} \), but it is, of course, possible to replace \( \mathcal{E} \) by other spaces. Schwartz actually defined continuous mean-periodic functions; i.e., \( f \in \mathcal{C}(\mathbb{R}^n) \) is mean-periodic if there is a non-constant Borel measure \( \mu \) with compact support such that \( \mu * f \equiv 0 \). However, such \( f \) can be approximated very well by functions \( E(\mathbb{R}^n) \ni f_\varepsilon = \chi_\varepsilon * f \to f \), where \( \chi_\varepsilon(x) = e^{-n} \chi(\varepsilon^{-1}x) \) is, as usual, a \( \mathcal{C}_0^\infty \) sequence tending to \( \delta_0 \), and these functions also satisfy the same equation,

\[\mu * f_\varepsilon = \mu * \chi_\varepsilon * f = (\mu * f) * \chi_\varepsilon \equiv 0,\]

by the commutativity and associativity of the convolution product. Thus, the
theory of continuous mean-periodic functions can be reduced to the case of smooth functions and is not studied separately. Similarly, if $E$ is replaced by $\mathcal{D}'$, the space of all distributions, then one obtains mean-periodic distributions. By considering instead of $E$, the space $A(C^n) = \{f \text{ entire holomorphic in } C^n\}$ and convolutors $\mu \in A'(C^n)$ (analytic functionals, basically Radon measures with compact support in $C^n$) one has the analytic mean-periodic functions. Generally, the reasoning involved carries over from $E$ to these other cases and only occasionally will we point out some differences as remarks. Accordingly, functions $f$ will always be smooth and distributions $\mu$ always have compact support unless otherwise stated.

**Remark 1:** There is a technical condition similar to (9), defining slowly decreasing analytic functionals. It is easy to see that every $\mu \neq 0$ is automatically slowly decreasing in this sense, hence the conclusion of Theorem 3 holds with no restrictions in the case of analytic mean-periodic functions. (The convergence of (10) being this time in $A(C)$, see [7, 23].)

Neither of Theorems 2 and 3 provides information analogous to parts (ii) and (iii) of Theorem 1. Nor do they address the question of characterizing these slowly decreasing $\mu$ for which the series (5) converges in $E$ without any groupings (i.e., for which we have $\theta(V_k) = 1$ in (10) for all $k$). Ehrenpreis and Malliavin gave partial answers to both questions in [24]. We shall give the complete answer in the next section.

For the more subtle properties of mean-periodic functions, such as their relation to almost-periodicity, quasianalyticity, and related questions in the theory of Dirichlet series, see [1, 10, 20, 23, 26, 41, 42, 51, 52, 53, 55, 65, 66, 67].

3. We continue to deal with the case of one variable. Under the assumption that $\mu$ is slowly decreasing, we shall state a theorem that extends Theorem 1 and give a sketch of its proof. Under the same assumption on $\mu$ we characterize convergence
without groupings. To end the section we indicate how to prove Theorem 2.

Given \( n \) numbers \( a_1, \ldots, a_n \), associate to them a norm in \( \mathbb{C}^n \) as follows. Let \( d \) denote \( d = \max\{1, |a_k - a_j|, \ 1 \leq k, j \leq n\} \). We assume first that all the \( a_j \) are distinct. Then if \( b \in \mathbb{C}^n \) we define

\[
\|b\| = \left( \sum_{j=1}^{n} |c_j d^{-j}|^2 \right)^{1/2},
\]

where the vector \( c = (c_1, \ldots, c_n) \) is related to \( b \) by \( c = Db \), \( D \) the non-singular matrix

\[
D = \begin{bmatrix}
1 & 1 & 1 & \cdots & 1 \\
0 & a_2 - a_1 & a_3 - a_1 & \cdots & a_n - a_1 \\
0 & 0 & (a_3 - a_1)(a_3 - a_2) & \cdots & (a_n - a_1)(a_n - a_2) \\
& & & & \\
& & & & \\
& & & & \\
& & & & \\
& & & & \\
& & & & \\
0 & 0 & 0 & \cdots & (a_n - a_1)(a_n - a_2)(a_n - a_3)
\end{bmatrix}.
\]

The transpose of this matrix appears as the matrix of the linear map \((b_1, \ldots, b_n) \rightarrow (Q(a_1), \ldots, Q(a_n))\) where \( Q \) is the Newton interpolation polynomial

\[
Q(z) = \sum_{j=1}^{n} b_j \prod_{1 \leq k < j} (z-a_k) = b_1 + b_2(z-a_1) + \cdots.
\]

It is not hard to see what to do when some of the \( a_j \) coincide. For example, consider the sequence \( a_1, a_2, a_2, a_2, a_3 \), and the map \((b_1, \ldots, b_5) \rightarrow (Q(a_1), Q(a_2), Q'(a_2), \frac{Q''(a_2)}{2!}, Q(a_3))\); the corresponding \( 5 \times 5 \) matrix \( D \) is given by
As in Theorem 3, to the grouping $V_k$ of roots $a_1, \ldots, a_r$ in $V(\hat{\mu})$ ($r = r_k$) we will associate the partial sum of (5)

$$
\sum_{\alpha \in V_k} c_\alpha(x)e^{i\alpha x} = \sum_{j=1}^{m_j-1} \sum_{l=0}^{\ell} b_j \ell! (-ix)^\ell e^{-ia_j x},
$$

(14)

where $m_j$ indicates the multiplicity of the root $a_j$. Set $n = n_r = m_1 + \cdots + m_r$, $b = (b_1, 0, \ldots, b_1, m_1 - 1, b_2, 0, \ldots, b_r, m_r - 1) \in \mathbb{C}^n$, and let $\|b\|^{(k)}$ denote the norm (11) of this vector $b$ computed using the sequence $a_1, \ldots, a_1, a_2, \ldots, a_r$ where each root appears repeated according to its multiplicity and $d = d_k = \max\{1, |a_j - a_k|, 1 \leq j, \ell \leq r\}$.

We can now state the main result of this section. Set $p(z) = |\text{Im } z| + \log(1+|z|)$ to simplify the writing.

**THEOREM 4** [7]: Let $\mu$ be slowly decreasing. Then the zero set $V$ of $\hat{\mu}$ can be divided into disjoint finite groupings $V_k$, $V = \{a \in C: \hat{\mu}(a) = 0\} = \bigcup_{k=1}^{\infty} V_k$, in such a way that any mean-periodic function $f$ with respect to $\mu$ has a Fourier expansion (10) convergent in $E$. Furthermore, the coefficients of the expansion, as defined by (14), satisfy the estimates

$$
\|b\|^{(k)} = \mathcal{O}(\exp(-Np(a_k))) \quad \text{as } k \to \infty,
$$

(15)

for any $N > 0$. Here $a_k$ denotes any point in $V_k$. Conversely, any series (10) whose coefficients satisfy (15) defines a function $f$ in $E$ such that $\mu \ast \hat{f} = 0$. 

$D = \begin{pmatrix}
1 & 1 & 0 & 0 & 1 \\
0 & a_2 - a_1 & 1 & 0 & a_3 - a_1 \\
0 & 0 & a_2 - a_1 & 1 & (a_3 - a_1)(a_3 - a_2) \\
0 & 0 & 0 & a_2 - a_1 & (a_3 - a_1)(a_3 - a_2)^2 \\
0 & 0 & 0 & 0 & (a_3 - a_1)(a_3 - a_2)^3
\end{pmatrix}$
SKETCH OF THE PROOF: The idea goes back to work of Ehrenpreis on partial
differential equations which we shall discuss in Section 6 [4, 23, 59]. As every-
where throughout the theory, the fundamental tool is the Fourier transform,

\[ \hat{\mu}(z) = \langle \mu, e^{-iz} \rangle, \]

of distributions of compact support. We also need to use the Paley-Wiener-
Schwartz theorem which states that the map \( F: \mu \rightarrow \hat{\mu} \) is a linear isomorphism be-
tween \( E' \) and the space of entire functions \( \hat{E}' \),

\[ \hat{E}' = \{ \phi: \exists A \geq 0 \text{ such that } |\phi(z)| \leq A(1+|z|)^A \exp(A|\text{Im } z|) \}, \]

where \( |z| = (z \cdot \bar{z})^{1/2} = (|z_1|^2 + \cdots + |z_n|^2)^{1/2} \) and \( \text{Im } z = (\text{Im } z_1, \ldots, \text{Im } z_n) \). The con-
volution product corresponds to the usual multiplication of functions under this
isomorphism. The space \( \hat{E}' \) is the inductive limit of the Banach spaces \( \hat{E}'_N \),

\[ \hat{E}'_N = \{ \phi \text{ entire: } \sup_z |\phi(z)|(1+|z|)^{-N} \exp(-N|\text{Im } z|) < \infty \}. \]

Ehrenpreis proved that the Fourier transform map \( F \) is also a topological isomor-
phism [23]. It is this last result that permits the reduction of questions about
mean-periodic functions to problems in function theory.

To outline the proof, let \( M \) be the closed subspace of all mean-periodic
functions with respect to \( \mu \),

\[ M = \{ f \in E: \mu \ast \check{f} = 0 \}. \]

The ideal generated by \( \mu \), \( J = \{ \mu \ast v: v \in E' \} \) is closed in \( E' \) because \( \mu \) is
slowly decreasing [21]. It annihilates \( M \) (recall \( \langle \mu \ast v, f \rangle = v \ast \mu \ast \check{f}(0) \)), and
one can see that \( M \) is precisely the dual of the space \( E'/J \) (see [38]). Using
the Fourier transform isomorphism, one sees that this last space is isomorphic to
the quotient space \( \hat{E}'/\hat{J} \), where \( \hat{J} \) is the ideal generated by \( \hat{\mu} \) in \( \hat{E}' \). On the other hand, if \( \varphi \) is any function in \( \hat{E}' \) and \([\varphi]\) its class modulo \( \hat{J} \), then \([\varphi]\) is completely determined by the restriction of \( \varphi \) to \( V \). (By restriction we mean the double-indexed sequence

\[
\frac{\varphi(\ell)}{\ell!} (a), \quad 0 \leq \ell < m,
\]

where \( a \in V \) has multiplicity \( m \). Such a double-indexed sequence \( \{a_\alpha, \ell\} \) constitutes an analytic function on \( V \).) The proof is completed by characterizing those analytic functions on \( V \) which are restrictions of \( \varphi \in \hat{E}' \). (Here is where the interpolation theory mentioned in the introduction enters.) Once this is accomplished, an element \( f \in \mathcal{M} \) defines a continuous linear functional \( F \) on this space, and so can be identified with a double-indexed sequence \( \{b_\alpha, \ell\} \). This defines the series (10) we are looking for, in fact,

\[
f(x) = <\delta_x, f> = F_x(e^{-ix}) = \sum_{a \in V} \sum_{\ell=0}^{m-1} \frac{(-ix)^\ell}{\ell!} b_{a, \ell} e^{-i\alpha x},
\]

since the restriction to \( V \) of \( e^{-ix} = F(\delta_x) \) is given by the sequence \( \frac{(-ix)^\ell}{\ell!} e^{-i\alpha x} \). The fact that the series (5) obtained from this converges absolutely, after groupings, in \( \hat{E} \) and the required estimates (15) are consequences of the above mentioned characterization of \( \hat{E}'/\hat{J} \) as a certain space of analytic functions on \( V \) (see [7] for the details).

**Remark 2:** In the case of analytic mean-periodic functions there is no restriction on \( \mu \) (see Remark 1) and Theorem 4 holds if we take \( p(z) = |z| \) in (15).

Note that in the last theorem we gave no indication of the size of the groupings \( V_k \), i.e. of the numbers \( r_k \) and \( n_k \) appearing in the definition of the norm \( \| \cdot \|_{(k)} \). Actually such an estimate exists (see [7]) but \( r_k \) and \( n_k \) are unbounded in general. In the case of difference-differential operators, it can be
seen that \( d_k \) can be taken \( \leq 1 \) and \( n_k \) is always bounded, in fact, if \( \hat{\mu} \) is given by (6) and \( v_j \) indicates the degree of the polynomial \( a_j \), one gets the estimate

\[
n_k \leq v + \frac{2(1+v)}{\log v} (1+\Omega),
\]

where \( v = \sum_j (1+v_j) \), \( \Omega = \max_j |\omega_j| \) (see [7]). In the case of the example (7) the zeroes \( a_j \) are all simple (with only the exception \( a = 0 \)), \( n_k = r_k \leq 2 \) but in general \( r_k \neq 1 \) as can be seen from Theorem 5 below.

In the next section we give an application of the estimates (15). Here we will compare them with classical ones for Fourier series given by Theorem 1 (ii). If all the \( r_k = 1 \) (see Theorem 5), then the norms \( \| \cdot \|_{(k)} \) are easy to compute. In fact, in this case the multiplicity \( m_k \) of \( a_k \) coincides with \( n_k \) and

\[
f(x) = \sum_k \left( \sum_{j=0}^{m_k-1} \frac{(-ix)\ell}{\ell!} b_{k,\ell} \right) e^{-i\alpha_k x}
\]

is absolutely convergent over compact sets, etc. and for any \( N > 0 \)

\[
|b_{k,\ell}| = o(\exp(-Np(a_k))) \quad \text{as} \quad k \to \infty.
\]

In the case of the Fourier series the roots are \( a_k = k \in \mathbb{Z} \), \( r_k = n_k = 1 \) and (16) is exactly (ii) of Theorem 1 since \( p(k) = \log(1+|k|) \). The estimate (16) is the same obtained by Ehrenpreis-Malliavin [24], where only the case \( r_k = 1 \) was discussed.

It is easy to derive interesting and simple estimates from (16) even when \( r_k > 1 \). For example, if we assume \( d_k = 1 \) and all the multiplicities

\[m_1 = \cdots = m_r = 1 \quad (r=r_k),\]

we can write the grouping \( V_k \) as \( a_1^{(k)}, \ldots, a_r^{(k)} \),
and (16) implies that for \( j = 1, \ldots, r \)

\[
\left| b_j^{(k)} \prod_{\ell \neq j} \alpha_\ell^{(k)} - \alpha_j^{(k)} \right| = O\left( \exp\left( -Np\left( \alpha_j^{(k)} \right) \right) \right)
\]

for every \( N > 0 \) (see [7]).

**Theorem 5** [7]: Let \( \mu \) be slowly decreasing. A necessary and sufficient condition that every grouping \( V_k \) can be taken to contain a single point of \( V \) (i.e. \( r_k \equiv 1 \)) is that for some \( \epsilon, C > 0 \)

\[
|\hat{\mu}^{(m)}(\alpha)| \geq \epsilon \frac{\exp(-C|\text{Im } \alpha|)}{(1 + |\alpha|)^C} \quad (17)
\]

where \( \alpha \) runs after all the points of \( V \) and \( m \) is the multiplicity of \( \alpha \) as a root of the equation \( \hat{\mu}(\alpha) = 0 \). (As usual \( \hat{\mu}^{(m)}(\alpha) \) denotes \( \frac{d^m}{dz^m} \hat{\mu}(z)|_{z=\alpha} \).)

While Theorem 5 is not stated explicitly in [7] it is an immediate consequence of Example 17 and Remark 4 there.

Ehrenpreis-Malliavin [24] give a condition immediately seen to be equivalent to (17) in the only case they considered, \( m_k \equiv 1 \).

**Remark 3:** In the analytic case (17) is replaced by

\[
\left| \frac{\hat{\mu}^{(m)}(\alpha)}{m!} \right| \geq \epsilon \frac{\exp(-C|\alpha|)}{(1 + |\alpha|)^m} \quad (18)
\]

Within the class of difference-differential operators, it is easy to see that if (6) has all frequencies \( \omega_j \) rational (or mutually commensurable) then there is no need for groupings (i.e. \( r_k \equiv 1 \)). On the other hand, the example (7) shows that this is not always the case (the roots get too close together because of the transcendental nature of the relation between the frequencies.) Since the
multiplicities $m_k$ are bounded in the case of exponential polynomials, (17) shows that a necessary condition for $r_k \equiv 1$ is that for some $\delta, A > 0$

$$|a_k - a_j| \geq \delta \frac{\exp(-A|\text{Im} a_k|)}{(1+|a_k|)^A}, \quad (k \neq j). \quad (19)$$

It follows easily from the estimates in [5, 31] or even from [17] that (19) is also sufficient for $r_k \equiv 1$. Furthermore, from the work of Pólya et al [17, 46], it follows that (19) is equivalent to the existence of $\eta, B > 0$ such that

$$|a_k - a_j| \geq \eta(1+|a_k|)^{-B}, \quad (k \neq j). \quad (20)$$

Ehrenpreis has conjectured that if all the $\omega_j$ are algebraic then (20) holds [23]. Particular cases of this conjecture have been proved [22, 57]. This discussion also shows that Theorem 5 includes the results from [72]. (Certainly, the consequences of Theorem 5 for difference-differential equations when (19) holds have been part of the folklore of the subject and motivated Ehrenpreis' conjecture.)

It has recently been shown by W. A. Squires (private communication) that the condition, $\mu$ slowly decreasing, is not necessary for the validity of Theorem 4. In general, we can remove it at the expense of bringing into the picture a further summation procedure. Our method is similar to that used by Schwartz in [64, 66] to prove Theorem 2; but, since we avoid reliance on the uniqueness of the coefficients of the Fourier expansion, we can handle the case of more than one variable (where this uniqueness does not hold). Roughly the idea consists in noting that: (i) in dealing with the analytic case there is no restriction at all on $\mu$ (other than $\mu \neq 0$) for convergence with groupings, and (ii) given $\mu \neq 0$ and $\varepsilon > 0$ there is a constant $c > 0$ such that for $x \in \mathbb{R}$

$$\max\{|\hat{\mu}(y)|: y \in \mathbb{R} \text{ and } |x-y| \leq (1+\varepsilon|x|)\} \geq C e^{-\varepsilon|x|} \quad (21)$$
(compare with (9)). Thus although not every $\mu \in E'$ is slowly decreasing, they fail by very little. This fact has been used in other contexts [33, 37]; here the idea is to use (ii) to reduce the situation to one similar to (i).

Let $f \in E$ satisfy the equation $\mu \ast \tilde{f} = 0$, and choose $L_0 > 0$ so that $\text{supp} \mu \subseteq (-L_0, L_0)$. In what follows $R > 0$ will be a sufficiently large constant (eventually we let $R \to +\infty$). Call the function that coincides with $f$ in $(-R, R)$ and is identically zero outside this interval $f_R$; then

$$\mu \ast f_R(x) = 0 \quad \text{when} \quad x \notin (-R+L_0, R-L_0). \tag{22}$$

Since $f_R$ is bounded and of compact support, its Cauchy transform is defined as

$$F_R(z) = \frac{1}{2\pi i} \int_{-R}^{R} \frac{f(t)}{z-t} \, dt$$

for $z \in C$, $\text{Im} z \neq 0$ ([13, 14, 54]). We get two analytic functions $F_R^{+}$, $F_R^{-}$ in $\text{Im} z > 0$ and $\text{Im} z < 0$ respectively. The function $f_R$ can be recovered from the pair $F_R^{+}$, $F_R^{-}$ by

$$\lim_{y \to 0^+} [F_R^{+}(x+iy) - F_R^{-}(x-iy)] = f(x), \quad |x| < R. \tag{23}$$

The limit makes sense in $E(|x| < R)$, i.e., is uniform over compact subsets of $(-R, R)$ and the same is true for derivatives.

The distribution $\mu$ acts as a convolutor also on functions holomorphic in the upper half-plane by means of the formula

$$\mu \ast \varphi(z) = \int \varphi(z-t)\mu(t) \, dt = \langle \mu, \varphi \rangle_{t},$$

where the "integration" takes place over the real axis, the function $\mu \ast \varphi$ is also holomorphic for $\text{Im} z > 0$. Similarly for $\text{Im} z < 0$ or even if $\varphi$ is
defined only on a strip parallel to the real axis. If $\varphi$ is defined on a vertical strip or half-strip, then $\mu \ast \varphi$ still makes sense as long as the width of this strip is bigger than $L_0$ and $z$ is restricted conveniently.

Since $\mu \ast \check{f}(x) = \check{\mu} \ast f(-x)$, it is easy to see that (22) implies

$$\lim_{y \to 0^+} \left[ (\mu \ast F^+_R(x+iy) - (\check{\mu} \ast F^-_R(x-iy)) \right] = 0, \quad |x| < R - L_0,$$

and the limit is uniform on compact subsets of the above interval. Hence the functions $\check{\mu} \ast F^+_R$ and $\check{\mu} \ast F^-_R$ are holomorphic continuation of each other across the segment $(-R+L_0,R-L_0)$ of the real axis, and they define a holomorphic function $G_R$ in the vertical strip $\{z \in \mathbb{C}: |\text{Re} \ z| < R - L_0\}$. Because of the estimate (21) one can find $H_R$ holomorphic in $|\text{Re} \ z| < R$ such that

$$\check{\mu} \ast H_R = G_R, \text{ when } |\text{Re} \ z| < R - L_0.$$ 

Hence

$$\check{\mu} \ast (F^+_R - H_R) = 0,$$

for $|\text{Re} \ z| < R - L_0$ and $\text{Im} \ z > 0$ or $\text{Im} \ z < 0$ respectively. The same kind of argument used in Theorem 4 shows that for $R$ big enough there are groupings $V_k$ independent of $R$ and $L_1 > 0$, also independent of $R$, such that

$$F^+_R(z) - H_R(z) = \sum_k \left\{ \sum_{\alpha \in V_k} c^+_{\alpha} R(z) e^{-iaz} \right\},$$

with uniform and absolute convergence in compact subsets of $|\text{Re} \ z| < R - L_1$, $\text{Im} \ z > 0$ or $\text{Im} \ z < 0$ respectively, where the notation is self-explanatory.

Since we also have

$$\lim_{y \to 0^+} \left[ (F^+_R - H_R)(x+iy) - (F^-_R - H_R)(x-iy) \right] = f(x)$$
in $E(|x| < R)$ from (23), we can apply a diagonal process and obtain polynomials $c_{a, \varepsilon}$ such that

$$f(x) = \lim_{\varepsilon \to 0^+} \sum_{k} \left( \sum_{a \in V_k} c_{a, \varepsilon}(x)e^{-iax} \right)$$

where the convergence of the series and of the limit is in $E(\mathbb{R})$. This gives a proof of Theorem 2 which avoids involving the uniqueness of the coefficients or the Spectral Analysis Theorem. Using these results, one sees easily that the $c_{a, \varepsilon} \to c_a$ when $\varepsilon \to 0$.

3. We give here a simple application of the estimates (15) from Theorem 4. This example is also borrowed from [7] but we provide more details here.

We wish to study the problem, raised in [21], of solving the over-determined system of convolution equations:

$$\begin{cases} 
\mu * f = g \\
\nu * f = h 
\end{cases}$$

where $g, h \in E$ and the unknown function $f$ is also sought in $E$. Clearly, one has to assume the compatibility condition

$$\mu * h = \nu * g,$$

and we do so henceforth. To simplify the arguments we assume there is no "resonance" in this system, that is,

$$\{a \in \mathbb{C}: \hat{\mu}(a) = \hat{\nu}(a) = 0\} = \emptyset.$$  

In order to apply Theorem 4 we assume that one of the distributions, say $\mu$, is slowly decreasing. (All these assumptions were already made in [21].) Under the above assumptions we wish to find necessary and sufficient conditions on the pair
g, h in order that the system (25) have a solution in E. Before settling this, let us show how functional analysis provides the answer to the related question, for which $\mu, \nu$ is it possible to solve (25) for all $g, h$ which satisfy (26)?

First of all, note that the lack of resonance together with the Spectral Analysis Theorem show that (a) if a solution $f$ to (25) exists at all, it is unique, and (b) the algebraic ideal $((\mu, \nu))$ generated in $E'$ by $\mu$ and $\nu$ is dense in $E'$. (If $f \in E$ annihilates $((\mu, \nu))$ then it necessarily satisfies $\mu \ast \check{f} = \nu \ast \check{f} = 0$ and hence $f = 0$ by (a); since $E$ is reflexive, (b) follows.)

If $((\mu, \nu))$ were closed then by (b) there would be distributions $\mu_0, \nu_0 \in E'$ such that

$$\mu \ast \mu_0 + \nu \ast \nu_0 = \delta.$$  \hspace{1cm} (28)

Conversely, (28) implies that $((\mu, \nu)) = E'$ and hence it is closed. It is easy to check that $f = \mu_0 \ast g + \nu_0 \ast h$ solves (25), hence (28) is sufficient for the solvability of (25) for every pair that satisfies (26). We now show that (28) is also a necessary condition. The set $K$ of pairs $(g, h)$ satisfying (26) is a closed subspace of the Fréchet space $E \oplus E$. Let $M$ denote the 1-1 map

$$M : f \longrightarrow (\mu \ast f, \nu \ast f).$$

If $\text{image}(M) = K$ then, by the open mapping theorem [38], $M' : E' \oplus E' \rightarrow E'$ is onto, where $M'$ is the transpose map to $M$. Now,

$$<M'(\varphi, \psi), f> = <(\varphi, \psi), Mf> = <\varphi, \mu \ast f> + <\psi, \nu \ast f>$$

$$= \varphi \ast \mu \ast \check{f}(0) + \psi \ast \nu \ast \check{f}(0)$$

$$= <\varphi \ast \check{\mu} + \psi \ast \check{\nu}, f>,$$

hence $M'(\varphi, \psi) = \varphi \ast \check{\mu} + \psi \ast \check{\nu}$. Since $M'$ is onto (28) follows.

If follows from [34, 40] that (28) is equivalent to the existence of constants
\( \varepsilon, \ C > 0 \) such that

\[
|\hat{\mu}(z)| + |\hat{\nu}(z)| \geq \varepsilon \frac{\exp(-C|\text{Im } z|)}{(1+|z|)^{C}}, \text{ for all } z. \quad (29)
\]

Going back to our original problem, it is clearly interesting only when (29) fails, e.g. \( \hat{\mu}(z) = \sin \pi z \) and \( \hat{\nu}(z) = \frac{1}{z} \sin \frac{\pi}{\lambda} z \), where \( \lambda \) is chosen as in (8) above. Note that we can reduce the pair of equations (25)-(26) to the equivalent with the compatibility condition

\[
\begin{align*}
\mu \ast F &= 0 \\
\nu \ast F &= H
\end{align*}
\]

(30)

with the compatibility condition

\[
\mu \ast H = 0. \quad (31)
\]

This is possible since \( \mu \) being slowly decreasing implies \( \mu \ast: \mathcal{E} \to \mathcal{E} \) is onto [21], hence we can find \( G \in \mathcal{E} \) such that \( \mu \ast G = g \) and take \( F = f \ast G, \ H = h - \nu \ast G \) in (30)-(31). It follows that \( \tilde{F} \) and \( \tilde{H} \) are mean-periodic with respect to \( \mu \), so we can apply Theorem 4, obtaining

\[
F(x) = \sum_k \left( \sum_{\alpha \in \mathcal{V}_k} \varphi_\alpha(-x)e^{i\alpha x} \right)
\]

and

\[
H(x) = \sum_k \left( \sum_{\alpha \in \mathcal{V}_k} \eta_\alpha(-x)e^{i\alpha x} \right),
\]

both convergent in \( \mathcal{E} \). Applying the second equation from (3), we get

\[
\tilde{\nu} \ast (\varphi_\alpha e^{-i\alpha x}) = \eta_\alpha e^{-i\alpha x}, \quad (32)
\]

which leads to a triangular system of equations in the coefficients of the
polynomials \( \varphi_{a} \). This linear system is solvable (uniquely) because all the terms in the diagonal equal \( \hat{\varphi}(a) \), which doesn't vanish since \( \hat{\mu}(a) = 0 \) and we have assumed (27) holds. Applying the conditions (15) to the coefficients of \( F \) obtained this way, we obtain a set of necessary and sufficient conditions in the coefficients of \( H \) for the solvability of the system (30). These conditions become simpler when all the roots of \( \hat{\mu}(a) = 0 \) are simple, since then (32) defines the numerical coefficients \( \varphi_{a} \) by

\[
\varphi_{a} \hat{\varphi}(a) = \gamma_{a}.
\]

If \( a_{1}, \ldots, a_{r} \) form one of the groupings of roots of \( \hat{\mu}(a) = 0 \), and, for instance, \( \max |a_{j} - a_{k}| \leq 1 \) then, as explained before Theorem 5, a necessary condition on the \( \eta_{a} \) is given by

\[
|\eta_{a}| \prod_{k \neq j} |a_{k} - a_{j}| = |\hat{\varphi}(a_{j})| O(\exp(-Np(a_{j})))
\]

for all \( N > 0 \) \( (j=1, \ldots, r) \). For example, when \( \hat{\mu}(z) = \sin \pi z \) and \( \hat{\varphi}(z) = \frac{1}{z} \sin \frac{\pi}{\lambda} z \), we are really dealing with periodic functions \( F \) and \( H \) and one gets the condition on the Fourier coefficients \( \gamma_{k} \) of \( H \),

\[
|\gamma_{k}| = O(|\hat{\varphi}(k)|(1+|k|)^{-N}) \quad \text{as} \quad k \to \infty
\]

for every \( N > 0 \) \( (\{\hat{\mu}=0\} = \mathbb{Z}) \). This gives,

\[
|\gamma_{k}| = O(1+|k|)^{-N} \text{dist}(k, m\lambda)) \quad \text{as} \quad k \to \infty,
\]

which imposes a severe restriction on the Fourier coefficients of \( H \) if \( \lambda \) is chosen as in (8).
5. We proceed now to discuss mean-periodic functions of several variables. It was the question of the existence of a Fourier representation for such functions which motivated both our work [8] and our reevaluation of the one variable situation, which in turn led to the Theorems 4 and 5 above. After the work of Schwartz [64], it wasn't very clear which shape, if any, Fourier representation would take in several variables. It was suggested in [64] that it might be easier to deal with the Spectral Analysis Theorem (and its companion, the Spectral Synthesis Theorem). Roughly speaking this corresponds to the uniqueness of the representation of a mean-periodic function in the case of one variable. However, it turned out that the Spectral Analysis Theorem fails when the number of variables $n \geq 2$. In fact, in 1975, D. I. Gurevich constructed in [32] six distributions $\mu_1, \ldots, \mu_6 \in E'(\mathbb{R}^n)$ $(n \geq 2)$ for which $\{z \in \mathbb{C}^n : \hat{\mu}_1(z) = \cdots = \hat{\mu}_6(z) = 0\} = \emptyset$ but $\{f \in E : \mu_1 \ast \overline{f} = \cdots = \mu_6 \ast \overline{f} = 0\} \neq \{0\}$. (In the analytic case, one can get by with two equations.) On the positive side, Malgrange had shown in his thesis that the exponential-polynomial solutions to $\mu \ast \overline{f} = 0$ were, in fact, dense in the space of all solutions. This confirmed the possibility of a representation (see [49, 50] and [19, 37] for related results), but gave no hint as to what the representation looked like. In 1960, Ehrenpreis attacked this question in the case of partial differential operators with constant coefficients. To start with we shall see what can be done about the wave operator in two variables.

Since $E$ is an AU space, it follows that every smooth function has a Fourier representation of the following kind. Given $\varphi \in E(\mathbb{R}^n)$ there is a Radon Measure $\nu$ in $\mathbb{C}^n$ such that

$$\varphi(x) = \int_{\mathbb{C}^n} e^{-ix \cdot z} \, d\nu(z), \tag{33}$$

and this integral converges in $E$ (see [4, 23]). The point here is that we are allowing arbitrary complex frequencies to occur in (33). Going back to the wave
D'Alembert showed that the general smooth solution of (34) is of the form

$$f(x_1, x_2) = f_1(x_1 - x_2) + f_2(x_1 + x_2) \tag{35}$$

with $f_1$, $f_2$ smooth functions of one variable (see [44]). Hence there are two measures $d\nu_1$, $d\nu_2$ in $C$ such that

$$f_j(t) = \int_C e^{-itw} d\nu_j(w), \quad j = 1, 2, \tag{36}$$

where $t$ denotes the variable in $R$. Inserting (36) into (35) we get

$$f(x) = \int_C e^{-i(x_1 - x_2)w} d\nu_1(w) + \int_C e^{-i(x_1 + x_2)w} d\nu_2(w).$$

Let $z \in C^2$ represent the dual variable to $x \in R^2$, then the above expression can be written as

$$f(x) = \int_{[z_1 + z_2 = 0]} e^{-ix \cdot z} d\nu_1(z) + \int_{[z_1 - z_2 = 0]} e^{-ix \cdot z} d\nu_2(z) = \int_{[z_1 - z_2 = 0]} e^{-ix \cdot z} d\nu(z), \tag{37}$$

where the last integral converges in $E$ and the Radon measure $d\nu$ is supported by the algebraic variety $V = \{z \in C^2: z_1^2 - z_2^2 = 0\}$. This is precisely the algebraic variety $V(\hat{\mu}) = \{z \in C^2: \hat{\mu}(z) = 0\}$, where $\mu$ is the distribution arising from the convolution equation (34). (It is easy to see that the choice of measure $d\nu$ is not unique [59].)

This representation of the solutions of the wave equation was generalized to
the case of arbitrary linear differential operators with constant coefficients in [22]. As usual, if $P$ is a polynomial in $n$ variables with complex coefficients, and $D_j = \frac{1}{i} \frac{\partial}{\partial x_j}$, then $P(D)$ represents a partial differential operator.

**Theorem 6:** Let $V$ be the algebraic variety of the zeros of $P$, $V = \{z \in \mathbb{C}^n: P(z) = 0\}$. Then there are finitely many algebraic varieties $V_j \subset V$, $\bigcup_j V_j = V$, and differential operators $\partial_j$ with constant coefficients such that if $P(D)f = 0$ then $f$ has a representation

$$f(x) = \sum_{j=1}^r \int_{V_j} \partial_j e^{-ix \cdot z} \, dv_j(z)$$

(38)

where the $dv_j$ are Radon measures in $\mathbb{C}^n$ with support in $V_j$; and all the integrals converge in $E$. Moreover, if all the irreducible factors of $P$ are distinct then one has the representation

$$f(x) = \int_V e^{-ix \cdot z} \, dv(z),$$

(39)

for some Radon measure $dv$.

The proof follows the same lines as Theorem 4 above except that the function theory needed is much harder. In [23, 59] this theorem is actually proved for systems. For instance, if $P_1(D)f = \cdots = P_m(D)f = 0$ then (38) holds with these two differences (i) $V = \{z \in \mathbb{C}^n: P_1(z) = \cdots = P_m(z) = 0\}$ and (ii) the $\partial_j$ do no longer have constant coefficients. In particular, they show that the Spectral Analysis Theorem holds for partial differential operators, in contrast to the counterexample for general overdetermined systems found (later) by Gurevich. The point here is that the algebraic nature of the variety $V$ plays a very strong role. There is very little more we can offer by way of comment except to encourage the reader to look into the original sources. Recently some simplifications
of parts of the proofs have appeared [18, 75, 76].

In [2, 4] an extension of Theorem 6 was given for a subclass of those convolution operators \( \mu \) which look like

\[
\mu \ast f(x) = \frac{\partial^m}{\partial x_n^m} f + \mu_1(x') \ast \frac{\partial^{m-1}}{\partial x_n^{m-1}} f + \ldots + \mu_m(x') \ast f,
\]

(40)

where \( x' = (x_1, \ldots, x_{n-1}) \) and \( \mu_1, \ldots, \mu_m \in E'(\mathbb{R}^{n-1}) \). The proof follows closely that of Ehrenpreis' Theorem 6 and avoids trouble by restricting consideration to a single equation. When [4] appeared, the remaining difficulties were twofold: first, the concept of groupings had to be extended to several variables and, second, in the case of systems the Spectral Analysis Theorem had to be built into the system. We finally solved this problem in [8]; an announcement of some of our results for the case of a single equation appeared in [3]. To cope with the necessary "groupings" we gave in [8] a definition of \( \mu \) slowly decreasing (for \( \mu \in E'(\mathbb{R}^n) \)) slightly different from the usual one [21]. Instead of giving the formal definition, let us just mention a few examples of such distributions \( \mu \):

(a) For \( n = 1 \), the definition is the same as before, i.e. condition (9).

(b) Every difference-differential operator \( \mu \) (in \( n \) variables) is slowly decreasing.

(c) If \( \mu \) is a difference-differential operator, \( \nu \in E'(\mathbb{R}^n) \) and \( \text{supp } \nu \subseteq \text{cv}(\text{supp } \mu) \), then \( \mu + \nu \) is slowly decreasing. Here \( \text{cv}(\text{supp } \mu) \) denotes the convex hull of the support of \( \mu \). Furthermore, there is a number \( m \) (depending on \( \mu \)) such that if \( \nu \in C^m(\mathbb{R}^n) \) and \( \text{supp } \nu \subseteq \text{cv}(\text{supp } \mu) \), then \( \mu + \nu \) is slowly decreasing.

(d) If \( \mu \) is of the form (40) it is always slowly decreasing. In this case \( \hat{\mu} \) is a distinguished pseudopolynomial,

\[
\hat{\mu}(z) = z_n^m + \hat{\mu}_1(z') z_n^{m-1} + \ldots + \hat{\mu}_m(z'),
\]

(41)
\[ z' = (z_1, \ldots, z_{n-1}) \text{ and } \mu_1, \ldots, \mu_m \in E'(\mathbb{R}^{n-1}). \] Note that after an affine change of coordinates a non-zero polynomial becomes a distinguished pseudo-polynomial.

(e) In the analytic case, every \( \mu \in A'(\mathbb{C}^n), \mu \neq 0, \) is slowly decreasing.

One can then prove

**Theorem 7** [8]: Let \( \mu \) be slowly decreasing, \( V = \{z \in \mathbb{C}^n : \hat{\mu}(z) = 0\}. \) There exists a locally finite family of closed subsets \( V_j \) of \( V, \) differential operators \( \partial_j \) and a partition of the index family \( J = \{j\} \) into finite subsets \( J_k \) such that if \( \mu \ast \check{f} = 0, \) then

\[
f(x) = \lim_{\epsilon \to 0} \sum_k \left( \sum_{j \in J_k} \int_{V_j} \partial_j e^{-ix \cdot z} \, dv_j(z) \right)
\]

where the series converges in \( E \) and \( dv_j \) are Radon measures with support in \( V_j. \)

**Remark 3:** Both Theorems 6 and 7 contain also information about the mass of the measures \( dv_j \) which corresponds to the estimates (15) of Theorem 4.

As mentioned at the end of Section 4, it is also possible to eliminate the condition that \( \mu \) is slowly decreasing.

**Theorem 8** [8]: Let \( \mu \neq 0 \) be a distribution in \( E' \) then, with the same notation as in Theorem 7, we have

\[
f(x) = \lim_{\epsilon \to 0} \sum_k \left( \sum_{j \in J_k} \int_{V_j} \partial_j e^{-ix \cdot z} \, dv_{j, \epsilon}(z) \right),
\]

where the \( dv_{j, \epsilon} \) are Radon measures with support in \( V_j \) and both the series and the limit are taken in the sense of \( E. \)

For overdetermined systems, we must restrict ourselves to systems for which the Spectral Analysis Theorem holds. This is done by defining what we mean by
jointly slowly decreasing distributions $\mu_1, \ldots, \mu_r$. Once this is done, Theorem 7 holds with $V = \{z \in \mathbb{C}^n : \hat{\mu}_1(z) = \cdots = \hat{\mu}_r(z) = 0\}$. The definition itself is quite technical; and the only point worth emphasizing here is that it requires $V$ to be a complete intersection variety of codimension $r$. Thus our result is not strong enough to cover the general situation studied by Ehrenpreis and Palamodov in the case of differential operators (see [23, 59]); on the other hand, we are dealing with analytic varieties instead of algebraic varieties. We refer the reader to [8] for the exact details and pertinent examples; here let us simply observe that one of the main ingredients in the proof is the construction of a function, the Jacobi interpolation function, which plays the role of the Newton polynomial $Q$ from (13). This Jacobi interpolation function was so named because it appears implicitly in [39]. For other insights into the contents of [39] we suggest [30].

Here is an application of our result about systems; other examples appear in [8].

**Theorem 9**: Let $S$ denote the unit square in the plane with vertices $A = (0,0)$, $B = (1,0)$, $C = (0,1)$ and $D = (1,1)$. Let $g_1, g_2 \in L^1(S)$ be extended as zero outside $S$. Assume further that the eight complex numbers $a_1, a_2, \ldots, d_1, d_2$ satisfy the condition

$$\Delta(A,B)\Delta(A,C)\Delta(C,D)\Delta(B,D) \neq 0,$$

where, for instance,

$$\Delta(A,B) = \begin{vmatrix} a_1 & b_1 \\ a_2 & b_2 \end{vmatrix} = a_1b_2 - a_2b_1.$$

Define $\mu_1, \mu_2 \in E'(\mathbb{R}^2)$ by

$$\mu_j = a_j \delta_A + b_j \delta_B + c_j \delta_C + d_j \delta_D + g_j, \quad j = 1, 2.$$
If \( f \in E(\mathbb{R}^2) \) satisfies the system of equations \( \mu_1 \ast \hat{f} = \mu_2 \ast \hat{f} = 0 \), then \( f \) admits a series representation which converges in \( E \) and is of one of the following two kinds,

(i) \[
\begin{align*}
 f(x) &= \sum_{a \in J} c_a(x)e^{-ia \cdot x} + \sum_{a \in \overline{V} \setminus J} c_a e^{-ia \cdot x},
\end{align*}
\]

where \( V = \{ a \in \mathbb{C}^2 : \mu_1(a) = \mu_2(a) = 0 \} \), \( J \) is a finite subset of \( V \) (independent of \( f \)) and the polynomials \( c_a(x) \) \((a \in J)\) have degree less than the multiplicity of \( a \). (It is implicit that \( V \) is a discrete set and that for \( a \in \overline{V} \setminus J \), \( c_a \in \mathcal{E} \).)

(ii) With \( V \) and \( J \) as above, \( V \setminus J = V_1 \cup V_2 \), \( V_1 \cap V_2 = \emptyset \) and \( V_2 \) is the disjoint union of the doublets \( \{a, a'\} \) \((a \neq a')\), and

\[
\begin{align*}
 f(x) &= \sum_{a \in J} c_a(x)e^{-ia \cdot x} + \sum_{a \in \overline{V}_1} c_a(x)e^{-ia \cdot x} + \sum_{\{a, a'\} \in \overline{V}_2} (c_a e^{-ia \cdot x} + c_{a'} e^{-ia' \cdot x}),
\end{align*}
\]

where the \( c_a(x) \) in the first sum have the same meaning as in (i) and those with \( a \in V_1 \) are polynomials of degree \( \leq 1 \).

The two cases arise according to whether the system of algebraic equations

\[
\begin{align*}
 a_1 + b_1 \xi + c_1 \eta + d_1 \xi \eta &= 0 \\
 a_2 + b_2 \xi + c_2 \eta + d_2 \xi \eta &= 0
\end{align*}
\]

has a pair of simple roots in \( \mathbb{C}^2 \) or a single double root.

The proof consists simply of checking that \( \mu_1, \mu_2 \) are jointly slowly decreasing and applying the general theory from [8]. Delsarte had proved a weaker version of this theorem in [16] under the additional assumption that the roots of \( V \) were all simple, while in [56] Meyer gave an \( L^2 \) version of this theorem. A similar expansion holds when the square is replaced by a convex polygon, which improves on a recent result of Yger [74].
As a final observation in this section we note that while a Fourier representation for a general class of systems of convolution equations was proposed in [23, Chapter 9], this representation uses a full neighborhood of the variety \( V = \{ z \in \mathbb{C}^n : \mu_1(z) = \cdots = \mu_r(z) = 0 \} \) (even for the case \( r = 1 \)) and hence is substantially weaker than our results. (The case \( r = 1 \) is very easy and was done in [2].)

6. The equivalent to Theorem 5 is conspicuously missing from the previous section; the reason is that we have only partial results in this direction. Typical examples are the following (see [8]).

Theorem 10: Let \( \mu \) be a difference-differential operator of the form (4) such that the discriminant of the pseudopolynomial \( \hat{\mu} \) (see (41)) does not vanish identically. Then if \( \mu \mathcal{F} = 0 \) we have

\[
f(x) = \int_V e^{-ix \cdot z} \, d\nu(z)
\]

for some measure \( d\nu \) concentrated on \( V \), the integral being convergent in \( E \).

This theorem is a sharpening of the one proved in [2; 4, Chapter 4] where under the same hypothesis only a representation of the form (38) was obtained. Observe that the second part of Theorem 6 is a particular case of this theorem. Theorem 10 can be extended to distributions \( \mu \) for which \( \hat{\mu} \) is a distinguished polynomial whose discriminant satisfies certain lower bounds (see [8, 4]).

Theorem 11: Let \( \mu \in \mathcal{E}' \) be such that at every point of \( V = \{ z \in \mathbb{C}^n : \hat{\mu}(z) = 0 \} \), we have

\[
|\text{grad } \hat{\mu}(z)| \geq \varepsilon \frac{\exp(-A \left| \text{Im } z \right|)}{\left(1+|x|\right)^A}
\]

for some constants \( \varepsilon, A > 0 \). Then the conclusion of Theorem 10 holds.

Even under the assumption that \( V \) is a manifold (as in Theorem 11)
we don't know the necessary conditions for a representation of the form (39). This representation corresponds to the situation in Theorem 5 where all the multiplicities are one. The problem of finding necessary and sufficient conditions on slowly decreasing $\mu$ in order that the conclusion of Theorem 10 holds or, more generally, for either representation (38) or (39) from Theorem 6 to hold, is one of the most interesting open questions left in the theory of mean-periodic functions of several variables. Among the very few cases for which we know the answer, is the case of discrete varieties (see [8]); another is the following.

**THEOREM 12:** Let $\mu \in A'(\mathbb{C}^2)$, $\hat{\mu}$ the distinguished pseudopolynomial

$$\hat{\mu}(z) = (z_1 - \varphi(z_2))(z_1 - \psi(z_2)),$$

such that $\Delta(z_2) = \varphi(z_2) - \psi(z_2) \neq 0$. Then the conclusion of Theorem 10 holds if and only if the map

$$F \rightarrow \Delta F$$

has a closed range when considered as a map from the space

$$\{F \text{ entire: } |F(z_2)| \leq A \exp(B(|\varphi(z_2) + |z_2|)), \text{ for some } A, B > 0\}$$

into itself.

Summarizing, the general theory of mean-periodic functions of several variables stands now, where the one variable theory stood in the sixties. Still missing is work of the caliber of [23, 59] which explored the applications of Theorem 6 to the theory of partial differential equations. Only one chapter of [4, Chapter 3] deals with an application of these theorems to convolution equations (see also a sharpening of these results in [6]). We expect that further developments will come through new results in interpolation theory, in applications to other areas like those in [29] and in the study of general classes for which the
Spectral Analysis Theorem hold, especially in relation to the study of distributions in symmetric spaces or Lie groups (see [9]).

As S. Bochner has argued in [11, p. 65-66] surveys are usually biased in the sense that in trying to present the gist of the ideas of our predecessors one does not always do justice to their work. He goes on to say that nevertheless this approach has "a very good effect on the whole." Though we cannot expect to escape this general indictment, our hope is that the present work will contribute to further developments in the area of mean-periodicity. That alone should be counted as a positive effect.
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