ARITHMETIC FUNCTIONS ASSOCIATED WITH THE INFINITARY DIVISORS OF AN INTEGER
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ABSTRACT. The infinitary divisors of a natural number \( n \) are the products of its divisors of the form \( p^{\alpha} \cdot 2^\beta \), where \( p^\alpha \) is a prime-power component of \( n \) and \( \sum \gamma_j 2^\alpha \) (where \( \gamma_j = 0 \) or \( 1 \)) is the binary representation of \( y \). In this paper, we investigate the infinitary analogues of such familiar number theoretic functions as the divisor sum function, Euler's phi function and the Möbius function.
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1. SOME PRELIMINARIES

Let \( I = \{ p^\alpha : p \text{ is a prime and } \alpha \text{ is a nonnegative integer} \} \). If \( n \) is a natural number greater than 1 then it follows easily from the fundamental theorem of arithmetic and the fact that the binary representation of a natural number is unique that \( n \) can be written in exactly one way (except for the order of the factors) as a product of distinct elements from \( I \). We shall call each element of \( I \) in this product an \( I \)-component of \( n \), and we shall say that \( d \) is an \( I \)-divisor of \( n \) if every \( I \)-component of \( d \) is also an \( I \)-component of \( n \). From the discussion in the first four sections of Cohen [1], it follows that the set of \( I \)-divisors of \( n \) is equal to the set of infinitary divisors of \( n \). (See Section 2 in Hagis and Cohen [2] for a concise definition of infinitary divisors.) If \( d \) is an infinitary divisor (or \( I \)-divisor) of \( n \), we write \( d \mid \infty n \). For every natural number \( n \), \( 1 \mid \infty n \).

Now suppose that \( n = P_1 P_2 \cdots P_t \), where \( P_1 < P_2 < \cdots < P_t \) are the \( I \)-components of \( n \). We shall denote \( t \) by \( J(n) \), so that \( J(n) \) is the number of \( I \)-components of \( n \) (with \( J(1) = 0 \)).

DEFINITION 1. The infinitary Möbius function, \( \mu_\infty \), is given by

\[
\mu_\infty(n) = (-1)^{J(n)},
\]

and the infinitary phi function, \( \phi_\infty \), is given by

\[
\phi_\infty(1) = 1, \quad \phi_\infty(n) = \prod_{j=1}^{J(n)} (P_j - 1) = n \prod_{j=1}^{J(n)} \left( 1 - \frac{1}{P_j} \right) \quad \text{if } n > 1.
\] (1.2)

According to Theorem 13 in [1], if \( \tau_\infty(n) \) and \( \sigma_\infty(n) \) denote the number and sum, respectively, of the infinitary divisors of \( n \), then:

\[
\tau_\infty(n) = 2^{J(n)},
\]

\[
\sigma_\infty(n) = \prod_{j=1}^{J(n)} (P_j + 1).
\] (1.4)
Remark 1. We have $\sigma_\infty(n)\phi_\infty(n) = \phi_\infty(n^2)$.

Definition 2. If $d$ is the greatest common infinitary divisor of the natural numbers $m$ and $n$, we shall write $(m,n)_\infty = d$. If $(m,n)_\infty = 1$, we shall say that $m$ and $n$ are I-prime.

Remark 2. For every natural number $m$, $(m,1)_\infty = 1$.

Remark 3. If $(m,n) = 1$, then $(m,n)_\infty = 1$.

Remark 4. If $d \mid n$, then $d$ and $n/d$ are I-prime.

Definition 3. The arithmetic function $f$ (where $f$ is not identically zero) is said to be I-multiplicative if $(m,n)_\infty = 1$ implies that $f(mn) = f(m)f(n)$.

Remark 5. If $f$ is I-multiplicative, then $f$ is also multiplicative.

The following result is obvious.

Theorem 1. Suppose that $f$ and $g$ are I-multiplicative functions. Then $f(1) = 1$, and $fg$ and $|f|$ are I-multiplicative functions. If $g(n) \neq 0$ for every $n$, then $f/g$ is I-multiplicative.

From (1.1), (1.2), (1.3), (1.4), we have:

Theorem 2. Each of the functions $\mu_\infty$, $\phi_\infty$, $\tau_\infty$, $\sigma_\infty$ is I-multiplicative.

Theorem 3. Suppose that $f$ is an I-multiplicative function. If $F(n) = \sum_{d \mid n} f(d)$ (where $d$ runs over all of the infinitary divisors of $n$), then $F$ is also an I-multiplicative function.

Proof. Suppose that $m$ and $n$ are I-prime. If $m = 1$ or $n = 1$ then (since $f(1) = 1$) $F(m) = 1$ or $F(n) = 1$, and it follows that $F(mn) = F(m)F(n)$. Otherwise, since the infinitary divisors of a natural number are 1 and the set of all products of its I-components taken one at a time, two at a time, etc., we see that $d$ is an infinitary divisor of $mn$ if and only if $d \mid d_1$ and $d \mid d_2$ where $d_1 \mid m$ and $d_2 \mid n$. Of course, $d_1$ and $d_2$ are I-prime. Therefore,

$$F(mn) = \sum_{d \mid m} f(d) = \sum_{d_1 \mid m} \sum_{d_2 \mid n} f(d_1)d_2$$

Theorem 4. We have $\sum_{d \mid n} \phi_\infty(d) = n$.

Proof. Let $F(n) = \sum_{d \mid n} \phi_\infty(d)$. It is immediate that $F(1) = 1$. Also, if $n = P \in I$ then

$$F(n) = \sum_{d \mid n} \phi_\infty(d) = \phi_\infty(1) + \phi_\infty(P) = 1 + (P - 1) = n.$$ 

Since $\phi_\infty$ is an I-multiplicative function, it follows from Theorem 3 that $F$ is I-multiplicative. Therefore, if $n = P_1P_2 \ldots P_t$, then $F(n) = \prod_{j=1}^t F(P_j) = \prod_{j=1}^t P_j = n$.

Definition 4. The arithmetic function $i$, given by

$$i(n) = \begin{cases} 1, & \text{if } n = 1, \\ \frac{1}{n}, & \text{if } n > 1, \end{cases}$$

is called the identity function.

The proof of the following theorem is very similar to that of Theorem 4 and therefore is omitted.

Theorem 5. We have $\sum_{d \mid n} \mu_\infty(d) = i(n)$.

2. The Infinitary Convolution

In this section, we study the infinitary analogue of the familiar operation of Dirichlet convolution on arithmetic functions. Since the definitions and theorems parallel those to be found in Chapter Two of Apostol [3], we omit most of the proofs.
DEFINITION 5. If \( f \) and \( g \) are arithmetic functions, their infinitary convolution, denoted \((f \ast g)_\infty\), is the arithmetic function given by

\[
(f \ast g)_\infty(n) = \sum_{d|n} f(d)g\left(\frac{n}{d}\right).
\]

THEOREM 6. For any arithmetic functions \( f, g, h \), we have \((f \ast g)_\infty = (g \ast f)_\infty\) (the commutative law) and \(((f \ast g)_\infty \ast h)_\infty = (f \ast (g \ast h)_\infty)_\infty\) (the associative law).

THEOREM 7. For every arithmetic function \( f \), we have \((i \ast f)_\infty = (f \ast i)_\infty = f\).

THEOREM 8. If \( f \) is an arithmetic function such that \( f(1) \neq 0 \), there is a unique arithmetic function \((f^{-1})_\infty\), called the infinitary inverse of \( f \), such that

\[
(f \ast (f^{-1})_\infty)_\infty = ((f^{-1})_\infty \ast f)_\infty = i.
\]

REMARK 6. From Theorems 6, 7, 8, it follows that the set of all arithmetic functions \( f \) with \( f(1) \neq 0 \) forms an abelian group with respect to the operation of infinitary convolution, the identity element being the function \( i \).

DEFINITION 6. The unit function \( u \) is the arithmetic function such that \( u(n) = 1 \) for every natural number \( n \).

From Theorem 5 and Definition 6, we have \((\mu_\infty \ast u)_\infty = i\). Therefore, from Theorem 8,

\[
(\mu_\infty^{-1})_\infty = u \quad \text{and} \quad (u_\infty^{-1})_\infty = \mu_\infty.
\]

THEOREM 9. (The Möbius inversion formula.) We have \( F(n) = \sum_{d|n} f(d) \) if and only if \( f(n) = \sum_{d|\infty} F(n/d)\mu_\infty(d) \).

Proof. Suppose that \( F = (f \ast u)_\infty \). Then \((F \ast \mu_\infty)_\infty = ((f \ast u)_\infty \ast \mu_\infty)_\infty = (f \ast (u \ast \mu_\infty)_\infty)_\infty = (f \ast i)_\infty = f \). Conversely, suppose that \( f = (F \ast \mu_\infty)_\infty \). Then \((f \ast \mu_\infty)_\infty = ((F \ast \mu_\infty)_\infty \ast u)_\infty = (F \ast (\mu_\infty \ast u)_\infty)_\infty = (F \ast i)_\infty = F \).

COROLLARY 9.1. We have \( \phi_\infty(n) = \sum_{d|\infty} \mu_\infty(d)(n/d) = n \sum_{d|\infty} \mu_\infty(d)/d \).

Proof. From Theorem 4, \( n = \sum_{d|\infty} \phi_\infty(d) \). Our result follows from Theorem 9.

THEOREM 10. If \( f \) and \( g \) are each \( I \)-multiplicative, then so is \((f \ast g)_\infty\).

THEOREM 11. If \( g \) and \((f \ast g)_\infty\) are each \( I \)-multiplicative functions, then \( f \) is also \( I \)-multiplicative.

COROLLARY 11.1. If \( g \) is \( I \)-multiplicative, so is its infinitary inverse \((g^{-1})_\infty\).

Proof. Both \( g \) and \( i = (g \ast (g^{-1})_\infty)_\infty \) are \( I \)-multiplicative. Therefore, \((g^{-1})_\infty\) is \( I \)-multiplicative.

REMARK 7. It follows from Theorems 6, 7, 8, 10 and Corollary 11.1 that the set of \( I \)-multiplicative functions is a subgroup of the group of arithmetic functions \( f \) such that \( f(1) \neq 0 \).

THEOREM 12. If \( f \) is \( I \)-multiplicative, then \((f \ast f)_\infty = f\tau_\infty\).

Proof. We have

\[
(f \ast f)_\infty(n) = \sum_{d|\infty} f(d)f\left(\frac{n}{d}\right) = \sum_{d|\infty} f(n) = f(n)\sum_{d|\infty} 1 = f(n)\tau_\infty(n).
\]

THEOREM 13. If \( f \) is \( I \)-multiplicative, then \((f^{-1})_\infty = f\mu_\infty\).

Proof. Let \( g(n) = f(n)\mu_\infty(n) \). Then
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\[(g * f)_{\infty}(n) = \sum_{d | n} \mu_{\infty}(d)f(d)f \left( \frac{n}{d} \right) = \sum_{d | n} \mu_{\infty}(d)f(n) = f(n) \sum_{d | n} \mu_{\infty}(d) = f(n)i(n) = i(n).\]

**COROLLARY 13.1.** If \( f \) is \( I \)-multiplicative, then \( (f^{-1})_{\infty}(n) = f(n) \) or \( -f(n) \), according as \( J(n) \) is even or odd.

### 3. SOME SUMMATORY FUNCTIONS

Throughout this section, we assume that if the natural number \( n \) exceeds 1, then \( n = P_1 P_2 \ldots P_J \), where \( P_1 < P_2 < \cdots < P_J \) are the \( I \)-components of \( n \). Also, \( \epsilon \) will denote a real number satisfying \( 0 < \epsilon \leq 1 \).

**DEFINITION 7.** The arithmetic function \( \varsigma_{\infty} \) is defined by

\[ \varsigma_{\infty}(1) = 1, \quad \varsigma_{\infty}(n) = \prod_{j=1}^{J} \frac{P_j}{P_j + 1} \quad \text{if } n > 1.\]

It is immediate that \( \varsigma_{\infty} \) is \( I \)-multiplicative, and that \( \varsigma_{\infty}(n) \leq 1 \) for all \( n \).

**DEFINITION 8.** If \( x > 0 \) is a real number,

\[ \phi_{\infty}(x, n) = \sum_{\substack{m \leq x \\ (m, n)_{\infty} = 1}} 1. \]

**REMARK 8.** In general it is not true that \( \phi_{\infty}(n, n) = \phi_{\infty}(n) \). See Corollary 14.1.

**LEMMA 1.** Let \( P \) be any \( I \)-component of \( n \), where \( n > 1 \). Then

\[ \phi_{\infty}(x, n) = \phi_{\infty} \left( \frac{x}{P}, n \right) - \phi_{\infty} \left( \frac{x}{P^2}, n \right). \]

**Proof.** We have

\[ \phi_{\infty}(x, n) = \sum_{m \leq \frac{x}{P}} 1 = \sum_{m \leq \frac{x}{P}} 1 - \sum_{m \leq \frac{x}{P^2}} 1 = \phi_{\infty} \left( \frac{x}{P}, n \right) - \sum_{k \leq \frac{x}{P}} \phi_{\infty} \left( \frac{x}{P}, n \right) = \phi_{\infty} \left( \frac{x}{P}, n \right) - \phi_{\infty} \left( \frac{x}{P^2}, n \right). \]

**THEOREM 14.** For any positive real number \( x \) and any natural number \( n \),

\[ \phi_{\infty}(x, n) = \varsigma_{\infty}(n)x + O(n^{\epsilon}x^{\delta}), \quad (3.1) \]

where the multiplicative constant implied by the big oh notation depends only on \( \epsilon \).

**Proof.** The proof will include an estimation of the constant, \( c_\epsilon \) say, implied by the big oh notation.

Let \( Q \) be the smallest element of \( I \) such that

\[ 1 - \frac{\log(Q^\epsilon - 1)}{\log Q^\epsilon} < \epsilon, \quad (3.2) \]
and let
\[ \rho_c = \frac{Q^c}{Q^c - 1}. \]
(For example, taking \( c = 0.8, 0.5, 0.3 \) and 0.1, we find that, respectively, \( Q = 3, 11, 107 \) and 1876451. Since \( 2^c - 1 \leq 1 \), we see that \( Q \geq 3 \).)
Suppose first that \( x < 1 \). Then \( \phi_\infty(x, n) = 0 \), and
\[ |\phi_\infty(x, n) - \kappa_\infty(n)x| = \kappa_\infty(n)x \leq x \leq n^c x^c, \]
so (3.1) holds in this case, provided \( c \geq 1 \).
From now on, we assume that \( x \geq 1 \).
Suppose that \( n = 1 \). Then \( \phi_\infty(x, n) = [x] \), and
\[ |\phi_\infty(x, n) - \kappa_\infty(n)x| = x - [x] < 1 \leq n^c x^c, \]
so (3.1) holds in this case as well, again provided \( c \geq 1 \).
We now assume further that \( n > 1 \), and consider first those \( n \) for which \( Q \leq P_1 \). We will show that, for any positive integer \( k \) and all \( x < P_1^k \),
\[ |\phi_\infty(x, n) - \kappa_\infty(n)x| < 2 \rho_c^k n^c. \]
(3.3)
The proof is by induction on \( k \).
When \( k = 1 \), we have, since \( x < P_1^k \), \( 0 < \kappa_\infty(n) < 1 \) and \( \rho_c > 1 \),
\[ |\phi_\infty(x, n) - \kappa_\infty(n)x| \leq \phi_\infty(x, n) + \kappa_\infty(n)x < [x] + x \leq 2x < 2P_1 \leq 2n^c < 2 \rho_c n^c, \]
which is the required result in this case.
Now suppose the result is true when \( k = l \), and consider those \( x < P_1^{(l+1)c} \). For such \( x \) and any \( j, 1 \leq j \leq J \), we have \( x/P_j < P_1^c \).
By repeated application of Lemma 1,
\[ \phi_\infty(x, n) = \phi_\infty \left( x, \frac{n}{P_1} \right) - \phi_\infty \left( \frac{x}{P_1}, n \right) \]
\[ = \phi_\infty \left( x, \frac{n}{P_1 P_2} \right) - \phi_\infty \left( \frac{x}{P_2}, \frac{n}{P_1} \right) - \phi_\infty \left( \frac{x}{P_1}, n \right) \]
\[ = \phi_\infty \left( x, \frac{n}{P_1 P_2 P_3} \right) - \phi_\infty \left( \frac{x}{P_3}, \frac{n}{P_1 P_2} \right) - \phi_\infty \left( \frac{x}{P_2}, \frac{n}{P_1} \right) - \phi_\infty \left( \frac{x}{P_1}, n \right) \]
\[ \vdots \]
\[ = \phi_\infty (x, 1) - \phi_\infty \left( \frac{x}{P_1}, \frac{n}{P_1 P_2 \ldots P_{j-1}} \right) - \phi_\infty \left( \frac{x}{P_{j-1}}, \frac{n}{P_1 P_2 \ldots P_{j-2}} \right) \]
\[ - \cdots - \phi_\infty \left( \frac{x}{P_2}, \frac{n}{P_1} \right) - \phi_\infty \left( \frac{x}{P_1}, n \right) \]
\[ = [x] - \phi_\infty \left( \frac{x}{P_j}, P_j \right) - \phi_\infty \left( \frac{x}{P_{j-1}}, P_j P_{j-1} \right) - \cdots - \phi_\infty \left( \frac{x}{P_2}, P_1 \right) - \phi_\infty \left( \frac{x}{P_1}, n \right) \]
\[ = [x] - x + x \left( 1 - \kappa_\infty(P_j) - \frac{\kappa_\infty(P_j P_{j-1})}{P_{j-1}} - \frac{\kappa_\infty(P_j P_{j-1} P_{j-2})}{P_{j-2}} - \cdots - \frac{\kappa_\infty(n)}{P_1} \right) \]
\[ - \left( \phi_\infty \left( \frac{x}{P_j}, P_j \right) - \kappa_\infty(P_j) \frac{x}{P_j} \right) \]
\[ - \left( \phi_\infty \left( \frac{x}{P_{j-1}}, P_j P_{j-1} \right) - \kappa_\infty(P_j P_{j-1}) \frac{x}{P_{j-1}} \right) \]
\[ - \cdots - \left( \phi_\infty \left( \frac{x}{P_1}, n \right) - \kappa_\infty(n) \frac{x}{P_1} \right). \]
Since

\[ 1 - \frac{\kappa_\infty(P_J)}{P_J} = \frac{\kappa_\infty(P_J P_{J-1})}{P_{J-1}} - \frac{\kappa_\infty(P_J P_{J-1} P_{J-2})}{P_{J-2}} - \cdots - \frac{\kappa_\infty(n)}{P_1} \]

we thus have, using the induction hypothesis,

\[ |\phi_\infty(x, n) - \kappa_\infty(n) x| \leq x - [x] + \left| \phi_\infty\left( \frac{x}{P_J}, P_J \right) - \kappa_\infty(P_J) \frac{x}{P_J} \right| \]
\[ + \left| \phi_\infty\left( \frac{x}{P_{J-1}}, P_J P_{J-1} \right) - \kappa_\infty(P_J P_{J-1}) \frac{x}{P_{J-1}} \right| \]
\[ + \cdots + \left| \phi_\infty\left( \frac{x}{P_1}, n \right) - \kappa_\infty(n) \frac{x}{P_1} \right| \]

\[ < 1 + 2\rho^t(P_J^t + (P_J P_{J-1})^t + (P_J P_{J-1} P_{J-2})^t + \cdots + n^t) \]
\[ < 2\rho^t(1 + P_J^t + (P_J P_{J-1})^t + (P_J P_{J-1} P_{J-2})^t + \cdots + n^t) \]
\[ = 2\rho^t n^t \left( 1 + \frac{1}{P_1^t} + \frac{1}{(P_1 P_2)^t} + \cdots + \frac{1}{(P_1 P_2 \cdots P_{J-1})^t} + \frac{1}{n^t} \right) \]
\[ < 2\rho^t n^t \left( 1 + \frac{1}{Q^t} + \frac{1}{Q^{2t}} + \frac{1}{Q^{3t}} + \cdots \right) \]
\[ = 2\rho^t+1 n^t. \]

This completes the proof of (3.3).

Now, for given \( x \) we let \( k \) be the smallest integer such that \( x < P_1^{k\epsilon} \). (Note that \( k \geq 1 \) since \( x \geq 1 \).) Then \( x \geq P_1^{(k-1)\epsilon} \geq Q^{(k-1)\epsilon} \), so that \( k - 1 \leq \log x / \epsilon \log Q \). Then

\[ \rho^{k-1}_\epsilon = \left( \frac{Q^\epsilon}{Q^\epsilon - 1} \right)^{k-1} \leq \left( \frac{Q^\epsilon}{Q^\epsilon - 1} \right)^{\log x / \epsilon \log Q} = x^{\log(Q^\epsilon / (Q^\epsilon - 1)) / \log Q} < x^\epsilon, \]

using (3.2). It therefore follows from (3.3) that (3.1) is true, provided \( c_\epsilon \geq 2\rho_\epsilon \), for all \( n \) with smallest \( I \)-component at least \( Q \).
Consider next those $n$ with $P_1 < Q < P_2$. By repeated application of Lemma 1,

$$
\phi_\infty(x, n) = \phi_\infty\left(x, \frac{n}{P_1}\right) - \phi_\infty\left(x, \frac{n}{P_1^2}\right) + \phi_\infty\left(x, \frac{n}{P_1^3}\right) - \cdots + \phi_\infty\left(x, \frac{n}{P_1^t}\right) + O\left(\frac{n}{P_1^t}x + O(n^{t-1}x^t)\right).
$$

This is a finite series, terminating after $t+1$ terms, where $x/P_1^{t+1} < 1 \leq x/P_1^t$. Since the smallest $I$-component of $n/P_1$ is at least $Q$, the work above shows that

$$
\phi_\infty(x, n) = \phi_\infty\left(x, \frac{n}{P_1}\right) - \phi_\infty\left(x, \frac{n}{P_1^2}\right) + \phi_\infty\left(x, \frac{n}{P_1^3}\right) - \cdots + \phi_\infty\left(x, \frac{n}{P_1^t}\right) + O\left(\frac{n}{P_1^t}x + O(n^{t-1}x^t)\right).
$$

The extra multiplicative factor introduced in the error term is

$$
\frac{1}{P_1} \cdot \frac{P_1^t}{P_1^{t-1}} \leq \frac{1}{2^{t-1}}.
$$

The $O(1)$ term in fact adds no more than 1, which is less than $1 \cdot n^t x^t$, to the error term. Since $1 + 2\rho_s/(2^t - 1) < 3\rho_s/(2^t - 1)$ (because $\rho_s > 1 > 2^{t-1}$), we may take $c_s \geq 3\rho_s/(2^t - 1)$. Theorem 14 has thus been proved for those $n$ with at most one $I$-component less than $Q$.

If $Q > 3$, then there exist $n$ for which $P_2 < Q < P_3$. For such $n$, $n/P_1$ has at most one $I$-component less than $Q$, so precisely the same approach as in the preceding paragraph, using the result there, again shows Theorem 14 to be true, provided that we take $c_s \geq 4\rho_s/(2^t - 1)^2$.

By repeating this argument, we see that if $P_s < Q < P_{s+1}$, for some $s = 1, 2, \ldots, J - 1$, then the theorem is true, with $c_s \geq (s + 2)\rho_s/(2^t - 1)^t$. (This statement also holds for $s = 0$ if we define $P_0$ to be 1.) If $F(Q)$ denotes the number of elements of $I$ which are less than $Q$, and $P_s < Q < P_{s+1}$ where $s + 1 \leq J$, then it is easy to see that $s \leq F(Q)$. It follows that if $x \geq 1$ and $Q \leq P_J$, then the theorem is true, provided we take $c_s \geq (F(Q) + 2)\rho_s/(2^t - 1)^t F(Q)$.

We must consider finally those $n$ with $Q > P_J$. From Lemma 1,

$$
\phi_\infty(x, nQ) = \phi_\infty(x, n) - \phi_\infty\left(\frac{x}{Q}, nQ\right),
$$

and the result of the preceding paragraph implies that

$$
\phi_\infty(x, n) = \kappa_\infty(nQ)x + O(n^t Q^n x^t) + \kappa_\infty(nQ)\frac{x}{Q} + O(n^t x^t).
$$

It now follows easily that

$$
\phi_\infty(x, n) = \kappa_\infty(n)x + O(n^t x^t),
$$

where we need to take $c_s \geq (F(Q) + 2)(Q^n + 1)\rho_s/(2^t - 1)^t F(Q)$. 


The proof of Theorem 14 is complete. The constant implied by the big oh may be taken equal to \((F(Q) + 2)(Q^e + 1)\rho_1/(2^e - 1)F(Q)\).

**Corollary 14.1.** We have

\[ \phi_\infty(n, n) = \frac{n^2 \phi_\infty(n)}{\phi_\infty(n^2)} + O(n^n), \]

for any \( \eta \) with \( 0 < \eta \leq 2 \).

**Proof.** Use Remark 1, Theorem 14, and the fact that \( \kappa_\infty(n) = n/\sigma_\infty(n) \).

**Corollary 14.2.** We have, where \( x > 0 \),

\[ \psi_\infty(x, n) \overset{\text{def}}{=} \sum_{m \leq x} m = \frac{1}{2} \kappa_\infty(n)x^2 + O(x^{1+\epsilon}n^e). \]

**Proof.** Use a Stieltjes integration with \( \phi_\infty(x, n) \) as integrator (maintaining \( n \) as a constant parameter).

**Theorem 15.** Let \( g \) be any bounded arithmetic function and define the arithmetic function \( f \) by

\[ f(n) = n \sum_{d | n} \frac{g(d)}{d}. \]

Then, for any \( x > 1 \),

\[ \sum_{n \leq x} f(n) = \frac{x^2}{2} \sum_{n=1}^{\infty} \frac{g(n)\kappa_\infty(n)}{n^2} + O(x^{1+\epsilon} \log x). \]

**Proof.** We have

\[
\sum_{n \leq x} f(n) = \sum_{n \leq x} \sum_{d | n} \frac{g(d)}{d} = \sum_{n \leq x} \sum_{d' = n} \left( \sum_{d | d'} \frac{g(d)}{d} \right)
= \sum_{d' \leq x} \left( \sum_{d \leq x} \frac{g(d)}{d} \right) \sum_{d' \leq x/d} \frac{d'}{(d', d)_{\infty}}
= \sum_{d \leq x} \frac{g(d)\psi_\infty(x, d)}{d}
= \frac{x^2}{2} \sum_{n \leq x} \frac{g(n)\kappa_\infty(n)}{n^2} + O\left( x^{1+\epsilon} \sum_{n \leq x} \frac{n^e}{n^{1+\epsilon}} \right)
= \frac{x^2}{2} \sum_{n \leq x} \frac{g(n)\kappa_\infty(n)}{n^2} + O(x^{1+\epsilon} \log x),
\]

using Corollary 14.2.

We now have

\[
\sum_{n \leq x} f(n) = \frac{x^2}{2} \sum_{n=1}^{\infty} \frac{g(n)\kappa_\infty(n)}{n^2} + O(x^2 \sum_{n > x} \frac{\kappa_\infty(n)}{n^2}) + O(x^{1+\epsilon} \log x).
\]

Since \( 0 < \kappa_\infty(n) \leq 1 \) and \( \sum_{n > x} 1/n^2 = O(x^{-1}) \), the theorem is proved.

Taking, respectively, \( g(n) = 1 \) and \( g(n) = \mu_\infty(n) \), we obtain the following results.
COROLLARY 15.1. For any \( x > 1 \),
\[
\sum_{n \leq x} \sigma_\infty(n) = \frac{x^2}{2} \sum_{n=1}^{\infty} \frac{\kappa_\infty(n)}{n^2} + O(x^{1+\varepsilon} \log x).
\]

COROLLARY 15.2. For any \( x > 1 \),
\[
\sum_{n \leq x} \phi_\infty(n) = \frac{x^2}{2} \sum_{n=1}^{\infty} \frac{\mu_\infty(n) \kappa_\infty(n)}{n^2} + O(x^{1+\varepsilon} \log x).
\]

We also have

COROLLARY 15.3. For any \( x > 1 \),
\[
\sum_{n \leq x} n \kappa_\infty(n) = \frac{x^2}{2} \sum_{n=1}^{\infty} \frac{\mu_\infty(n) \kappa_\infty^2(n)}{n^2} + O(x^{1+\varepsilon} \log x).
\]

Proof. We need first the result
\[
\kappa_\infty(n) = \sum_{d|\infty n} \mu_\infty(d) \frac{\kappa_\infty(d)}{d}.
\] (3.4)

This can be proved directly, or by using the Möbius inversion formula (Theorem 9), as follows. Since
\[
\frac{n}{\kappa_\infty(n)} = \sigma_\infty(n) = \sum_{d|\infty n} d,
\]
and since \( \kappa_\infty \) is \( I \)-multiplicative, we have
\[
n = \sum_{d|\infty n} \mu_\infty(d) \frac{n/d}{\kappa_\infty(n/d)} = \frac{n}{\kappa_\infty(n)} \sum_{d|\infty n} \frac{\mu_\infty(d) \kappa_\infty(d)}{d},
\]
giving (3.4).

Now substitute \( g(n) = \mu_\infty(n) \kappa_\infty(n) \) in Theorem 15 to obtain Corollary 15.3.

Set
\[
A = \sum_{n=1}^{\infty} \frac{\kappa_\infty(n)}{n^2}, \quad B = \sum_{n=1}^{\infty} \frac{\mu_\infty(n) \kappa_\infty(n)}{n^2}, \quad C = \sum_{n=1}^{\infty} \frac{\mu_\infty(n) \kappa_\infty^2(n)}{n^2}.
\]

These may be approximated using the infinitary analogue of Euler products:

THEOREM 16. If \( f(n) \) is an \( I \)-multiplicative arithmetic function such that the series \( \sum f(n)/n^s \) is absolutely convergent, then
\[
\sum_{n=1}^{\infty} \frac{f(n)}{n^s} = \prod_{p \in I} \left( 1 + \frac{f(P)}{P^s} \right).
\]

Proof. The proof is analogous to, but easier than, that of Theorem 11.7 in [3].

Using the definitions of \( \kappa_\infty \) and \( \mu_\infty \), we thus have
\[
A = \prod_{p \in I} \left( 1 + \frac{1}{P(P+1)} \right), \quad B = \prod_{p \in I} \left( 1 - \frac{1}{P(P+1)} \right), \quad C = \prod_{p \in I} \left( 1 - \frac{1}{(P+1)^2} \right).
\]

In this way, we have calculated the following numerical values for the coefficients in Corollaries 15.1, 15.2 and 15.3, respectively:
\[
\frac{A}{2} \approx 0.73, \quad \frac{B}{2} \approx 0.33, \quad \frac{C}{2} \approx 0.37.
\]

The results of Corollaries 15.1 and 15.2 may now be compared with the following results for ordinary and unitary divisors. The superscript * refers to unitary divisors; see E. Cohen [4] for
the corresponding definitions and results. See [3] for the results concerning ordinary divisors.

\[
\sum_{n \leq x} \sigma(n) = \frac{1}{2} \zeta(2)x^2 + O(x \log x), \quad \frac{1}{2} \zeta(2) \approx 0.82;
\]

\[
\sum_{n \leq x} \sigma^{*}(n) = -\frac{\pi^2}{12 \zeta(3)}x^2 + O(x \log^2 x), \quad \frac{\pi^2}{12 \zeta(3)} \approx 0.68;
\]

\[
\sum_{n \leq x} \phi(n) = \frac{3}{\pi^2}x^2 + O(x \log x), \quad \frac{3}{\pi^2} \approx 0.30;
\]

\[
\sum_{n \leq x} \phi^{*}(n) = \frac{\alpha}{2}x^2 + O(x \log^2 x), \quad \frac{\alpha}{2} = \frac{1}{2} \prod_{p \text{ prime}} \left(1 - \frac{1}{p(p+1)}\right) \approx 0.35.
\]

We now proceed to the evaluation of \( \sum_{n \leq x} \tau_{\infty}(n) \).

**Lemma 2.** With \( C \) as above, we have, for all \( x > 1 \),

(i) \[ \sum_{n \leq x} \kappa_{\infty}(n) = Cx + O(x^{\epsilon} \log x); \]

(ii) \[ \sum_{n \leq x} \frac{\kappa_{\infty}(n)}{n} = C \log x + C' + O(x^{-1+\epsilon} \log x), \]

where \( C' \) is a constant to be described.

**Proof.** We use as an integrator the function \( K \) defined by

\[
K(x) = 0 \text{ if } x \leq 1, \quad K(x) = \sum_{n \leq x} n \kappa_{\infty}(n) = \frac{C}{2}x^2 + O(x^{1+\epsilon} \log x) \text{ if } x > 1.
\]

(See Corollary 15.3.)

(i) \[ \sum_{n \leq x} \kappa_{\infty}(n) = \int_{1}^{x} \frac{dK(u)}{u} = \frac{K(x)}{x} + \int_{1}^{x} \frac{K(u)}{u^2} du = \frac{C}{2}x + O(x^{\epsilon} \log x) + \int_{1}^{x} \left( \frac{C}{2} + O(u^{-1+\epsilon} \log u) \right) du = Cx + O(x^{\epsilon} \log x). \]

(ii) \[ \sum_{n \leq x} \frac{\kappa_{\infty}(n)}{n} = \int_{1}^{x} \frac{dK(u)}{u^2} = \frac{K(x)}{x^2} + 2 \int_{1}^{x} \frac{K(u)}{u^3} du = \frac{C}{2} + O(x^{-1+\epsilon} \log x) + 2 \int_{1}^{x} \left( \frac{C}{2u} + \left( \frac{K(u)}{u^3} - \frac{C}{2u} \right) \right) du = \frac{C}{2} + O(x^{-1+\epsilon} \log x) + C \log x + \int_{1}^{x} \left( \frac{K(u)}{u^3} - \frac{C}{2u} \right) du - 2 \int_{x}^{\infty} \left( \frac{K(u)}{u^3} - \frac{C}{2u} \right) du. \]

Since \( K(x)/x^3 - C/2x = O(x^{-2+\epsilon} \log x) \), the first integral here is convergent and hence is a constant (namely, \( C' - \frac{1}{2}C \)), and the second integral is \( O(\int_{x}^{\infty} u^{-2+\epsilon} \log u \, du) = O(x^{-1+\epsilon} \log x) \). The result follows.
THEOREM 17. We have, for any $x > 1$,

$$
\sum_{n \leq x} \tau_{\infty}(n) = Cx \log x + (2C' - C)x + O(x^{1/2 + \epsilon}).
$$

Proof. Having developed Theorem 14 and Lemma 2, the proof follows standard lines:

\begin{align*}
\sum_{n \leq x} \tau_{\infty}(n) &= \sum_{n \leq x} \frac{1}{d_{\infty}(n)} = \sum_{n \leq x} \sum_{d, d' \in \mathbb{N}} 1 = \sum_{n \leq x} \sum_{d, d' \in \mathbb{N}} 1 \\quad \text{if} \quad \gcd(d, d') = 1 \\
&= 2 \sum_{d, d' \leq \sqrt{x}} 1 - \sum_{d, d' \leq \sqrt{x}} 1 \\
&= 2 \sum_{d \leq \sqrt{x}} \sum_{d' \leq \sqrt{x}} 1 - \sum_{d \leq \sqrt{x}} \sum_{d' \leq \sqrt{x}} 1 \\
&= 2 \sum_{n \leq \sqrt{x}} \phi_{\infty}\left(\frac{x}{n}\right) - \sum_{n \leq \sqrt{x}} \phi_{\infty}(\sqrt{x}, n) \\
&= 2 \sum_{n \leq \sqrt{x}} \left(\kappa_{\infty}(n)\frac{x}{n} + O\left(n^{\epsilon}\left(\frac{x}{n}\right)^{\epsilon}\right)\right) - \sum_{n \leq \sqrt{x}} \left(\kappa_{\infty}(n)\sqrt{x} + O(n^{\epsilon}\sqrt{x})\right) \\
&= 2x \sum_{n \leq \sqrt{x}} \frac{\kappa_{\infty}(n)}{n} + O(x^{1/2 + \epsilon}) - \sqrt{x} \sum_{n \leq \sqrt{x}} \kappa_{\infty}(n) + O\left(x^{1/2} \sum_{n \leq \sqrt{x}} n^{\epsilon}\right) \\
&= 2x \left(C \log \sqrt{x} + C' + O(x^{1/2 + \epsilon} \log x)\right) + O(x^{1/2 + \epsilon}) \\
&= Cx \log x + (2C' - C)x + O(x^{1/2 + \epsilon}).
\end{align*}

For ordinary divisors, the result corresponding to that in Theorem 17, as originally obtained by Dirichlet, is

$$
\sum_{n \leq x} \tau(n) = x \log x + (2\gamma - 1)x + O(x^{1/2}),
$$

where $\gamma$ is Euler's constant. (It is well known that the error term has subsequently been improved. This is the classical divisor problem, discussed in [3].) For unitary divisors, we have the following result (obtained by Gioia and Vaidya [5]):

$$
\sum_{n \leq x} \tau^*(n) = \frac{x}{\zeta(2)} \left(\log x + 2\gamma - 1 - \frac{2\zeta'(-1)}{\zeta(2)}\right) + O(x^{1/2}).
$$
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