ON EVENTUAL STABILITY OF IMPULSIVE SYSTEMS OF DIFFERENTIAL EQUATIONS

A. A. SOLIMAN

(Received 8 August 2000)

ABSTRACT. The notions of Lipschitz stability of impulsive systems of differential equations are extended and the notions of eventual stability are introduced. New notions called eventual and eventual Lipschitz stability. We give some criteria and results.

2000 Mathematics Subject Classification. 34D20.

1. Introduction. The mathematical theory of impulsive systems of differential equations is much richer in problems in comparison with the corresponding theory of ordinary differential equations. That is why the impulsive systems of differential equations are adequate apparatus for the mathematical simulation of numerous processes and phenomena studied in biology, physics, technology, and so forth, such processes and phenomena are characterized by the fact that at certain moments of their evolution they undergo rapid changes that is why in their mathematical simulation it is convenient to neglect the duration of these changes and assume that such processes and phenomena change their state momentarily by jump. Recently the study of such systems has been very intensive (see the monographs by [1, 5, 6], and the references therein).

Lipschitz stability notion of systems of ordinary differential equations are introduced by Dannan and Elaydi [2]; then Kulev and Baǐnov [3, 4] introduced these notions for impulsive systems of differential equations.

The purpose of this paper is to introduce the notions of eventual stability of impulsive systems of differential equations and the notions of Lipschitz stability of [4] are extended to a new type of stability of impulsive systems, namely, eventual Lipschitz stability. These notions lie somewhere between Lipschitz stability of [4], on one side and eventual stability on the other side.

The paper is organized as follows. In Section 1, introduction of preliminaries definitions and notions which will be used in this paper. In Section 2, we introduce the notion of eventual stability of impulsive systems. In Section 3, we extend the notion of eventual Lipschitz stability and give some criteria and some examples.

Consider the impulsive systems

\[ x' = f(t, x), \quad \Delta x|_{t=t_k} = I_k(x), \quad x(t_0 + 0) = x_0, \]

where \( f : J \times \mathbb{R}^n \to \mathbb{R}^n, J = [t_0, \infty), I_k : \mathbb{R}^n \to \mathbb{R}^n, 0 \leq t_0 < t_1 < t_2 < \cdots, \Delta x|_{t=t_k} = x(t_k + 0) - x(t_k - 0), \mathbb{R}^n \) is the \( n \)-dimensional Euclidean space, and \( \|x\| \) is any norm of the vector \( x \in \mathbb{R}^n \).
The impulsive system of the form (1.1) were described in detail by the authors in [1, 5, 6]. Let \( x(t) = x(t, t_0, x_0) \) be a solution of (1.1) satisfying the initial condition \( x(t_0 + 0) = x_0 \), and which is defined on the interval \( (t_0, \infty) \). Let \( t = t_k, k = 1, 2, \ldots \) be the moments at which the integral curve of this solution meets the hypersurfaces. In further considerations, we use the notations

\[
\mathcal{S}(\rho) = \{ x \in \mathbb{R}^n : ||x|| < \rho, \ \rho > 0 \}, \quad ||A|| = \sup_{||x|| < 1} |Ax|, \quad (1.2)
\]

where \( A \) is an arbitrary \( n \times n \) matrix.

\[ K = \{ a \in C[\mathbb{R}^+, \mathbb{R}^+] : a \text{ is strictly increasing in } \mathbb{R}^+, \ a(0) = 0 \}. \quad (1.3) \]

Consider the impulsive variational systems of (1.1)

\[
y' = f_x(t, 0); \quad t \neq t_k; \quad \Delta y|_{t=t_k} = I'_k(0)y; \quad y(t_0 + 0) = y_0, \quad (1.4)
\]

\[
z' = f_x(t, x(t, t_0, x_0))z; \quad t \neq t_k; \quad \Delta z|_{t=t_k} = I'_k(x(t_k, t_0, x_0))z; \quad z(t_0 + 0) = z_0. \quad (1.5)
\]

Furthermore, we consider the linear impulsive system

\[
x' = A(t)x; \quad t \neq t_k; \quad \Delta x|_{t=t_k} = B_kx; \quad x(t_0 + 0) = x_0, \quad (1.6)
\]

where \( f_x = \partial f / \partial x, I'_k(x) = \partial I_k / \partial x \) and \( x(t, t_0, x_0) \) be any solution of (1.1) satisfying the initial condition \( x(t, t_0, x_0) = x_0 \), and \( A \) is an \( n \times n \) matrix defined in \( J \), and \( B_k, k = 1, 2, \ldots \) are constant \( n \times n \) matrices.

The fundamental matrix solution \( \Phi(t, t_0, x_0) \) of system (1.5) is defined by

\[
\Phi(t, t_0, x_0) = \frac{\partial x(t, t_0, x_0)}{\partial x_0}, \quad t \neq t_k, \quad (1.7)
\]

(see [5, Theorem 2.4.1]).

Following [1, 5, 6], if the fundamental matrix solution \( u(t, s) \) of system (1.6) without impulses

\[
x' = A(t)x. \quad (1.8)
\]

Then the fundamental matrix solution \( w(t, s) \) of system (1.6) is defined by

\[
w(t, s) = \begin{cases} u(t, s), & t_{k-1} < s < t < t_k, \\ u(t, t_k) (E + B_k) u(t_k, s), & t_{k-1} < s < t_k < t \leq t_{k+1}, \\ u(s, t_{k+1}) \prod_{j=1}^{k} (E + B_{k+j}) u(t_{k+j}, t_{k+j-1}) (E + B_k) u(t_k, s), & t_{k-1} < s \leq t_k < t_{k+1} < t \leq t_{k+i+1}, \end{cases} \quad (1.9)
\]

where \( E \) is the unit \( n \times n \) matrix.

Straightforward calculations show that

\[
\frac{\partial w(t, s)}{\partial t} = A(t) w(t, s), \quad s \leq t, \quad t \neq t_k, \quad k = 1, 2, \ldots, \quad w(s, s) = E, \quad (1.10)
\]

\[
w(t_k + 0, s) = (E + B_k) w(t_k, s), \quad s < t_k, \quad k = 1, 2, \ldots, \quad w(t) w(s, t_0) = w(t, t_0), \quad t_0 < s < t.
\]
Conditions (A) are met if the following hold.

(A1) \(0 \leq t_0 < t_1 < t_2 < \cdots < t_k < \cdots\), and \(\lim_{k \to \infty} t_k = \infty\).

(A2) The function \(f: T \times \mathbb{R}^n \to \mathbb{R}^n\) is continuous, and has a continuous partial derivative \(f_k\) in \((t_{k-1}, t) \times \mathbb{R}^n\), \(k = 1, 2, \ldots\) and \(f(t, 0) = 0\).

(A3) For any \(x \in \mathbb{R}^n\) and any \(k = 1, 2, \ldots\) the functions \(f\) and \(f_x\) have finite limits as \((t, y) \to (t_k, x)\) \(t > t_k\).

(A4) The function \(I_k: \mathbb{R}^n \to \mathbb{R}^n\), \(k = 1, 2, \ldots\) are continuous differentiable in \(\mathbb{R}^n\) and \(I_k(0) = 0\), \(k = 1, 2, \ldots\).

(A5) The solution \(x(t, t_0, x_0)\) of system (1.1) which satisfies the initial condition \(x(t_0 + 0, t_0, x_0) = x_0\) is defined in the interval \((t_0, \infty)\).

Condition (B) is met if the following holds.

(B) The matrix \(A(t)\) is piecewise continuous in \(t\) with points of discontinuity of the first kind \(t = t_k\), \(k = 1, 2, \ldots\) at which it is continuous from the left.

The following definitions will be needed in the sequel.

**Definition 1.1** (see [4]). The zero solution of (1.1) is said to be uniformly stable if for every \(\epsilon > 0\), \(t_0 \in \mathbb{R}^n\), \(t_0 \geq 0\), such that

\[||x_0|| < \delta \implies ||x(t, t_0, x_0)|| < \epsilon, \ t \geq t_0. \tag{1.11}\]

**Definition 1.2** (see [4]). The zero solution of (1.1) is said to be asymptotically in variation if for \(t \geq t_0 \geq 0\), there exists \(M > 0\) such that

\[\int_{t_0}^{t} ||\psi(t, s)||ds \leq M, \sum_{t_0 \leq t_k < t} ||\psi(t, t_k + 0)|| \leq M. \tag{1.12}\]

The following definitions are somewhat new and related with that of [2, 4].

**Definition 1.3.** The zero solution of system (1.1) is said to be uniformly eventually Lipschitz stable if for \(\epsilon > 0\), there exist \(M > 0\), \(\delta(\epsilon) > 0\), and \(\tau(\epsilon) > 0\) such that \(||x_0|| \leq \delta, x_0 \in \mathbb{R}^n\), implies \(||x(t, t_0, x_0)|| \leq M||x_0||, t \geq t_0 \geq \tau(\epsilon)\).

Any eventual Lipschitz stability notions can be similarly defined.

In the case of globally eventually Lipschitz stable, \(\delta\) is allowed to be \(\infty\).

**Definition 1.4.** The zero solution of system (1.1) is said to be uniformly eventually stable if for \(\epsilon > 0\), there exist \(M > 0\), \(\delta(\epsilon) > 0\), and \(\tau(\epsilon) > 0\) such that for \(x_0 \in \mathbb{R}^n\)

\[||x_0|| \leq \delta \implies ||x(t, t_0, x_0)|| \leq \epsilon, \ t \geq t_0 \geq \tau(\epsilon), x_0 \in \mathbb{R}^n. \tag{1.13}\]

**Definition 1.5.** The zero solution of (1.1) is said to be uniformly eventually asymptotically stable if it is uniformly eventually stable, and for \(\epsilon > 0\), there exist \(\delta(\epsilon) > 0\), and \(T(\epsilon) > 0\) such that for \(x_0 \in \mathbb{R}^n\)

\[||x_0|| \leq \delta \longrightarrow ||x(t, t_0, x_0)|| \leq \epsilon, \ t \geq t_0 + T(\epsilon), t_0 \geq \tau(\epsilon). \tag{1.14}\]

Any eventually stability notions can be similarly defined.

**Remark 1.6.** For Definitions 1.3 and 1.4, if the zero solution of (1.1) is uniformly eventually Lipschitz stable, then it is uniformly Lipschitz stable of [4] and is uniformly eventually stable.
Now, we state the following result without its proof.

**Theorem 1.7** (see [4]). Let condition (B) be satisfied and let \( w \) be the fundamental matrix solution of (1.6). Moreover, let \( k, h : J \to (0, \infty) \) be piecewise continuous functions and exist with points of discontinuity \( t = t_k, k = 1, 2, \ldots \) at which they are continuous from the left and such that

\[
\int_{t_0}^{t} h(s) |w(t,s)| ds \leq k(t), \quad t \geq t_0 \geq \tau(\epsilon), \quad t \neq t_k, \quad k = 1, 2, \ldots, \tag{1.15}
\]

where \( N > 0 \) is constant. Then the zero solution of (1.6) is uniformly Lipschitz stable.

2. Uniform eventual stability. In this section, we discuss the notion of eventual stability of impulsive systems of differential equations (1.6).

**Theorem 2.1.** Let the hypothesis of Theorem 1.7 be satisfied, then the zero solution of (1.6) is uniformly eventually stable.

**Proof.** From Theorem 1.7, the zero solution of (1.6) is uniformly Lipschitz stable, that is, for \( \epsilon > 0 \), there exist \( M > 1 \) and \( \delta > 0 \) such that

\[
||x_0|| \leq \delta, \quad x_0 \in \mathbb{R}^n \text{ implies } ||x(t,t_0,x_0)|| \leq M||x_0||, \quad t \geq t_0 > 0. \tag{2.1}
\]

Now, if we choose \( \delta_1 = \min[\delta, \epsilon/2M] \), and \( \tau(\epsilon) \geq 0 \), then we get \( ||x_0|| \leq \delta \), for \( x_0 \in \mathbb{R}^n \), implies

\[
||x(t,t_0,x_0)|| \leq M\delta = M\frac{\epsilon}{2M} = \frac{\epsilon}{2} < \epsilon, \quad \text{for } t \geq t_0 \geq \tau(\epsilon) > 0. \tag{2.2}
\]

Hence, the zero solution of (1.6) is uniformly eventually stable.

Consider the scalar impulsive differential equation

\[
u' = g(t,u), \quad t \neq t_k; \quad u(t_k + 0) = G_k(u(t_k)); \quad u(t_0 + 0) = u_0 \geq 0, \tag{2.3}
\]

where \( g(t,u) \in C[J \times \mathbb{R}^+, \mathbb{R}^+] \), and \( g(t,0) = 0 \).

**Theorem 2.2.** Let conditions (A1)-(A5) be satisfied and let there exist functions \( g(t,u) \in C[J \times \mathbb{R}^+, \mathbb{R}^+] \), \( g(t,0) = 0 \), and \( G_k : [0,\rho_0) \to [0,\rho) \), \( G_k \in k \) such that for \( (t,x) \in J \times S(\rho) \) and for any \( h > 0 \), is small enough, the following inequalities

\[
||x + hf(t,x)|| \leq ||x|| + hg(t,||x||) + \epsilon(h), \tag{2.4}
\]

\[
||x + I_k(x)|| \leq G_k(\|x\|), \quad k = 1, 2, \ldots, \tag{2.5}
\]

are valid, where \( \epsilon(h)/h \to 0 \) as \( h \to 0 \). If the zero solution of (2.3) is uniformly eventually stable, then so is the zero solution of (1.1).

**Proof.** From the assumption, the zero solution of (2.3) is uniformly eventually stable, it follows that there exist \( \delta(\epsilon) > 0 \) and \( \tau(\epsilon) > 0 \), for all \( \epsilon > 0 \) such that

\[
u(t,t_0,u_0) < \epsilon, \quad \text{for } 0 \leq u_0 < \delta, \quad t \geq t_0 \geq \tau(\epsilon), \tag{2.6}
\]

where \( u(t,t_0,u_0) \) is any solution of (2.3) for which \( u(t_0 + 0,t_0,u_0) = u_0 \).
Now, we prove that
\[
\|x(t, t_0, x_0)\| < \epsilon, \quad t \geq t_0 > \tau(\epsilon),
\] (2.7)
whenever \(\|x_0\| \leq \delta\). Suppose that this is not true, then for a solution \(x(t) = x(t, t_0, x_0)\) of (1.1), \(\|x_0\| \leq \delta\), there exists \(t_1 \in (t_k, t_{k+1})\) for some positive \(k\) such that
\[
\|x(t_1)\| > \epsilon, \quad \|x(t)\| \leq \epsilon, \quad t_0 \leq t \leq t_k.
\] (2.8)
From (2.5), it follows that
\[
\|x(t_k + 0)\| = \|x(t_k) + I_kx(t_k)\| \leq G_k(\|x(t_k)\|) \leq G_k(\epsilon).
\] (2.9)
Let \(\rho_1 = \min(\rho, \rho_0)\), we get
\[
\|x(t_k + 0)\| \leq G_k(\epsilon) \leq \rho.
\] (2.10)
Hence there exists \(t_2, t_k < t_2 \leq t_1\), such that
\[
\epsilon < \|x(t_2)\| < \rho, \quad \|x(t)\| < \rho, \quad t_0 < t \leq t_2.
\] (2.11)
Let \(V(t) = \|x(t)\|\). From (2.5), it follows that for \(j = 1, 2, \ldots, k\) the following inequalities hold:
\[
V'(t) = \lim_{h \to 0} \left( \frac{1}{h} \right) [\|x(t + h)\| - \|x(t)\|] \\
\leq \lim_{h \to 0} \left( \frac{1}{h} \right) [\|x(t + h)\| + hg(t, \|x(t)\|) + \epsilon(h) - \|x(t) + hf(t, x(t))\|] \\
\leq g(t, \|x(t)\|) + \lim_{h \to 0} \left( \frac{1}{h} \right) \left[ \|x(t + h) - x(t)\| - f(t, x) \right] \\
= g(t, \|x(t)\|) = g(t, V(t)).
\] (2.12)
From (2.5), we get that for \(j = 1, 2, \ldots, k\), the inequalities
\[
V(t_j + 0) = \|x(t_j + 0)\| = \|x(t_j) + \tau_j(x_j)\| \leq G_j(\|x(t_j)\|)
\] (2.13)
hold, hence
\[
V(t_j + 0) \leq G_j(m(t_j)), \quad j = 1, 2, \ldots, mk.
\] (2.14)
Moreover,
\[
V(t_0 + 0) = \|x(t_0 + 0)\| = \|x_0\| = V_0.
\] (2.15)
Applying the comparison [5, Theorem 1.4.3], yields
\[
\|x(t)\| = V(t) \leq u(T), \quad t < t_1 \leq t_2.
\] (2.16)
From (2.6), (2.11), and (2.16), it follows that
\[
\epsilon < \|x(t_2)\| = V(t_2) \leq u(t) < \epsilon.
\] (2.17)
This is a contradiction, thus \( \|x(t,t_0,x_0)\| < \epsilon \), for \( t \geq t_0 \geq \tau(\epsilon) \), whenever \( \|x_0\| < \delta \). Hence the zero solution of (1.1) is uniformly eventually stable, and the proof is completed.

**Theorem 2.3.** Let the hypothesis of Theorem 2.2 be satisfied except the condition (2.5) is replaced by

\[
[x,f(t,x)] \leq g(t,\|x(t)\|),
\]

where

\[
[x,y]_+ = \lim_{h \to 0^+} \left( \frac{1}{h} \right) \left( \|x + hy\| - \|x\| \right), \quad x,y \in \mathbb{R}^n.
\]

Then the zero solution of (1.1) is uniformly eventually stable.

**Proof.** The proof is very similar to the proof of Theorem 2.2, but from (2.18), we obtain for \( t \in (t_0,t_2) \), \( t \neq t_j, j = 1,2,\ldots,k \), the following inequalities are satisfied

\[
D^+ V(t) = \lim_{h \to 0^+} \left( \frac{1}{h} \right) \left[ V(t+h) - V(t) \right]
= \lim_{h \to 0^+} \left( \frac{1}{h} \right) \left[ \|x(t+h)\| - \|x(t)\| \right]
\leq \lim_{h \to 0^+} \left( \frac{1}{h} \right) \left[ \|x(t+h) - x(t)\| - \|f(t,x)\| \right]
+ \lim_{h \to 0^+} \left( \frac{1}{h} \right) \left[ \|h f(t,x)\| - \|x(t)\| \right]
= [x(t),f(t,x)] \leq g(t,V(t)).
\]

The rest of the proof is in the same line of the proof of Theorem 2.2, so it is omitted.

**3. Uniform eventual Lipschitz stability.** In this section, we discuss the notion of uniform eventual Lipschitz stability of the linear system (1.6).

**Theorem 3.1.** Let the zero solution of (1.8) be uniformly Lipschitz stable in variation for the linear system (1.6). The following statements are equivalent.

(i) The zero solution of (1.6) is globally uniformly eventually Lipschitz stable in variation.
(ii) The zero solution of (1.6) is uniformly eventually Lipschitz stable in variation.
(iii) The zero solution of (1.6) is globally uniformly eventually Lipschitz stable.
(iv) The zero solution of (1.6) is uniformly eventually Lipschitz stable.
(v) The zero solution of (1.6) is uniformly eventually stable.

**Proof.** (i)⇒(ii). This follows directly from Definition 1.3.
(ii)⇒(iii). This follows from (1.9), the definition of the fundamental matrix \( w(t,s) \) of (1.6) which is independent of \( x_0 \), thus from our assumption, we get

\[
\|x(t,t_0,x_0)\| = \|w(t,t_0)x_0\| \leq \|w(t,t_0)\| \|x_0\| \leq M\|x_0\|,
\]

for \( \|x_0\| \in \mathbb{R}^n \), \( t \geq t_0 \geq \tau(\epsilon) \), and \( M > 1 \).

Then the zero solution of (1.6) is globally uniformly eventually Lipschitz stable.
(iii)⇒(iv). This follows immediately from Definition 1.3.

(iv)⇒(v). Let the zero solution of (1.6) be uniformly eventually Lipschitz stable, then for $\epsilon > 0$, there exists $M > 0$, $\delta(\epsilon) > 0$, and $\tau(\epsilon) > 0$, such that

$$
\|x(t, t_0, x_0)\| \leq M\|x_0\|, \quad t \geq t_0 \geq \tau(\epsilon),
$$

whenever $\|x_0\| < \delta$.

Now, if we choose $\delta_1 = \min(\delta, \epsilon/2M)$, then for $\|x_0\| < \delta$, we have

$$
\|x(t, t_0, x_0)\| \leq M\|x_0\| \leq M\delta_1 < \epsilon, \quad t \geq t_0 \geq \tau(\epsilon).
$$

Hence the zero solution of (1.6) is uniformly eventually stable.

(v)⇒(i). Let the zero solution of (1.6) be uniformly eventually stable, then from our assumption, we get

$$
\|w(t, t_0)\| \leq M, \quad M > 0,
$$

where $w(t, t_0)$ is the fundamental matrix solution of (1.6). Hence (i) is obtained, and the proof is completed.

**Theorem 3.2.** Let the hypothesis of Theorem 2.2 be satisfied, and if the zero solution of (2.3) is uniformly eventually Lipschitz stable, then so is the zero solution of (1.1).

**Proof.** From the assumption that the zero solution of (2.3) is uniformly eventually Lipschitz stable, it follows that there exist $M > 1$, $\tau(\epsilon) > 0$, and $\delta(\epsilon) > 0$ such that for $\epsilon > 0$

$$
u(t, t_0, u_0) \leq Mu_0, \quad 0 \leq u_0 < \delta, \quad t \geq t_0 \geq \tau(\epsilon),
$$

where $u(t, t_0, u_0)$ is any solution of (2.3) for which $u(t_0 + 0, t_0, u_0) = u_0$. Now, we prove that

$$
\|x(t, t_0, x_0)\| \leq M\|x_0\|, \quad t \geq t_0 \geq \tau(\epsilon), \quad \text{for} \ |x_0| < \delta.
$$

Suppose that this is not true, then for a solution $x(t) = x(t, t_0, x_0)$ of (1.1), $\|x_0\| < \delta$ there exists $t_1 \in (t_k, t_{k+1})$ for some positive $k$ such that $\|x(t_1)\| > M\|x_0\|$, and $\|x(t)\| \leq M\|x_0\|$, $t_0 \leq t \leq t_k$. From (2.5), it follows that

$$
\|x(t_k + 0)\| = \|x(t_k) + J_kx(t_k)\| \leq G_k(\|x(t_k)\|) \leq G_k(\|x_0\|) < G_k(M\delta).
$$

Let $\rho_1 = \min(\rho, \rho_0)$, we get

$$
\|x(t_k + 0)\| \leq G_k(M\delta) < G(\rho_1) \leq \rho.
$$

Hence, there exists $t_2, t_k < t_2 \leq t_1$, such that

$$
M\|x_0\| < \|x(t_2)\| < \rho, \quad \|x(t)\| < \rho, \quad t_0 < t \leq t_2.
$$
Let $V(t) = \|x(t)\|$, and $u_0 = \|x_0\|$. From (2.5), the following inequalities are satisfied

\[
V'(t) = \lim_{h \to 0} \sup \left( \frac{1}{h} \right) \left[ \|x(t + h)\| - \|x(t)\| \right]
\leq \lim_{h \to 0} \sup \left( \frac{1}{h} \right) \left[ \|x(t + h)\| + hg(t,\|x(t)\|) + c(h) - \|x(t) + hf(t,x(t))\| \right]
\leq g(t,\|x(t)\|) + \lim_{h \to 0} \left( \frac{c(h)}{h} \right) + \lim_{h \to 0} \frac{1}{h} \left[ \|x(t + h) - x(t)\| - f(t,x) \right]
= g(t,\|x(t)\|) = \lim_{h \to 0} \left( \frac{\epsilon(h)}{h} \right) + \lim_{h \to 0} \frac{1}{h} \left[ \|x(t + h) - x(t)\| - f(t,x) \right]
\leq g(t,\|x(t)\|) + \lim_{h \to 0} \left( \frac{\epsilon(h)}{h} \right) + \lim_{h \to 0} \frac{1}{h} \left[ \|x(t + h) - x(t)\| - f(t,x) \right]
\leq \lim_{h \to 0} \left( \frac{\epsilon(h)}{h} \right) + \lim_{h \to 0} \frac{1}{h} \left[ \|x(t + h) - x(t)\| - f(t,x) \right]
\leq g(t,\|x(t)\|) + \lim_{h \to 0} \left( \frac{\epsilon(h)}{h} \right) + \lim_{h \to 0} \frac{1}{h} \left[ \|x(t + h) - x(t)\| - f(t,x) \right]
(3.10)
\]

From (2.5), for $j = 1, 2, \ldots, k$, the inequalities

\[
V(t_j + 0) = \|x(t_j + 0)\| = \|x(t_j) + I_j(x(t_j))\| \leq G_j(\|x(t)\|)
(3.11)
\]

hold, hence

\[
V(t_j + 0) \leq G_j(V(t_j)), \quad j = 1, 2, \ldots, k.
(3.12)
\]

Moreover,\[
V(t_0 + 0) = \|x(t_0 + 0)\| = \|x_0\| = V_0,
(3.13)
\]

applying the comparison [5, Theorem 1.4.3], we get

\[
\|x(t)\| = V(t) \leq u(t,t_0,u_0), \quad t_0 < t < t_2.
(3.14)
\]

From (3.5), (3.9), and (3.14), it follows that

\[
M\|x_0\| \leq \|x(t_2)\| = V(t_2) \leq u(t,t_0,u_0) \leq Mu_0 = M\|x_0\|.
(3.15)
\]

This is a contradiction, thus $\|x(t,t_0,x_0)\| \leq M\|x_0\|$, for $t \geq t_0 \geq \tau(\epsilon)$, whenever $\|x_0\| < \delta$. Hence the zero solution of (1.1) is uniformly eventually Lipschitz stable, and the proof is completed. \[\square\]

**Theorem 3.3.** Let conditions (A_1)–(A_5) be satisfied and let the zero solution of (1.1) be eventually asymptotically stable in variation. Then the zero solution of (1.1) is uniformly eventually Lipschitz stable.

**Proof.** Let $\psi(t,t_0)$ be the fundamental matrix solution of (1.4). From [4, Corollary 1], it follows that

\[
\|\psi(t,t_0)\| \leq k_1, \quad \text{for } t \geq t_0 \geq \tau(\epsilon) \geq 0,
(3.16)
\]

where $k_1 > 0$ is constant. From our assumption, it follows that

\[
\int_{t_0}^{t} \|\psi(t,s)\| \leq k_2, \quad \sum_{t_0 < t_k < t} \|\psi(t,t_k + 0)\| \leq k_2,
(3.17)
\]

for $t \geq t_0 \geq \tau(\epsilon) > 0$, $k_2 > 0$ is constant. Let $k = \max\{k_1, k_2\}$, since $f(t,0) = 0$, and $I_k = 0$, $k = 1, 2, \ldots$. It follows that for $\epsilon = 1/2k$, there exists $\delta > 0$, such that $f(t,x) = \ldots$
By applying the variation of constants formula (see [6, page 266]), we obtain

\[ ||x(t, t_0, x_0)|| \leq ||\psi(t, t_0 + 0)x_0|| + \int_{t_0}^{t} ||\psi(t, s)|| ||h(s, x(s, t_0, x_0))|| ds \]

\[ = \sum_{t_0 < t_k < t} ||\psi(t, t_0 + 0)|| ||h_k(x(t_k, t_0, x_0))|| \]

\[ \leq k||x_0|| + \epsilon \int_{t_0}^{t} ||\psi(t, s)|| ||x(s, t_0, x_0)|| ds + \epsilon \sum_{t_0 < t_k < t} ||\psi(t, t_0 + 0)|| ||x(t_k, t_0, x_0)|| \]

\[ \leq k||x_0|| + 2\epsilon k \sup_{t \leq s \leq t} ||x(s, t_0, x_0)||. \quad (3.18) \]

Hence,

\[ ||x(t, t_0, x_0)|| \leq \frac{k}{1-2\epsilon k} ||x_0|| = M ||x_0||, \quad t \geq t_0 \geq \tau(\epsilon) > 0, \quad (3.19) \]

and the result is immediate. \[\square\]

4. Examples. Now, we illustrate the results obtained by some examples.

**Example 4.1.** Consider the linear impulsive system (1.6) for which conditions (A1)–(A5) and (B) hold. If, moreover, the following conditions hold:

(a) \( \lim_{t \to \infty} \sup_{t_0 \leq s \leq t} (\int_{t_0}^{t} u(A(s)) ds) < \infty. \)
(b) \( ||E + B_k|| \leq d_k, \quad k = 1, 2, \ldots. \)
(c) \( \prod_{k=1}^{n} d_k < \infty. \)

Then the zero solution of the scalar impulsive differential equation

\[ u' = \mu(A(t))u, \quad t \neq t_k; \quad \Delta u|_{t=t_k} = (d_k - 1)u; \quad u(t_0 + 0) = u_0 > 0, \quad (4.1) \]

is uniformly eventually stable. Then the condition of Theorem 2.1 holds, it follows that the zero solution of (1.6) is uniformly eventually stable.

**Example 4.2.** Consider the impulsive system of differential equation (1.1). Let the conditions (A1)–(A5) hold as the following conditions:

(a) \( [x, f(x)] \leq \rho(t)F(||x||), \) for \( (t, x) \in I \times s(\rho), \) where \( \rho \in C[[\mathbb{R}^+, \mathbb{R}^+]] \), and \( F \in K. \)
(b) \( ||x + I_k(x)|| \leq G_k(||x||), \) for \( x \in s(\rho); \) \( k = 1, 2, \ldots. \) where \( G_k: [0, \rho_0) \to [0, \rho) \) and \( G_k \in K, \) \( k = 1, 2, \ldots. \)
(c) For any \( \sigma \in (0, \rho_0), \) the following inequality holds

\[ \int_{t_k}^{t_{k+1}} \rho(s)ds + \int_{\sigma}^{\sigma + G_k(\sigma)} \frac{ds}{F(s)} \leq 0, \quad k = 1, 2, \ldots. \quad (4.2) \]

Then the zero solution of scalar impulsive differential equation

\[ u' = \rho(t)F(u), \quad t \neq t_k; \quad \Delta u = G_k(u(t_k)) - u(t_k); \quad u(t_0 + 0) = u_0 \leq 0, \quad (4.3) \]

is uniformly eventually Lipschitz stable, thus the conditions of Theorem 3.2 hold, it follows that the zero solution of system (1.1) is uniformly eventually Lipschitz stable.
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