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The Cauchy-Riemann equation is solved with $L^p$-Sobolev space estimates and the result is used to obtain vanishing theorems on locally polycylindrical domains.
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1. Introduction. In [1], Andreotti and Stoll established vanishing theorems for uniform cohomology on polycylinders and, in [6], Nagel generalized their result to $L^p$-cohomology $1 \leq p \leq \infty$, $C^k$-cohomology, and Hölder cohomology. The obvious classical spaces that were left out are the Sobolev spaces. In this paper, we prove vanishing theorems for Sobolev cohomology on polycylinders and, at the same time, extend our results to a particular generalization of polycylinders called locally polycylindrical domains. A polycylinder $\Omega$ in $\mathbb{C}^n$ is a domain of the form $\Omega = D_1 \times D_2 \times \cdots \times D_n$, where each $D_j$ is a nonempty, bounded open subset of $\mathbb{C}$. And a bounded open set $\Omega$ is a locally polycylindrical domain, if for each point $x$ in the boundary $\partial \Omega$ of $\Omega$, there is an open neighborhood $U_x$ of $x$ in $\mathbb{C}^n$ such that $\Omega \cap U_x$ is a polycylinder. A locally polycylindrical domain is obviously Stein.

We use the method of establishing estimates for the $\bar{\partial}$-operator, developed in [3]. This method has the advantage of giving results on polycylinders more general than the polycylinders considered in [6]. We then use Leray’s isomorphism theorem and Dolbeault isomorphism theorem with bounds to obtain a solution of the $\bar{\partial}$-equation on locally polycylindrical domains, from which we obtain the required vanishing theorems.

A polycylinder is called admissible if it has each factor in $\mathbb{C}$ with a boundary with plane measure zero. We assume throughout this paper that all polycylinders mentioned are admissible.

2. Preliminaries

2.1. In this section, we define some of the terms that we are going to use and state our main results. Since a polycylinder is a locally polycylindrical domain, we state the vanishing theorem for locally polycylindrical domains only.

Let $U$ be an open set in $\mathbb{C}^n$ and let $L^{p,s}(U)$, $1 \leq p \leq \infty$, and $s$, a nonnegative integer, denote the space of functions in $U$ whose distributional derivatives of order $\leq s$ are in $L^p(U)$.

For $f \in C^\infty(U)$, define

$$
\|f\|_{L^{p,s}(U)}^{(0)} = \|f\|_{L^{p,s}(U)}^{(0,0)} = \|f\|_{L^{p,s}(U)},
$$

(2.1)
\[ \|f\|_{L^{p,s}(U)} = \text{the } p-s \text{ Sobolev norm of } f \text{ on } U, \]
\[ \|f\|_{L^{p,s}(U)}^{(0,r)} = \max_{i_1 < \ldots < i_r} \left\| \frac{\partial^r f}{\partial z_{i_1} \cdots \partial z_{i_r}} \right\|_{L^{p,s}(U)} \quad \text{for } 1 \leq r \leq n, \]
\[ \|f\|_{L^{p,s}(U)}^{(n)} = \max_{0 \leq r \leq n} \|f\|_{L^{p,s}(U)}^{(0,r)}. \] (2.2)

If \( f = \sum' f_{i_1} \cdots f_{i_q} dz_{i_1} \cdots dz_{i_q} \) is a \( C^\infty(0,q) \)-form on \( U \) where \( \sum' \), the summation, is over increasing multi-indices, we write \( f \) as \( \sum' f_{I} dz_{I} \) for short \( I = (i_1, \ldots, i_q) \), and set
\[ \|f\|^{(n)}_{L^{p,s}(U)} = \max_I \|f\|^{(n)}_{L^{p,s}(U)}. \] (2.3)

Then corresponding to [5, Theorem 1], we have the following theorem.

**Theorem 2.1.** Let \( \Omega \) be a polycylinder in \( \mathbb{C}^n \), \( 1 \leq p \leq \infty \), and \( s \) a nonnegative integer. There is a \( k > 0 \) such that if \( f \) is a smooth \( \hat{\partial} \)-closed \( (0,q+1) \)-form on \( \Omega \) with \( \|f\|^{(n)}_{L^{p,s}(0,q+1)} < \infty \), then there is a smooth \( (0,q) \)-form \( u \) on \( \Omega \) with \( \hat{\partial} u = f \) and
\[ \|u\|^{(n)}_{L^{p,s}(0,q)} \leq K \|f\|^{(n)}_{L^{p,s}(0,q+1)} \). (2.4)

For general locally polycylindrical domains, we combine Theorem 2.1, Leray’s isomorphism theorem with bounds, and Dolbeault’s isomorphism theorem with bounds to obtain the following result.

**Theorem 2.2.** Let \( \Omega \) be a locally polycylindrical domain in \( \mathbb{C}^n \), \( 1 \leq p \leq \infty \), and \( s \) a nonnegative integer. If \( f \) is a smooth \( \hat{\partial} \)-closed \( (0,q+1) \)-form on \( \Omega \) with \( \|f\|^{(n)}_{L^{p,s}(0,q+1)} < \infty \), then there is a smooth \( (0,q) \)-form \( u \) on \( \Omega \) with \( \hat{\partial} u = f \) and
\[ \|u\|^{(n)}_{L^{p,s}(0,q)} < \infty. \] (2.5)

### 2.2. We now define the Sobolev-space-holomorphic functions on \( \tilde{\Omega} \), and state our last theorem in this section which follows from Theorem 2.2.

Let \( \Omega \) be a locally polycylindrical domain and \( U \neq \emptyset \) a set open in \( \tilde{\Omega} \), then \( B^{p,s}_{\Omega}(U) \) is the Banach space of holomorphic functions \( f \) on \( \Omega \cap U \) such that \( \|f\|_{L^{p,s}(\Omega \cap U)} < \infty \), \( 1 \leq p \leq \infty \), and \( s \) is a nonnegative integer. If \( V \) is open in \( \Omega \) with \( \emptyset \neq V \subset U \), the restriction map \( Y^U_V : B^{p,s}_{\Omega}(U) \to B^{p,s}_{\Omega}(V) \) is defined. Then \( B^{p,s}_0 = \{B^{p,s}_{\Omega}(U), Y^U_V\} \) is the canonical presheaf of \( p-s \)-Sobolev space holomorphic functions on \( \tilde{\Omega} \). The associated sheaf \( B^{p,s}_\tilde{\Omega} \) is the sheaf of germs of \( p-s \)-Sobolev space holomorphic functions on \( \tilde{\Omega} \).

From Theorem 2.2 we get the following result.

**Theorem 2.3.** Let \( \Omega \) be a locally polycylindrical domain and \( B^{p,s}_\tilde{\Omega} \) the sheaf of germs of \( p-s \)-Sobolev space holomorphic functional on \( \tilde{\Omega} \). Then \( H^q(\tilde{\Omega}, B^{p,s}_\tilde{\Omega}) = 0 \) for \( q \geq 1 \), \( 1 \leq p \leq \infty \), and \( s \) is a nonnegative integer.

### 3. Dolbeault-Grothendieck lemma with bounds

**3.1.** In this section, we prove Theorem 2.1. We use the techniques developed in [3]. Since, for the most part we are dealing with smooth objects, the distributional derivatives, used in defining the Sobolev spaces, are ordinary derivatives on the objects.
However, in the next lemma, which is easy to prove, we need to take distributional derivatives.

**Lemma 3.1.** Let $\Omega = D_1 \times D_2 \times \cdots \times D_n$ be a polycylinder in $\mathbb{C}^n$ and let $f \in L^{p,s}(\Omega)$, $1 \leq p \leq \infty$, and $s$ be a nonnegative integer. Define, for $1 \leq j \leq n$,

$$g_j(z) = \int_{D_j} (\zeta - z_j)^{-1} f(z_1, \ldots, z_{j-1}, \zeta, z_{j+1}, \ldots, z_n) d\zeta \wedge d\bar{\zeta} \quad \text{for a.e. } z \in \Omega. \quad (3.1)$$

Then $g_j \in L^{p,s}(\Omega)$ and there is a $c > 0$ depending on $\Omega$, $p$, and $s$ such that

$$\|g_j\|_{L^{p,s}(\Omega)} \leq c \|f\|_{L^{p,s}(\Omega)}. \quad (3.2)$$

3.2. We can now proceed with the proof of Theorem 2.1. The proof is by induction, the inductive statement being that the theorem is true if $f$ does not involve $d\bar{z}_k, d\bar{z}_k+1, \ldots, d\bar{z}_n$. When $k = 0$, there is nothing to prove because then $f$ must be zero.

If $k = n$, then the statement is the theorem. We assume therefore that the theorem is true if $f$ does not involve $d\bar{z}_k, d\bar{z}_k+1, \ldots, d\bar{z}_n$ and assume that

$$f = d\bar{z}_k \wedge g + h, \quad (3.3)$$

where $g$ is of type $(0,q)$ and $h$ is of type $(0,q+1)$, and $g$ and $h$ are independent of $d\bar{z}_k, \ldots, d\bar{z}_n$.

If $I$ is an increasing multi-index and $j$ is a positive integer not in $I$, $(I,j)$ is the increasing multi-index obtained by adding $j$ to the integers in $I$, and $(I,j_1,j_2) = ((I,j_1),j_2)$, where $j_1$ is not in $I$ and $j_2$ is not in $(I,j_1)$.

Now on $\Omega$

$$0 = \bar{\partial} f = d\bar{z}_k \wedge \left( \sum_{j=1}^{n} d\bar{z}_j \wedge \left( \sum_{I} \frac{\partial g_I}{\partial \bar{z}_j} d\bar{z}_I \right) \right) + \sum_{j=1}^{n} d\bar{z}_j \wedge \left( \sum_{I} \frac{\partial h_I}{\partial \bar{z}_j} d\bar{z}_I \right), \quad (3.5)$$

hence if $I_0$ is an increasing multi-index of length $q$, $1 \leq j_0 < k$ and $j_0$ is not in $I_0$, the coefficient of $d\bar{z}_k \wedge d\bar{z}_{(I_0,j_0)}$ in $\bar{\partial} f$ is

$$0 = \sum_{1 \leq j < k \atop (I,j) = (I_0,j_0)} \epsilon(I,j) \frac{\partial g_I}{\partial \bar{z}_j} \pm \frac{\partial h_{I_0}}{\partial \bar{z}_k}, \quad (3.6)$$

where $(I_0,k) = (I_0,j_0,k)$, $\epsilon(I,j) = \pm 1$, the summation is over $1 \leq j < k$, and $(I,j) = (I_0,j_0)$; because

$$\frac{\partial g_I}{\partial \bar{z}_j} = 0, \quad j > k, \quad (3.7)$$

this, apart from a factor of $\pm 1$, being the coefficient of $d\bar{z}_k \wedge d\bar{z}_j \wedge d\bar{z}_I$ in $\bar{\partial} f = 0$. 
In $\Omega$, let

$$G_I(z) = \frac{1}{2\pi i} \int_{D_k} (z_k - z_k)^{-1} g_I(z_1, \ldots, z_{k-1}, z_k, z_{k+1}, \ldots, z_n) d\zeta_k \wedge d\zeta_k. \quad (3.8)$$

Then clearly $G_I \in C^\infty(\Omega)$ and, by Lemma 3.1, there is a constant $K_1 > 0$ such that

$$\|G_I\|_{L^p,1}(\Omega) \leq K_1 \|g_I\|_{L^p,1}(\Omega),$$

$$\frac{\partial G_I}{\partial \bar{z}_k} = g_I, \quad \frac{\partial G_I}{\partial z_j} = 0, \quad \text{for } j > k. \quad (3.9)$$

Let $G = \sum_i G_I d\bar{z}_i$, then $\|G\|_{L^p,1}(\Omega) \leq K_1 \|f\|_{L^p,1}(\Omega) < \infty$ and

$$\delta G = \sum_{l=1}^n \sum_{j=1}^n \frac{\partial G_I}{\partial \bar{z}_j} d\bar{z}_j \wedge d\bar{z}_l = d\bar{z}_k \wedge g + h_1, \quad (3.10)$$

where $h_1$ is the sum when $j$ runs from 1 to $k-1$ and it is independent of $d\bar{z}_k, \ldots, d\bar{z}_n$. Hence $h - h_1 = f - \delta G$ does not involve $d\bar{z}_k, \ldots, d\bar{z}_n$.

If $I_0$ is an increasing multi-index of length $q$, $1 \leq j_0 < k$ and $I_0$ is not in $I_0$, the coefficient of $d\bar{z}^{(I,j)}$ in $h_1$ is

$$H_{(I_0,j_0)} = \sum_{1 \leq j < k} \epsilon(I,j) \frac{\partial G_I}{\partial \bar{z}_j}, \quad (3.11)$$

the meaning of the symbols being as in (3.6). From (3.6), it follows that

$$H_{(I_0,j_0)}(z) = \pm \frac{1}{2\pi i} \int_{D_k} (\zeta_k - z_k)^{-1} \frac{\partial h_{j_0}}{\partial \zeta_k}(z_1, \ldots, z_{k-1}, z_k, z_{k+1}, \ldots, z_n) d\zeta_k \wedge d\zeta_k, \quad (3.12)$$

where $(I_0,j_0,k) = (j_0,k)$.

From (3.9), (3.12), and (3.10) and Lemma 3.1, it follows that

$$\|h_1\|_{L^p,1}(\Omega) \leq K_2 \|f\|_{L^p,1}(\Omega), \quad (3.13)$$

for some constant $K_2$, hence

$$\|f - \tilde{\delta} G\|_{L^p,1}(\Omega) \leq \|f\|_{L^p,1}(\Omega) + K_2 \|f\|_{L^p,1}(\Omega) < \infty. \quad (3.14)$$

By the induction hypothesis, since $f - \tilde{\delta} G$ does not involve $d\bar{z}_k, \ldots, d\bar{z}_n$ and $\tilde{\delta}(f - \tilde{\delta} G) = 0$ on $\Omega$, there is a smooth $(0, q)$-form $v$ on $\Omega$, such that $\tilde{\delta} v = f - \tilde{\delta} G$ on $\Omega$ and

$$\|v\|_{L^p,1}(\Omega) \leq K_3 \|f - \tilde{\delta} G\|_{L^p,1}(\Omega) \leq K_3 (1 + K_2) \|f\|_{L^p,1}(\Omega) \quad (3.15)$$

for some constant $K_3 > 0$.

Now let $u = v + G$, then $\tilde{\delta} u = f$ on $\Omega$ and

$$\|u\|_{L^p,1}(\Omega) \leq (K_1 + K_3 (1 + K_2)) \|f\|_{L^p,1}(\Omega), \quad (3.16)$$

which completes the proof of Theorem 2.1 with $K = (K_1 + K_3 (1 + K_2))$. 

4. Leray’s isomorphism theorem with bounds

4.1. The formalism for the proof of the theorem which we are going to state in this section, has been used over and over again in [2, 3, 4, 5], we therefore only sketch the proof of that theorem.

Let \( \mathcal{O} \) be the sheaf of germs of holomorphic functions in \( \mathbb{C}^n \). If \( U \subset \mathbb{C}^n \) is open and \( \gamma > 0 \) is an integer, let \( \Gamma(U, \mathcal{O}^\gamma) \) be the section of \( \mathcal{O}^\gamma \) on \( U \), then

\[
\Gamma_{p,s}(U, \mathcal{O}^\gamma) := \{f = (f_1, \ldots, f_\gamma) \in \Gamma(U, \mathcal{O}^\gamma) : \|f_1\|_{L^p,s(U)} + \cdots + \|f_\gamma\|_{L^p,s(U)} < \infty\}.
\]  

(4.1)

If \( \mathcal{F} \) is a coherent analytic sheaf on neighborhood of the closure \( \bar{U} \) of the polycylinder \( U \), then by Cartan’s theorem A, there is an exact sequence

\[
\mathcal{C}^m \xrightarrow{\lambda} \mathcal{F} \rightarrow 0
\]

of \( \mathcal{C} \)-homomorphisms in a neighborhood of \( \bar{U} \), where \( m \) is a positive integer. The space \( L^{p,s} \)-bounded sections of \( \mathcal{F} \) over \( U \), \( \Gamma_{p,s}(U, \mathcal{F}) \) is defined by

\[
\Gamma_{p,s}(U, \mathcal{F}) := \lambda(\Gamma_{p,s}(U, \mathcal{C}^m)).
\]

(4.3)

It can be shown easily that \( \Gamma_{p,s}(U, \mathcal{F}) \) does not depend on \( \lambda \) and \( m \).

Now, let \( \Omega \) be a locally polycylindrical domain and let \( \mathcal{F} \) be a coherent analytic sheaf in a neighborhood of the closure of \( \Omega \). Then \( \Omega \) is expressible as the union of a finite number of polycylinders, so let \( \mathcal{V} = \{U_j\}_{j \in I} \) be a finite set of polycylinders such that \( \Omega = \bigcup_{j \in I} U_j \). We define the \( L^{p,s} \)-bounded alternate \( q \) cochain group \( C_{p,s}^q(\mathcal{V}, \mathcal{F}) \) of the covering \( \mathcal{V} \) with values in \( \mathcal{F} \) by

\[
C_{p,s}^q(\mathcal{V}, \mathcal{F}) := \{c = (c_\alpha) \in C^q(\mathcal{V}, \mathcal{F}) : c_\alpha \in \Gamma_{p,s}(U_\alpha, \mathcal{F}), \ \forall \alpha \in I_{q+1}\},
\]

(4.4)

where \( \alpha = (\alpha_0, \ldots, \alpha_q) \), \( U_\alpha = U_{\alpha_0} \cap U_{\alpha_1} \cap \cdots \cap U_{\alpha_q} \), and \( C^q(\mathcal{V}, \mathcal{F}) \) is the alternate \( q \)-cochain group of the cover \( \mathcal{V} \) with values in \( \mathcal{F} \).

The coboundary operator

\[
\delta : C^q(\mathcal{V}, \mathcal{F}) \rightarrow C^{q+1}(\mathcal{V}, \mathcal{F})
\]

maps \( C_{p,s}^q(\mathcal{V}, \mathcal{F}) \) into \( C_{p,s}^{q+1}(\mathcal{V}, \mathcal{F}) \), hence we have the complex

\[
C_{p,s}^0(\mathcal{V}, \mathcal{F}) \xrightarrow{\delta} C_{p,s}^1(\mathcal{V}, \mathcal{F}) \xrightarrow{\delta} \cdots \xrightarrow{\delta} C_{p,s}^q(\mathcal{V}, \mathcal{F}) \xrightarrow{\delta} C_{p,s}^{q+1}(\mathcal{V}, \mathcal{F}) \xrightarrow{\delta} \cdots,
\]

(4.6)

and \( H_{p,s}^q(\mathcal{V}, \mathcal{F}) \) is the \( q \)th cohomology group of this complex.

We then have the following theorem.

**Theorem 4.1.** The natural map

\[
H_{p,s}^q(\mathcal{V}, \mathcal{F}) \rightarrow H^q(\Omega, \mathcal{F})
\]

(4.7)

is an isomorphism for \( q \geq 0, \ 1 \leq p \leq \infty, \ s \geq 0 \).
4.2. As in [2, 3, 4, 5], to prove Theorem 4.1, it is enough to show that $H_{p,s}^q(\mathcal{V}_{|s|}, \mathcal{F}) = 0$ for all nerves $\sigma$ of the covering $\mathcal{V}$ where $\mathcal{V}_{|s|} = \{ U_j \cap |s| \}_{j \in I}$ and $|s|$ is the support of $\sigma$. And since for each nerve $\sigma$ of the covering $\mathcal{V}$ the support of $|s|$ is a polycylinder, we use Theorem 2.1 to show directly that $H_{p,s}^q(\mathcal{V}_{|s|}, \mathcal{O}) = 0$ for $q \geq 1$, where as usual, $\mathcal{O}$ is the sheaf of germs of holomorphic functions in $\mathbb{C}^n$. Then from the short exact sequence, $m > 1$,

$$0 \rightarrow \mathcal{O} \rightarrow \mathbb{C}^m \rightarrow \mathbb{C}^{m-1} \rightarrow 0$$

and induction, we show that $H_{p,s}^q(\mathcal{V}_{|s|}, \mathcal{O}^m) = 0$ for $q \geq 1$, $1 \leq p \leq \infty$, $s \geq 0$, $m \geq 1$, and $\sigma$ is any nerve of the covering $\mathcal{V}$.

Now, there is a terminating chain of syzygies

$$0 \rightarrow \mathbb{C}^{p_y} \xrightarrow{\lambda_y} \mathbb{C}^{p_{y-1}} \xrightarrow{\lambda_{y-1}} \cdots \xrightarrow{\lambda_0} \mathbb{C}^0 \xrightarrow{\mathcal{F}} 0$$

in a neighborhood of the closure of $|\sigma|$, where $y$ is a natural number. Using induction on the length $y$ of the terminating chain of syzygies and the fact that $H_{p,s}^q(\mathcal{V}_{|s|}, \mathcal{O}^m) = 0$ for all $m > 0$, we arrive at the desired result that $H_{p,s}^q(\mathcal{V}_{|s|}, \mathcal{F}) = 0$, for $q \geq 1$, $1 \leq p \leq \infty$, $s \geq 0$, and $\sigma$ is any nerve of the covering $\mathcal{V}$, and the proof of the theorem is complete.

5. Dolbeault's isomorphism theorem with bounds

5.1. The last thing we need to establish that Theorem 2.2 is Dolbeault’s isomorphism theorem with Sobolev bounds. Let $\Omega$ be a locally polycylindrical domain and let $\mathcal{V} = \{ U_j \}$ be a set of polycylinders such that $\Omega = \bigcup_{j \in I} U_j$. Let $\mathcal{O}^{0,q}$ be the sheaf of germs of $C^\infty$ forms of type $(0,q)$ on $\mathbb{C}^n$, and $\mathcal{F}^{0,q}$ the sheaf of germs of $\bar{\partial}$-closed $C^\infty$ forms of type $(0,q)$ on $\mathbb{C}^n$. Define $\Gamma_{p,s}(\Omega, \mathcal{O}^{0,q})$ and $\Gamma_{p,s}(\Omega, \mathcal{F}^{0,q})$ by

$$
\Gamma_{p,s}(\Omega, \mathcal{O}^{0,q}) := \left\{ f \in \Gamma(\Omega, \mathcal{O}^{0,q}) : \| f \|_{L^{1,p,s}^{(n)}(\Omega)} < \infty \right\},
$$

$$
\Gamma_{p,s}(\Omega, \mathcal{F}^{0,q}) := \left\{ f \in \Gamma(\Omega, \mathcal{F}^{0,q}) : \| f \|_{L^{1,p,s}^{(n)}(\Omega)} < \infty \right\},
$$

$$
\hat{\Gamma}_{p,s}(\Omega, \mathcal{O}^{0,q}) := \left\{ f \in \Gamma_{p,s}(\Omega, \mathcal{O}^{0,q}) : \bar{\partial} f \in \Gamma_{p,s}(\Omega, \mathcal{F}^{0,q+1}) \right\}.
$$

Let $\mathcal{O}$ be the sheaf of germs of holomorphic functions in $\mathbb{C}^n$ as before. Then we have the following theorem.

**Theorem 5.1.** The group $H_{p,s}^q(\mathcal{V}, \mathcal{O})$ is, for $q > 0$, $1 \leq p \leq \infty$, and $s \geq 0$, isomorphic to the quotient space

$$
\frac{\Gamma_{p,s}(\Omega, \mathcal{F}^{0,q})}{\hat{\partial} \Gamma_{p,s}(\Omega, \mathcal{O}^{0,q-1}) \cap \Gamma_{p,s}(\Omega, \mathcal{O}^{0,q})}.
$$

5.2. To prove Theorem 5.1, with $U_\alpha = U_{\alpha_0} \cap U_{\alpha_1} \cap \cdots \cap U_{\alpha_q}$ for a multi-index $\alpha = (\alpha_0, \ldots, \alpha_q) \in I^{q+1}$, consider the exact sequence

$$
0 \rightarrow \Gamma_{p,s}(U_\alpha, \mathcal{O}^{0,q}) \rightarrow \hat{\Gamma}_{p,s}(U_\alpha, \mathcal{O}^{0,q}) \xrightarrow{\hat{\partial}} \Gamma_{p,s}(U_\alpha, \mathcal{F}^{0,q+1}) \rightarrow 0.
$$
The exactness follows from Theorem 2.1. With the cochain groups \( C_{p,s}^Y(\mathcal{V}, \mathcal{F}_{0,q}) \) and \( \hat{C}_{p,s}^Y(\mathcal{V}, \xi^{0,q}) \) defined from the \( \Gamma_{p,s}(U, \mathcal{F}_{0,q}) \) and the \( \hat{\Gamma}_{p,s}(U, \xi^{0,q}) \) in the obvious way, we have the short exact sequence

\[
0 \to C_{p,s}^Y(\mathcal{V}, \mathcal{F}_{0,q}) \to \hat{C}_{p,s}^Y(\mathcal{V}, \xi^{0,q}) \xrightarrow{\delta} C_{p,s}^Y(\mathcal{V}, \mathcal{F}_{0,q+1}) \to 0. \tag{5.4}
\]

From which we get the long exact sequence

\[
0 \to \Gamma_{p,s}(\Omega, \mathcal{F}_{0,q}) \to \hat{\Gamma}_{p,s}(\Omega, \xi^{0,q}) \to \Gamma_{p,s}(\Omega, \mathcal{F}_{0,q+1}) \to H_{p,s}^1(\mathcal{Y}, \mathcal{F}_{0,q}) \to \hat{H}_{p,s}^1(\mathcal{Y}, \xi^{0,q}) \to H_{p,s}^1(\mathcal{Y}, \mathcal{F}_{0,q+1}) \to H_{p,s}^2(\mathcal{Y}, \mathcal{F}_{0,q}) \to \cdots, \tag{5.5}
\]

where \( H_{p,s}^Y(\mathcal{V}, \mathcal{F}_{0,q}) \) is the \( q \)th cohomology group of the complex

\[
C_{p,s}^0(\mathcal{V}, \mathcal{F}_{0,q}) \to C_{p,s}^1(\mathcal{V}, \mathcal{F}_{0,q}) \to \cdots, \tag{5.6}
\]

and \( \hat{H}_{p,s}^Y(\mathcal{V}, \xi^{0,q}) \) is that of the complex

\[
\hat{C}_{p,s}^0(\mathcal{V}, \xi^{0,q}) \to \hat{C}_{p,s}^1(\mathcal{V}, \xi^{0,q}) \to \cdots. \tag{5.7}
\]

Using the fact that \( \xi^{0,q} \) is a fine sheaf, it is easy to show that \( \hat{H}_{p,s}^Y(\mathcal{V}, \xi^{0,q}) = 0 \) for \( q > 0 \). Therefore,

\[
H_{p,s}^Y(\mathcal{V}, \mathcal{F}_{0,q+1}) \approx H_{p,s}^{Y+1}(\mathcal{V}, \mathcal{F}_{0,q}), \quad q \geq 1,
\]

\[
H_{p,s}^1(\mathcal{V}, \mathcal{F}_{0,q+1}) \approx \frac{\Gamma_{p,s}(\Omega, \mathcal{F}_{0,q})}{\partial \Gamma_{p,s}(\Omega, \xi^{0,q-1}) \cap \Gamma_{p,s}(\Omega, \xi^{0,q})}. \tag{5.8}
\]

Hence, when \( q > 0 \)

\[
H_{p,s}^q(\mathcal{V}, \mathcal{E}) = H_{p,s}^q(\mathcal{V}, \mathcal{F}_{0,0}) \approx H_{p,s}^{q-1}(\mathcal{V}, \mathcal{F}_{0,1}) \approx \cdots \approx H_{p,s}^1(\mathcal{V}, \mathcal{F}_{0,q-1}). \tag{5.9}
\]

This proves Theorem 5.1.

6. Vanishing theorems. We conclude the paper in this section by stating that the same formalism used to establish [5, Theorem 2] works here also in establishing Theorem 2.3, if we have Theorem 2.2 available. Therefore, all we need is to show that, because of Theorem 5.1, we already have Theorem 2.2. This is because the locally polycylindrical domain we are dealing with, is Stein and so by Cartan’s theorem, \( \mathcal{B}^q(\Omega, \mathcal{F}) = 0 \) for all coherent analytic sheaves, for \( q \geq 1 \). Therefore for \( \mathcal{Y} \) in Theorem 2.3, \( \mathcal{H}_{p,s}^q(\mathcal{V}, \mathcal{F}) = 0 \) for all coherent analytic sheaves \( \mathcal{F} \) defined in a neighborhood of the closure of the locally polycylindrical domain \( \Omega \). In particular, \( \mathcal{H}_{p,s}^q(\mathcal{V}, \mathcal{E}) = 0 \) for \( q \geq 1 \) and therefore Theorem 2.3 follows from Theorem 5.1.

Remark 6.1. Perhaps, we should point out that Theorem 2.3 can be used to solve the Sobolev-Corona problem when the locally polycylindrical domain \( \Omega \) has a Lipschitz boundary and \( ps > n \), in which case \( \Gamma_{p,s}(\Omega, \mathcal{E}) \) is an algebra with members extending continuously to the boundary of \( \Omega \).
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