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This paper deals with the proof of the existence, uniqueness, and continuous dependence of a strong solution upon the data, for an initial-boundary value problem which combine Neumann and integral conditions for a viscosity equation. The proof is based on an energy inequality and on the density of the range of the linear operator corresponding to the abstract formulation of the studied problem.
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1. Formulation of the problem. In this paper, we deal with a class of hyperbolic equations with time- and space-variable characteristics, with a nonlocal boundary condition. The precise statement of the problem is as follows: let $\beta > 0$, $T > 0$, and 
\[ Q = \{ (x,t) \in \mathbb{R}^2 : \alpha < x < \beta, \ 0 < t < T \}. \]
Find a function $v(x,t), (x,t) \in Q$, satisfying
\[ \mathcal{L}v = \frac{\partial^2 v}{\partial t^2} - \frac{\partial}{\partial x} \left( a(x,t) \frac{\partial v}{\partial x} \right) - \frac{\partial^2}{\partial t \partial x} \left( b(x,t) \frac{\partial v}{\partial x} \right) + c(x,t) v = f(x,t), \quad (1.1) \]
the initial condition
\[ \ell_1 v = v(x,0) = \Phi(x), \ x \in (\alpha,\beta), \quad (1.2) \]
\[ \ell_2 v = \frac{\partial v(x,0)}{\partial t} = \Psi(x), \ x \in (\alpha,\beta), \]
the Neumann condition
\[ \frac{\partial}{\partial x} v(\alpha,t) = \mu(t), \ t \in (0,T), \quad (1.3) \]
and the integral condition
\[ \int_{\alpha}^{\beta} v(x,t) dx = E(t), \ t \in (0,T), \quad (1.4) \]
where $\Phi, \Psi, \mu, E, a, b, c$, and $f$ are known functions.
**Assumption 1.1.** For all \((x, t) \in \bar{Q}\), we assume that

\[
\begin{align*}
c_0 & \leq a(x, t) \leq c_1, & \frac{\partial a(x, t)}{\partial t} & \leq c_2, & \frac{\partial a(x, t)}{\partial x} & \leq c_3, \\
c_4 & \leq b(x, t), & \frac{\partial b(x, t)}{\partial t} & \leq c_5, & \frac{\partial b(x, t)}{\partial x} & \leq c_6, \\
\frac{\partial^2 b(x, t)}{\partial t^2} & \leq c_8, & \frac{\partial^2 b(x, t)}{\partial x \partial t} & \leq c_9, & c(x, t) & \leq c_{10},
\end{align*}
\]

(1.5)

**Assumption 1.2.** For all \((x, t) \in \bar{Q}\), we assume that

\[
\frac{\partial^2 a(x, t)}{\partial x \partial t} \leq c_{11}, \quad \frac{\partial^2 b(x, t)}{\partial x^2} \leq c_{12}, \quad \frac{\partial^3 b(x, t)}{\partial x \partial t^2} \leq c_{13}.
\]

(1.6)

In Assumptions 1.1, 1.2, and in the rest of the paper, we assume that \(c_i\), where \(i = 0, \ldots, 17\), are positive constants.

The data satisfies the following compatibility conditions:

\[
\begin{align*}
d\Phi(\alpha) dx & = \mu(0), \quad \int_{\alpha}^{\beta} \Phi(x) dx = E(0), \\
d\Psi(\alpha) dx & = \mu'(0), \quad \int_{\alpha}^{\beta} \Psi(x) dx = E'(0).
\end{align*}
\]

(1.7)

Several authors investigated the initial-boundary value problems in one space variable, which involve an integral over the spatial domain of a function of the desired solution that may appear in a boundary condition. Along a different line, problems for parabolic equations which combine classical and integral conditions were considered by Batten [1], Ionkin [12], Cannon et al. [8, 9, 10, 11], Yurchuk [16], Lin [13], Benouar-Yurchuk [2], Shi [15], Bouziani et al. [7, 14]. However, most of these papers considered particular situations like heat equation in the rectangle \((0, 1) \times (0, T)\). Problems with only boundary integral conditions for a second-order parabolic equation have been treated in Bouziani-Benouar [5], and for a \(2m\)-parabolic equation in Bouziani [4]. Recently, a problem of this type for second-order pluriparabolic equation is studied in Bouziani [6].

In this paper, the existence, uniqueness, and continuous dependence of a strong solution upon the data of problem (1.1), (1.2), (1.3), and (1.4) are demonstrated. We use a functional analysis method based on an energy inequality and on the density of the range of the linear operator corresponding to the abstract formulation of the considered problem.

To this end, we reduce the inhomogeneous boundary conditions (1.3) and (1.4) to homogeneous conditions, by introducing a new unknown function \(u\) defined by \(u(x, t) = v(x, t) + K(x, t)\), where

\[
K(x, t) = \frac{(x - \alpha)}{2(\alpha - \beta)} \left\{ (3x - \alpha - 2\beta) \mu(t) - \frac{6(x - \alpha)}{(\beta - \alpha)^2} E(t) \right\}.
\]

(1.8)
Then, problem (1.1), (1.2), (1.3), and (1.4) becomes

\[ \mathcal{L}u = f(x,t) + \mathcal{L}K(x,t) = f(x,t), \]  
\[ \ell_1 u = u(x,0) = \Phi(x) + \ell_1 K = \varphi(x), \]  
\[ \ell_2 u = \frac{\partial u(x,0)}{\partial t} = \Psi(x) + \ell_2 K = \kappa_1(x), \]  
\[ \int_\alpha^\beta u(x,t)\,dx = 0. \]

Here we assume that the functions \( \varphi \) and \( \kappa_1 \) satisfy conditions of the form (1.11) and (1.12), that is,

\[ \frac{d\varphi(\alpha)}{d\alpha} = 0, \quad \int_\alpha^\beta \varphi(x)\,dx = 0, \quad \frac{d\kappa_1(\alpha)}{d\alpha} = 0, \quad \int_\alpha^\beta \kappa_1(x)\,dx = 0. \]

Instead of searching for the function \( v \), we search for the function \( u \). So the solution of problem (1.9), (1.10), (1.11), and (1.12) will be given by \( v(x,t) = u(x,t) - K(x,t) \).

2. Energy inequality and its consequences. The solution of problem (1.9), (1.10), (1.11), and (1.12) can be considered as a solution of the operator equation

\[ Lu = (f, \varphi, \kappa), \]

where \( L = (\mathcal{L}, \ell_1, \ell_2) \). The operator \( L \) maps from \( B \) to \( F \), where \( B \) is the Banach space consisting of functions \( \mathfrak{F} u \in L^2(Q) \), where \( \mathfrak{F} u = \int_\alpha^\beta u(\xi, \cdot)\,d\xi \), having finite norm:

\[ \|u\|_B = \left\{ \left[ \frac{\partial^2 u}{\partial t^2}\right]_{L^2(Q)}^2 + \left[ \frac{\partial^2 u}{\partial x^2}\right]_{C(0,T;L^2(\alpha,\beta))}^2 \right\}^{1/2}, \]

and \( F \) is the Hilbert space with the finite norm

\[ \|Lu\|_F = \left\{ \|\mathfrak{F} \mathcal{L}u\|^2_{L^2(Q)} + \|\ell_1 u\|^2_{L^2(\alpha,\beta)} + \|\mathfrak{F} \ell_2 u\|^2_{L^2(\alpha,\beta)} \right\}^{1/2}. \]

The domain \( D(L) \) of the operator \( L \) is the set of all functions \( u \) such that \( \mathfrak{F} u \in L^2(Q) \) for which \( \mathfrak{F} (\partial u/\partial t), \mathfrak{F} (\partial^2 u/\partial t^2), \mathfrak{F} (\partial^2 u/\partial x^2) \in L^2(Q) \), and satisfying (1.11) and (1.12)

**Theorem 2.1.** Let Assumption 1.1 be fulfilled. Then the a priori estimate

\[ \|u\|_B \leq C\|Lu\|_F \]

holds for any function \( u \in D(L) \), where \( C \) is a positive constant independent of \( u \).
**Proof.** Applying operator $\mathcal{S}_x$ to (1.9) by taking into account condition (1.11), multiplying the obtained equality with $2\mathcal{S}_x(\partial u/\partial t)$, and integrating over $Q^\tau := (\alpha, \beta) \times (0, \tau)$, where $0 \leq \tau \leq T$. Observe that

$$
2 \int_{Q^\tau} \mathcal{S}_x \frac{\partial^2 u}{\partial t^2} \mathcal{S}_x \frac{\partial u}{\partial t} \, dx \, dt - 2 \int_{Q^\tau} a(x,t) \frac{\partial u}{\partial x} \mathcal{S}_x \frac{\partial u}{\partial t} \, dx \, dt \\
- 2 \int_{Q^\tau} \frac{\partial}{\partial t} \left( b(x,t) \frac{\partial u}{\partial x} \right) \mathcal{S}_x \frac{\partial u}{\partial t} \, dx \, dt \\
+ 2 \int_{Q^\tau} \mathcal{S}_x (c(\xi,t)u) \mathcal{S}_x \frac{\partial u}{\partial t} \, dx \, dt \\
= 2 \int_{Q^\tau} \mathcal{S}_x f \mathcal{S}_x \frac{\partial u}{\partial t} \, dx \, dt.
$$

(2.5)

Integrating by parts the first three integrals on the left-hand side of (2.5), we obtain

$$
2 \int_{Q^\tau} \mathcal{S}_x \frac{\partial^2 u}{\partial t^2} \mathcal{S}_x \frac{\partial u}{\partial t} \, dx \, dt = \int_{\alpha}^{\beta} \left( \mathcal{S}_x \frac{\partial u(\xi, \tau)}{\partial t} \right)^2 \, dx - \int_{\alpha}^{\beta} (\mathcal{S}_x \xi)^2 \, dx, \\
- 2 \int_{Q^\tau} a \frac{\partial u}{\partial x} \mathcal{S}_x \frac{\partial u}{\partial t} \, dx \, dt = \int_{\alpha}^{\beta} a(x,\tau)u^2(x,\tau) \, dx - \int_{\alpha}^{\beta} a(x,0)q^2 \, dx \\
- \int_{Q^\tau} \frac{\partial a}{\partial t} u^2 \, dx \, dt + 2 \int_{Q^\tau} \frac{\partial a}{\partial x} \mathcal{S}_x \frac{\partial u}{\partial t} \, dx \, dt, \\
- 2 \int_{Q^\tau} \frac{\partial}{\partial t} \left( b \frac{\partial u}{\partial x} \right) \mathcal{S}_x \frac{\partial u}{\partial t} \, dx \, dt = 2 \int_{Q^\tau} b \left( \frac{\partial u}{\partial t} \right)^2 \, dx \, dt + \int_{\alpha}^{\beta} \frac{\partial b(x,\tau)}{\partial t} u^2(x,\tau) \, dx \\
- \int_{\alpha}^{\beta} \frac{\partial b(x,0)}{\partial t} q^2 \, dx - \int_{Q^\tau} \frac{\partial^2 b}{\partial t^2} u^2 \, dx \, dt \\
+ 2 \int_{Q^\tau} \frac{\partial b}{\partial x} \frac{\partial u}{\partial t} \mathcal{S}_x \frac{\partial u}{\partial t} \, dx \, dt + 2 \int_{Q^\tau} \frac{\partial^2 b}{\partial x \partial t} u \mathcal{S}_x \frac{\partial u}{\partial t} \, dx \, dt.
$$

(2.6)

Substituting (2.6) into (2.5), we get

$$
2 \int_{Q^\tau} b \left( \frac{\partial u}{\partial t} \right)^2 \, dx \, dt + \int_{\alpha}^{\beta} \left\{ \left( a + \frac{\partial b}{\partial t} \right) u^2(x,\tau) + \left( \mathcal{S}_x \frac{\partial u(\xi, \tau)}{\partial t} \right)^2 \right\} \, dx \\
= 2 \int_{Q^\tau} \mathcal{S}_x f \mathcal{S}_x \frac{\partial u}{\partial t} \, dx \, dt + \int_{\alpha}^{\beta} \left\{ \left( a(x,0) + \frac{\partial b(x,0)}{\partial t} \right) q^2 + (\mathcal{S}_x \xi)^2 \right\} \, dx \\
+ \int_{Q^\tau} \left( \frac{\partial a}{\partial t} + \frac{\partial^2 b}{\partial t^2} \right) u^2 \, dx \, dt - 2 \int_{Q^\tau} \left( \frac{\partial a}{\partial x} + \frac{\partial^2 b}{\partial x \partial t} \right) u \mathcal{S}_x \frac{\partial u}{\partial t} \, dx \, dt \\
- 2 \int_{Q^\tau} \frac{\partial b}{\partial x} \frac{\partial u}{\partial t} \mathcal{S}_x \frac{\partial u}{\partial t} \, dx \, dt - 2 \int_{Q^\tau} \mathcal{S}_x (cu) \mathcal{S}_x \frac{\partial u}{\partial t} \, dx \, dt.
$$

(2.7)
Estimating the first and the three last integrals on the right-hand side of (2.7), by applying elementary inequalities, we get

$$
\begin{align*}
2 \int_{Q^T} \mathcal{G}_x f \mathcal{G}_x \frac{\partial u}{\partial t} \, dx \, dt & \leq \int_{Q^T} \left( \mathcal{G}_x f \right)^2 \, dx \, dt + \int_{Q^T} \left( \mathcal{G}_x \frac{\partial u}{\partial t} \right)^2 \, dx \, dt, \\
-2 \int_{Q^T} \left( \frac{\partial a}{\partial x} + \frac{\partial^2 b}{\partial x \partial t} \right) u \mathcal{G}_x \frac{\partial u}{\partial t} \, dx \, dt & \leq 2 \int_{Q^T} \left\{ \left( \frac{\partial a}{\partial x} \right)^2 + \left( \frac{\partial^2 b}{\partial x \partial t} \right)^2 \right\} u^2 \, dx \, dt \\
& \quad + \int_{Q^T} \left( \mathcal{G}_x \frac{\partial u}{\partial t} \right)^2 \, dx \, dt, \\
-2 \int_{Q^T} \frac{\partial b}{\partial x} \frac{\partial u}{\partial t} \mathcal{G}_x \frac{\partial u}{\partial t} \, dx \, dt & \leq c_4 \int_{Q^T} \left( \frac{\partial u}{\partial t} \right)^2 \, dx \, dt \\
& \quad + \frac{1}{c_4} \int_{Q^T} \left( \mathcal{G}_x \frac{\partial u}{\partial t} \right)^2 \, dx \, dt, \\
-2 \int_{Q^T} \mathcal{G}_x (cu) \mathcal{G}_x \frac{\partial u}{\partial t} \, dx \, dt & \leq \frac{(\beta - \alpha)^2}{2} \int_{Q^T} c^2 u^2 \, dx \, dt + \int_{Q^T} \left( \mathcal{G}_x \frac{\partial u}{\partial t} \right)^2 \, dx \, dt.
\end{align*}
$$

(2.8)

Therefore, by formulas (2.7), (2.8), and Assumption 1.1, we obtain

$$
\begin{align*}
\int_0^T \left\| \frac{\partial u(\cdot, t)}{\partial t} \right\|^2_{L^2(\alpha, \beta)} \, dt + \left\| u(\cdot, \tau) \right\|^2_{L^2(\alpha, \beta)} + \left\| \mathcal{G}_x \frac{\partial u(\cdot, \tau)}{\partial t} \right\|^2_{L^2(\alpha, \beta)} & \leq c_{14} \left\{ \int_0^T \left( \mathcal{G}_x f(\cdot, t) \right)^2_{L^2(\alpha, \beta)} \, dt + \left\| \varphi \right\|^2_{L^2(\alpha, \beta)} + \left\| \mathcal{G}_x \varphi \right\|^2_{L^2(\alpha, \beta)} \right\} \\
& \quad + c_{15} \int_0^T \left\{ \left\| u(\cdot, t) \right\|^2_{L^2(\alpha, \beta)} + \left\| \mathcal{G}_x \frac{\partial u(\cdot, t)}{\partial t} \right\|^2_{L^2(\alpha, \beta)} \right\} \, dt,
\end{align*}
$$

(2.9)

where

\begin{align*}
c_{14} = \max \left( \frac{1}{c_4}, \frac{1}{c_0} + \frac{c_4}{c_5}, 1 \right), \\
c_{15} = \max \left( \frac{c_2 + c_8 + c_9^2 + c_9^3 + c_9^2 / c_4}{c_4}, \frac{c_0 + c_5 + 1}{c_4} \right).
\end{align*}

(2.10)

Eliminating the last integral on the right-hand side of inequality (2.9). To this end, using Gronwall’s lemma, it follows that

$$
\begin{align*}
\int_0^T \left\| \frac{\partial u(\cdot, t)}{\partial t} \right\|^2_{L^2(\alpha, \beta)} \, dt + \left\| u(\cdot, \tau) \right\|^2_{L^2(\alpha, \beta)} + \left\| \mathcal{G}_x \frac{\partial u(\cdot, \tau)}{\partial t} \right\|^2_{L^2(\alpha, \beta)} & \leq c_{16} \left\{ \int_0^T \left( \mathcal{G}_x f(\cdot, t) \right)^2_{L^2(\alpha, \beta)} \, dt + \left\| \varphi \right\|^2_{L^2(\alpha, \beta)} + \left\| \mathcal{G}_x \varphi \right\|^2_{L^2(\alpha, \beta)} \right\},
\end{align*}
$$

(2.11)

where \( c_{16} = c_{14} \exp(c_{15} T) \).
The right-hand side of (2.11) is independent of \( \tau \); hence, replacing the left-hand side by the upper bound with respect to \( \tau \). Thus inequality (2.4) holds, where \( C = c_{16}^{1/2} \).

It follows from (2.4) that there is a bounded inverse \( L^{-1} \) on the range \( R(L) \) of \( L \). However, since we have no information concerning \( R(L) \) expect that \( R(L) \subset F \), we must extend \( L \) (construct its closure \( \bar{L} \)) so that (2.4) holds for the extension and its range is the whole space.

We first show that \( L : B \to F \) with domain \( D(L) \), has a closure, that is, the closure of the graph \( G(L) \subset B \times F \) of \( L \) is a graph \( G(\bar{L}) = \overline{G(L)} \) of a new linear operator \( \bar{L} \), which we call the closure of \( L \).

**Proposition 2.2.** The operator \( L \) from \( B \) into \( F \) has a closure.

**Proof.** Suppose that \( u_n \in D(L) \) is a sequence such that

\[
\begin{align*}
u_n & \xrightarrow{n \to \infty} 0 \quad \text{in } B, \quad (2.12) \\
L u_n & \xrightarrow{n \to \infty} (f, \varphi, \kappa) \quad \text{in } F, \quad (2.13)
\end{align*}
\]

we must prove that \( f \equiv 0 \), \( \varphi \equiv 0 \), and \( \kappa \equiv 0 \). Equation (2.12) implies that

\[
u_n \xrightarrow{n \to \infty} 0 \quad \text{in } \mathcal{D}'(Q). \quad (2.14)
\]

By virtue of the continuity of derivation of \( \mathcal{D}'(Q) \) in \( \mathcal{D}'(Q) \), we have

\[
\mathcal{D} u_n \xrightarrow{n \to \infty} 0 \quad \text{in } \mathcal{D}'(Q). \quad (2.15)
\]

We see via (2.13) that

\[
\mathcal{D} u_n \xrightarrow{n \to \infty} f \quad \text{in } L^2(Q), \quad (2.16)
\]

then

\[
\mathcal{D} u_n \xrightarrow{n \to \infty} f \quad \text{in } \mathcal{D}'(Q). \quad (2.17)
\]

By virtue of the uniqueness of the limit in \( \mathcal{D}'(Q) \), (2.15) and (2.17) imply that \( f \equiv 0 \). On the other hand, from (2.13) we have

\[
\ell_1 u_n \xrightarrow{n \to \infty} \varphi \quad \text{in } L^2(\alpha, \beta). \quad (2.18)
\]

We see via (2.12) and the obvious inequality

\[
\| \ell_1 u_n \|_{L^2(\alpha, \beta)} \leq \| u_n \|_B, \quad \forall n, \quad (2.19)
\]
that
\[ \ell_1 u_n \xrightarrow{n \to \infty} 0 \text{ in } L^2(\alpha, \beta). \]  

By virtue of (2.18), (2.20), and the uniqueness of the limit in \( L^2(\alpha, \beta) \), we conclude that \( \varphi \equiv 0 \). The reasoning is similar for proving that \( \kappa \equiv 0 \).

**Definition 2.3.** A solution of the equation
\[ \bar{L}u = (f, \varphi, \kappa), \]  
is called a **strong solution** of problem (1.9), (1.10), (1.11), and (1.12).

Since points of the graph of \( \bar{L} \) are limits of sequences of points of the graph of \( L \), we extend (2.4) to apply to strong solutions by taking the limits.

**Corollary 2.4.** Under the conditions of Theorem 2.1, there is a constant \( C > 0 \) independent of \( u \) such that
\[ \| u \|_B \leq C \| \bar{L}u \|_F, \quad \forall u \in D(\bar{L}). \]  

Corollary 2.4 asserts that, if a strong solution exists, it is unique and depends continuously on \( (f, \varphi, \kappa) \), if \( u \) is considered in the topology of \( B \) and \( (f, \varphi, \kappa) \) is considered in the topology of \( F \).

**Corollary 2.5.** The range \( R(\bar{L}) \) of the operator \( \bar{L} \) equals to the closure \( \overline{R(L)} \) of \( R(L) \).

**Proof.** It follows from the definition of \( \bar{L} \) that \( R(\bar{L}) \subseteq \overline{R(L)} \). It remains to prove the opposite inclusion. Suppose that \( w \in \overline{R(L)} \), then there exists a sequence \( \{w_n\}_{n=1}^\infty \) of elements in \( R(L) \) such that \( \lim_{n \to \infty} w_n = w \). Consequently, there exists a corresponding sequence \( u_n \in D(L) \) such that \( Lu_n = w_n \).

According to Theorem 2.1, we have
\[ \| u_m - u_n \|_B \leq C \| Lu_m - Lu_n \|_F \]  
when \( n \) and \( m \to \infty \). Thus \( \{u_n\} \) is a fundamental sequence in \( B \) which converges to an element \( u \in B \) and \( \bar{L}u = w \), then \( w \in R(\bar{L}) \). This proves Corollary 2.5.

Corollary 2.5 states that, to prove that problem (1.9), (1.10), (1.11), and (1.12) has a strong solution for arbitrary \( (f, \varphi, \kappa) \in F \), it is sufficient to show that \( \overline{R(L)} = F \).

3. Solvability of the problem

**Theorem 3.1.** Let Assumptions 1.1 and 1.2 be fulfilled. Then for any \( \exists \gamma, f \in L^2(Q) \), \( \varphi \in L^2(\alpha, \beta) \), and \( \exists \gamma, \kappa \in L^2(\alpha, \beta) \), problem (1.9), (1.10), (1.11), and (1.12) admits a unique strong solution \( u = \bar{L}^{-1}(f, \varphi, \kappa) = \overline{L^{-1}}(f, \varphi, \kappa) \).
Proof. First, we prove that $R(L)$ is dense in $F$ for the special case in which $L$ is reduced to $L_0 = (\mathcal{E}_0, \ell_1, \ell_2)$ with domain $D_0(L_0) = D_0(L)$, where $\mathcal{E}_0$ is the principal part of $\mathcal{E}$, that is,

$$\mathcal{E}_0 u = \frac{\partial^2 u}{\partial t^2} - \frac{\partial}{\partial x} \left( a(x, t) \frac{\partial u}{\partial x} \right) - \frac{\partial^2}{\partial t \partial x} \left( b(x, t) \frac{\partial u}{\partial x} \right), \quad (3.1)$$

and $D_0(L) = \{ u / u \in D(L) : \ell_1 u = 0 \text{ and } \ell_2 u = 0 \}$.

Proposition 3.2. Under the conditions of Theorem 3.1. If

$$\int_Q \mathcal{G}_x \mathcal{G}_0 u \cdot \mathcal{G}_x \omega \, dx \, dt = 0,$$  

(3.2)

for $\mathcal{G}_x \omega \in L^2(Q)$ and for all $u \in D_0(L)$, then $\omega$ vanishes almost everywhere in $Q$.

Proof of Proposition 3.2. Construct the function $\mathcal{G}_x \omega$. Using the fact that relation (3.2) holds for any function $u \in D_0(L)$, we can express $\mathcal{G}_x u$ in a special form. Let

$$\mathcal{G}_x u = \begin{cases} 
0, & 0 \leq t \leq s, \\
\int_s^t (t - \tau) \frac{\partial^2 (\mathcal{G}_x u)}{\partial \tau^2} \, d\tau, & s \leq t \leq T,
\end{cases} \quad (3.3)$$

and let $\mathcal{G}_x (\partial^2 u / \partial t^2)$ be a solution of the equation

$$a(\sigma, t) \mathcal{G}_x \frac{\partial^2 u}{\partial t^2} = \mathcal{G}_t^* (\mathcal{G}_x \omega) = \int_t^T \mathcal{G}_x \omega \, d\tau,$$  

(3.4)

where $\sigma$ is a fixed number in $[\alpha, \beta]$. We now have

$$\mathcal{G}_x \omega = \mathcal{G}_t^{-1} \left( a(\sigma, t) \mathcal{G}_x \frac{\partial^2 u}{\partial t^2} \right) = -\frac{\partial}{\partial t} \left( a(\sigma, t) \mathcal{G}_x \frac{\partial^2 u}{\partial t^2} \right). \quad (3.5)$$

Relations (3.3) and (3.4) imply that $u$ is in $D_0(L)$, where $D_0(L)$ is the set of functions $D(L)$ such that $u$ and $\partial u / \partial t$ vanish in the neighborhood of $t \leq s$. If we put $s = 0$, then $u$ is in $D_0(L)$.

Lemma 3.3. Under the conditions of Proposition 3.2, the function $\mathcal{G}_x u$, defined by (3.3) and (3.4), has derivatives with respect to $t$ up to third-order inclusive belonging to the space $L^2(Q_s)$, where $Q_s = (\alpha, \beta) \times (s, T)$.

The proof of Lemma 3.3 is similar to that of [4, Lemma 1]. Substituting (3.1) and (3.5) into (3.2), we have

$$-\int_{Q_s} \mathcal{G}_x \frac{\partial^2 u}{\partial t^2} \frac{\partial}{\partial t} \left( a(\sigma, t) \mathcal{G}_x \frac{\partial^2 u}{\partial t^2} \right) \, dx \, dt$$

$$+ \int_{Q_s} a \frac{\partial u}{\partial x} \frac{\partial}{\partial t} \left( a(\sigma, t) \mathcal{G}_x \frac{\partial^2 u}{\partial t^2} \right) \, dx \, dt$$

$$+ \int_{Q_s} \frac{\partial}{\partial t} \left( b \frac{\partial u}{\partial x} \frac{\partial}{\partial t} \left( a(\sigma, t) \mathcal{G}_x \frac{\partial^2 u}{\partial t^2} \right) \right) \, dx \, dt = 0. \quad (3.6)$$
Integrating by parts each term of the above equality, we obtain

\[
- \int_{Q_s} \mathcal{J}_{x} \frac{\partial^2 u}{\partial t^2} \left( a(\sigma, t) \mathcal{J}_{x} \frac{\partial^2 u}{\partial t^2} \right) dx \, dt \\
= \frac{1}{2} \int_{\alpha} a(\sigma, s) \left( \mathcal{J}_{x} \frac{\partial^2 u(\xi, s)}{\partial t^2} \right)^2 \, dx - \frac{1}{2} \int_{Q_s} a'(\sigma, t) \left( \mathcal{J}_{x} \frac{\partial^2 u}{\partial t^2} \right)^2 \, dx \, dt,
\]

\[
\int_{Q_s} a \frac{\partial u}{\partial \xi} \left( a(\sigma, t) \mathcal{J}_{x} \frac{\partial^2 u}{\partial t^2} \right) dx \, dt \\
= \int_{Q_s} \left( a \frac{\partial u}{\partial t} + \frac{\partial a}{\partial t} u \right) a(\sigma, t) \mathcal{J}_{x} \frac{\partial^2 u}{\partial t^2} \, dx \, dt + \int_{Q_s} \left( \frac{\partial a}{\partial t} \frac{\partial u}{\partial \xi} + \frac{\partial a}{\partial t} u \right) a(\sigma, t) \mathcal{J}_{x} \frac{\partial^2 u}{\partial t^2} \, dx \, dt,
\]

\[
\int_{Q_s} \frac{\partial}{\partial t} \left( \frac{\partial^2 u}{\partial \xi^2} \right) \frac{\partial}{\partial \xi} \left( a(\sigma, t) \mathcal{J}_{x} \frac{\partial^2 u}{\partial t^2} \right) dx \, dt \\
= \int_{Q_s} \left( a \frac{\partial u}{\partial t} + \frac{\partial a}{\partial t} \frac{\partial u}{\partial \xi} \right) a(\sigma, t) \mathcal{J}_{x} \frac{\partial^2 u}{\partial t^2} \, dx \, dt + \int_{Q_s} \left( \frac{\partial a}{\partial t} \frac{\partial u}{\partial \xi} + \frac{\partial a}{\partial t} u \right) a(\sigma, t) \mathcal{J}_{x} \frac{\partial^2 u}{\partial t^2} \, dx \, dt,
\]

(3.7)

Substituting (3.7) into (3.6) yields

\[
\int_{\alpha} \left\{ \frac{a(\sigma, s)}{2} \left( \mathcal{J}_{x} \frac{\partial^2 u(\xi, s)}{\partial t^2} \right)^2 + \frac{\partial b}{\partial t} a(\sigma, T) \left( \frac{\partial u(x, T)}{\partial t} \right)^2 \right\} \, dx \\
+ \int_{Q_s} b a(\sigma, t) \left( \frac{\partial^2 u}{\partial t^2} \right)^2 \, dx \, dt \\
= \frac{1}{2} \int_{Q_s} \left( a' \sigma, t) + \frac{\partial^2 b}{\partial \xi^2} a(\sigma, t) \right) \left( \mathcal{J}_{x} \frac{\partial^2 u}{\partial t^2} \right)^2 \, dx \, dt \\
+ \int_{Q_s} \left( \frac{\partial^2 b}{\partial \xi^2} a(\sigma, t) + \frac{\partial b}{\partial t} a' \sigma, t) \right) \left( \frac{\partial u}{\partial t} \right)^2 \, dx \, dt \\
- \int_{Q_s} \left\{ a \frac{\partial u}{\partial t} + \frac{\partial a}{\partial t} u \right\} a(\sigma, t) \frac{\partial^2 u}{\partial t^2} \, dx \, dt \\
- \int_{Q_s} \left\{ \frac{\partial a}{\partial \xi} + \frac{2 \partial^2 b}{\partial \xi \partial t} \right\} \frac{\partial u}{\partial t} + \frac{\partial^2 a}{\partial t \partial \xi} + \frac{\partial^3 b}{\partial \xi \partial t^2} \right\} u \right\} a(\sigma, t) \mathcal{J}_{x} \frac{\partial^2 u}{\partial t^2} \, dx \, dt.
\]

(3.8)
By virtue of Assumptions 1.1 and 1.2, we obtain

\[
\frac{c_0}{2} \left\| g_x \frac{\partial^2 u(\cdot,s)}{\partial t^2} \right\|_{L^2(\alpha,\beta)}^2 + c_0 c_5 \left\| \frac{\partial u(\cdot,T)}{\partial t} \right\|_{L^2(\alpha,\beta)}^2 \leq \frac{1}{2} \left\{ c_2 + c_1 c_{12} + \frac{c_2^2}{2} \right\} \int_s^T \left\| g_x \frac{\partial^2 u(\cdot,t)}{\partial t^2} \right\|_{L^2(\alpha,\beta)}^2 \, dt \\
+ \left\{ c_1 c_8 + c_2 c_6 + \frac{c_2^2}{2c_0 c_4} + c_3^2 + 4c_3^2 \right\} \int_s^T \left\| \frac{\partial u(\cdot,t)}{\partial t} \right\|_{L^2(\alpha,\beta)}^2 \, dt \\
+ \left\{ \frac{c_2^2 (c_2^2 + c_3^2)}{2c_0 c_4} + c_{11}^2 + c_{13}^2 \right\} \int_s^T \left\| u(\cdot,t) \right\|_{L^2(\alpha,\beta)}^2 \, dt.
\]

(3.9)

Using the Friedrichs inequality for the norm of \( u \) obtained from the norm of \( \partial u/\partial t \). This yields

\[
\left\| g_x \frac{\partial^2 u(\cdot,s)}{\partial t^2} \right\|_{L^2(\alpha,\beta)}^2 + \left\| \frac{\partial u(\cdot,T)}{\partial t} \right\|_{L^2(\alpha,\beta)}^2 \leq c_{17} \int_s^T \left\{ \left\| g_x \frac{\partial^2 u(\cdot,t)}{\partial t^2} \right\|_{L^2(\alpha,\beta)}^2 + \left\| \frac{\partial u(\cdot,t)}{\partial t} \right\|_{L^2(\alpha,\beta)}^2 \right\} \, dt, 
\]

(3.10)

where

\[
c_{17} = \left[ \max \left( \frac{c_2 + c_1 c_{12}}{2} + \frac{c_2^2}{4}, c_1 c_8 + c_2 c_6 + \frac{c_2^2}{2c_0 c_4} + c_3^2 + 4c_3^2 + \gamma \left( \frac{c_1^2 (c_2^2 + c_3^2)}{2c_0 c_4} + c_{11}^2 + c_{13}^2 \right) \right) \right] \\
\times \left[ \min \left( \frac{c_0^2}{2}, c_0 c_5 \right) \right]^{-1} 
\]

(3.11)

and \( \gamma \) is the constant of the Friedrichs inequality.

Inequality (3.10) is basic in our proof. In order to use it, we introduce a new function \( z \) defined by the formula

\[
z(x,t) = g_t^* \frac{\partial^2 u}{\partial t^2} = \int_t^T \frac{\partial^2 u}{\partial t^2} \, d\tau.
\]

(3.12)

Then, \( \partial u(x,t)/\partial t = z(x,s) - z(x,t), \partial u(x,T)/\partial t = z(x,s) \), and we have

\[
\left\| \frac{\partial u(\cdot,s)}{\partial t} \right\|_{L^2(\alpha,\beta)}^2 \leq 2 \left\{ \int_s^T \left\| \frac{\partial u(\cdot,t)}{\partial t} \right\|_{L^2(\alpha,\beta)}^2 \, dt + (T-s) \left\| z(\cdot,s) \right\|_{L^2(\alpha,\beta)}^2 \right\}.
\]

(3.13)

Consequently, (3.10) becomes

\[
\left\| g_x \frac{\partial^2 u(\cdot,s)}{\partial t^2} \right\|_{L^2(\alpha,\beta)}^2 + \left( 1 - 2c_{17}(T-s) \right) \left\| z(\cdot,s) \right\|_{L^2(\alpha,\beta)}^2 \leq 2 c_{17} \int_s^T \left\{ \left\| g_x \frac{\partial^2 u(\cdot,t)}{\partial t^2} \right\|_{L^2(\alpha,\beta)}^2 + \left\| z(\cdot,t) \right\|_{L^2(\alpha,\beta)}^2 \right\} \, dt.
\]

(3.14)
Hence, if $s_0 > 0$ satisfies $1 - 2c_{17}(T - s) = 1/2$, then inequality (3.14) implies

$$
\left\| \mathcal{S}_x \frac{\partial^2 u(\cdot, s)}{\partial t^2} \right\|_{L^2((\alpha, \beta))}^2 + \left\| z(\cdot, s) \right\|_{L^2((\alpha, \beta))}^2 \leq 4c_{17} \int_s^T \left\{ \left\| \mathcal{S}_x \frac{\partial^2 u(\cdot, t)}{\partial t^2} \right\|_{L^2((\alpha, \beta))}^2 + \left\| z(\cdot, t) \right\|_{L^2((\alpha, \beta))}^2 \right\} dt
$$

(3.15)

for all $s \in [T - s_0, T]$. We denote the integral on the right-hand side of (3.15) by $y(s)$. Hence, we obtain

$$
- \frac{dy(s)}{ds} \leq 4c_{17} y(s),
$$

(3.16)

and, consequently,

$$
- \frac{d}{ds} \left( y(s) \exp(4c_{17}s) \right) \leq 0.
$$

(3.17)

It follows from (3.17) that $y(s) = 0$, and thus $\mathcal{S}_x \omega \equiv 0$ almost everywhere in $Q_{T-s_0}$.

Proceeding in this way step by step along a rectangle of side $s_0$, we prove that $\mathcal{S}_x \omega \equiv 0$, and thus $\omega \equiv 0$ almost everywhere in $Q$.

Now, we will prove Theorem 3.1. For this end in view, it is sufficient to prove that the range $R(L)$ of $L$ is dense in $F$. Suppose that, for some $W = (\omega, \omega_1, \omega_2) \in F$ be orthogonal to $R(L_0)$, so that

$$
\int_Q \mathcal{S}_x L_0 u \cdot \mathcal{S}_x \omega \, dx \, dt + \int_\alpha^\beta \ell_1 u \omega_1 \, dx + \int_\alpha^\beta \mathcal{S}_x \ell_2 u \mathcal{S}_x \omega_2 \, dx = 0.
$$

(3.18)

We must prove that $W \equiv 0$. Putting $u \in D_0(L)$ in (3.18), we obtain

$$
\int_Q \mathcal{S}_x L_0 u \cdot \mathcal{S}_x \omega \, dx \, dt = 0, \quad u \in D_0(L).
$$

(3.19)

Hence Proposition 3.2 implies that $\omega \equiv 0$. Thus (3.18) takes the form

$$
\int_\alpha^\beta \ell_1 u \omega_1 \, dx + \int_\alpha^\beta \mathcal{S}_x \ell_2 u \mathcal{S}_x \omega_2 \, dx = 0.
$$

(3.20)

Since $\ell_1$ and $\ell_2$ are independent and the sets of the operators $\ell_1$ and $\ell_2$ are everywhere dense in $L^2((\alpha, \beta))$ and the space with the norm $(\int_\alpha^\beta (\mathcal{S}_x \omega_2)^2 \, dx)^{1/2}$, respectively, the above relation implies that $\omega_1 \equiv 0$ and $\omega_2 \equiv 0$. Hence $W \equiv 0$, and thus $R(L_0) = F$.

Now consider the general case. If we use the fact that $R(L_0)$ is dense in $F$ and that $L - L_0 = (L - L_0, \ell_1, \ell_2)$ maps continuously $B$ into $F$, we conclude that we can prove that $R(L)$ is dense in $F$ by means of the method of continuation along the parameter. We will not describe the application of this method because it is analogous to the method used in [3].

Acknowledgment. This work was supported by “Le Centre Universitaire Larbi Ben M’hidi-Oum El Baouagui.”
References


ABDELFATAH BOUZIANI: Département de Mathématiques, Centre Universitaire Larbi Ben M'hidi-Oum El Baoaougui, 04000, Algeria
Current address: Mathematical Division, The Abdus Salam International Centre for Theoretical Physics (ICTP), Strada Costiera 11, 34100 Trieste, Italy
E-mail address: bouziani@ictp.trieste.it