GLOBAL AND LOCAL OPTIMALITY CONDITIONS
IN SET-VALUED OPTIMIZATION PROBLEMS

M. DUREA

Received 6 September 2004 and in revised form 18 April 2005

We consider both global and local conditions for optimization problems governed by set-valued maps. For global conditions, we present a comparative study and then we impose the weaker ones to obtain optimality conditions. Therefore, we introduce some local conditions and we prove that these conditions are useful (mainly) in the study of Borwein proper minima for the considered problems.

1. Preliminaries

Through the paper, \(X\) and \(Y\) are normed vector spaces; however, most of the results remain true in the more general setting of locally convex spaces. We denote by \(X^*\) and \(Y^*\) the topological dual spaces of \(X\) and \(Y\). We consider a pointed closed convex cone \(Q\subset Y\) which introduces a partial order on \(Y\) by the equivalence \(y_1 \leq_Q y_2 \iff y_2 - y_1 \in Q\); we also suppose, in general, that \(Q\) has nonempty interior. We set \(Q^+ := \{y^* \in Y^* \mid y^*(y) \geq 0, \forall y \in Q\}\) for the dual cone of \(Q\) and \(Q^{\text{q}} := \{y^* \in Y^* \mid y^*(y) > 0, \forall y \in Q \setminus \{0\}\}\) for the quasi-interior of \(Q^+\). We take a set-valued map \(F\) from \(X\) into \(Y\). As usual, we denote the graph and domain of \(F\), respectively, by

\[
\begin{align*}
\text{Gr } F &= \{(x,y) \in X \times Y \mid y \in F(x)\}, \\
\text{Dom } F &= \{x \in X \mid F(x) \neq \emptyset\}.
\end{align*}
\]

If \(D\) is a subset of \(X\), then \(F(D) := \bigcup_{x \in D} F(x)\) and if \(y \in Y\), \(F^{-1}(y) = \{x \in X \mid y \in F(x)\}\).

We recall now the basic definitions used in the sequel.

**Definition 1.1.** Let \(D\) be a nonempty subset of \(X\) and \(x \in X\). The Bouligand tangent cone to \(D\) at \(x\) (named the contingent cone in [2]) is the set

\[
T_B(D, x) = \{u \in X \mid \exists (t_n) \downarrow 0, \exists (u_n) \rightharpoonup u, \forall n \in \mathbb{N}, x + t_n u_n \in D\},
\]

where \((t_n) \downarrow 0\) means \((t_n) \subset (0, \infty)\) and \((t_n) \to 0\).
The following properties are well known (see [2]):

(P1) $T_B(D, x)$ is a closed cone; if $D$ is convex, $T_B(D, x)$ is convex and $T_B(D, x) = C(D - x)$, where $C(A)$ denotes the closed cone generated by a set $A$;

(P2) $T_B(D, x) = T(\text{cl}D, x)$ and $T_B(D, x) = T_B(D \cap V, x)$ for every neighborhood $V$ of $x$.

Definition 1.2. Let $(\bar{x}, \bar{y}) \in \text{Gr} F$. The Bouligand derivative of $F$ at $(\bar{x}, \bar{y})$ is the set-valued map $D_B F(\bar{x}, \bar{y})$ from $X$ into $Y$ defined by

$$\text{Gr} (D_B F(\bar{x}, \bar{y})) = T_B (\text{Gr} F, (\bar{x}, \bar{y})).$$

(1.3)

The following definition was introduced by Penot [26] and is also used in [28].

Definition 1.3. Let $(\bar{x}, \bar{y}) \in \text{Gr} F$. The Dini lower derivative of $F$ at $(\bar{x}, \bar{y})$ in direction $u$ is given by

$$DF(\bar{x}, \bar{y})(u) = \{v \in Y \mid \forall (t_n) \uparrow 0, \forall (u_n) \rightharpoonup u, \exists (v_n) \rightharpoonup v, \exists n_0 \in \mathbb{N},$$

$$\forall n \geq n_0, \bar{y} + t_n u_n \in F(\bar{x} + t_n u_n)\}.$$  

(1.4)

Let $M \subset Y$ be a nonempty set; we consider the following minimum concepts.

Definition 1.4. (i) (see [24]) An element $y \in M$ is called Q-minimum for $M$ if $(M - y) \cap (-Q) = \emptyset$.

(ii) (see [24]) An element $y \in M$ is called Q-weak minimum for $M$ if $(M - y) \cap (-\text{int}Q) = \emptyset$.

(iii) (see [24]) An element $y \in M$ is called Q-proper minimum for $M$ if there exists a convex cone $P$ such that $Q \setminus \{0\} \subset \text{int} P$ and $y$ is $P$-minimum for $M$.

(iv) (see [4]) An element $y \in M$ is called Q-proper efficient in the sense of Borwein for $M$ if $T_B(M + Q, y) \cap (-Q) = \emptyset$ (see also [19]).

(v) (see [3]) An element $y \in M$ is called Q-proper efficient in the sense of Benson for $M$ if $C(M + Q - y) \cap (-Q) = \emptyset$.

We denote the set of Q-minimum points for $M$ by $\text{Min}(M, Q)$. The sets of other minimum elements considered in the above definition are, respectively, $W\text{Min}(M, Q)$, $P\text{Min}(M, Q)$, $\text{BoMin}(M, Q)$, and $\text{BeMin}(M, Q)$. The next inclusions are obvious:

$$P\text{Min}(M, Q) \subset \text{Min}(M, Q) \subset W\text{Min}(M, Q).$$

(1.5)

From property (P1), we have

$$\text{BeMin}(M, Q) \subset \text{BoMin}(M, Q) \subset \text{Min}(M, Q).$$

(1.6)

In the sequel, we use some cone separation theorems. We recall that a cone $S$ is said to have a base $B$ if $B$ is convex, $0 \notin \text{cl}B$, and $S = \mathbb{R}_+ B$.

Theorem 1.5 (see [8]). Let $P$ and $S$ be cones in $Y$, $P \cap S = \{0\}$. If $P$ is closed and $S$ has a compact base, then there exists a pointed convex cone $K$ such that $S \setminus \{0\} \subset \text{int} K$ and $P \cap K = \{0\}$.
Theorem 1.6 (see [4]). Let $P$ and $S$ be convex, closed cones in $Y$ with $P \cap S = \{0\}$ and $S$ have a compact base. Then $(-P^+) \cap S^{11} \neq \emptyset$.

The following auxiliary result is inspired by [6, Lemma 2.5].

Lemma 1.7. Let $M \subset Y$ be a nonempty set, $y \in M$, and let $V$ be an open, convex neighborhood of $y$. Then the next equalities hold:

\begin{align*}
\text{cl}((M + Q) \cap V) &= \text{cl}((M + \text{int } Q) \cap V), \\
\text{int}(\text{cl}((M + Q) \cap V)) &= (M + \text{int } Q) \cap V. 
\end{align*}

Proof. In (1.7) the inclusion “$\supset$” is obvious. Let $z \in (M + Q) \cap V$, $v \in \text{int } Q$, and let $W$ be an open neighborhood of $z$. Then $V \cap W$ is also a neighborhood of $z$; moreover, there exists $a \in M$ such that $z - a \in Q$. Consequently, there exists $\alpha \in (0,1)$, close enough to 1, such that $\alpha z + (1 - \alpha)(v + a) \in V \cap W$, that is, $a + (1 - \alpha)v + \alpha(z - a) \in V \cap W$. Since $(1 - \alpha)v + \alpha(z - a) \in \text{int } Q$, we have that $(M + \text{int } Q) \cap V \cap W \neq \emptyset$. The neighborhood $W$ was arbitrarily chosen, hence $z \in \text{cl}((M + \text{int } Q) \cap V)$ and the first equality follows.

Let us prove the second relation. Since $(M + \text{int } Q) \cap V \subset \text{cl}((M + Q) \cap V)$ and the first set is open, the inclusion “$\supset$” is clear. Conversely, we take $z \in \text{int}(\text{cl}((M + Q) \cap V))$ and $v \in \text{int } Q$; there exists a symmetric neighborhood $W$ of 0 such that $z - a \in Q$ and $W \subset \text{cl}((M + Q) \cap V)$. But $W$ is absorbing, hence there exists $\alpha > 0$ with $\alpha v \in W$. The set $z - \text{int } Q$ is a neighborhood of $z - \alpha v$, hence $(z - \text{int } Q) \cap ((M + Q) \cap V) \neq \emptyset$. This implies that $z \in M + \text{int } Q$. Of course, $z \in V$ because $z \in \text{int}(\text{cl}((M + Q) \cap V)) \subset \text{int} \text{cl } V = V$. This proves (1.8).

We present below a characterization of weak minima in terms of contingent cone (see [9, 10]). For the sake of completeness, we prove this assertion.

Proposition 1.8. A point $y \in W\text{Min}(M, Q)$ if and only if

\begin{equation}
T_B(M + Q, y) \cap (-\text{int } Q) = \emptyset. 
\end{equation}

Proof. Suppose by contradiction that $y \in W\text{Min}(M, Q)$ and there exists $v \in T_B(M + Q, y) \cap (-\text{int } Q)$; then there exist $(t_n) \downarrow 0$ and $(v_n) \to v$ such that for $n$ large enough, $y + t_nv_n \in M + Q$. But, for a large $n$, $v_n \in -\text{int } Q$, hence $t_nv_n \in -\text{int } Q$. Consequently, $y \in M + Q + \text{int } Q \subset M + \text{int } Q$, a contradiction.

For the converse, suppose that (1.9) holds and that there exists $a \in M$ such that $a - y \in -\text{int } Q$ and take $(t_n) \downarrow 0$. For $n$ large enough, $t_n < 1$, so

\begin{equation}
a + (1 - t_n)(y - a) \in M + \text{int } Q, 
\end{equation}

that is,

\begin{equation}
y + t_n(a - y) \in M + \text{int } Q, 
\end{equation}

which shows that

\begin{equation}
a - y \in T_B(M + \text{int } Q, \overline{y}). 
\end{equation}
But, taking $V = Y$ in relation (1.8), we have $\text{cl}(M + \text{int } Q) = \text{cl}(M + Q)$. On the other hand, from (P2), we can write

$$a - y \in T_B(\text{cl}(M + \text{int } Q), y) = T_B(\text{cl}(M + Q), y) = T_B(M + Q, y).$$

(1.13)

Since $a - y \in -\text{int } Q$, this is in contradiction with (1.9).

□

2. Subconvexity for set-valued maps

The study of multiobjective optimization problems involving set-valued maps (as well as those involving vector-valued functions) has developed in the recent years some generalizations of convexity concepts. Among these generalizations, a widely used class of concepts is the so-called convexlikeness which contains in the case of set-valued maps at least four items used in the papers [11, 14, 18, 20, 21, 22]. The main purpose of this section is to complete this class and to study the connections between these concepts; also we prove here an alternative Gordan-Farkas-type theorem which generalizes some results in [22] and this gives us the possibility to extend in a more general setting some necessary optimality conditions for weak minimum points from [14, 21, 22].

The first result of this section is an easy consequence of Lemma 1.7.

**Lemma 2.1.** Let $M$ be a nonempty subset of $Y$. Then $M + \text{int } Q$ is convex if and only if $\text{cl}(M + Q)$ is convex.

**Proof.** Suppose that $M + \text{int } Q$ is convex; then $\text{cl}(M + \text{int } Q)$ is convex as well and, following relation (1.8) with $V = Y$, the set $\text{cl}(M + Q)$ is convex. If $\text{cl}(M + Q)$ is convex, then $\text{int}(\text{cl}(M + Q))$ is convex and, following relation (1.7) with $V = Y$, we have the conclusion. □

Let $A$ be a nonempty subset of $X$, included in $\text{Dom } F$. We present the first of the generalized convexity concepts which we study in the sequel and which is used, for example, in [21, 22].

**Definition 2.2.** The set-valued map $F$ is called $Q$ subconvex on $A$ if there exists $\varphi \in \text{int } Q$, such that for all $\epsilon > 0$, $\alpha \in (0, 1)$, and $x_1, x_2 \in A$, there exists $x_3 \in A$ with $\epsilon \varphi + \alpha F(x_1) + (1 - \alpha)F(x_2) \subset F(x_3) + Q$.

The next generalization of the convexity for set-valued map is also used in [22]. For the single-valued case, this notion is used, for example, in [23].

**Definition 2.3.** The set-valued map $F$ is called $Q$ pseudoconvex on $A$ if for all $\alpha \in (0, 1)$, and $x_1, x_2 \in A$, there exists $x_3 \in A$ such that $\alpha F(x_1) + (1 - \alpha)F(x_2) \subset F(x_3) + Q$.

The next notion is introduced in [1].

**Definition 2.4.** A set $C \subset X$ is called nearly convex if there exists $\alpha \in (0, 1)$ such that $\alpha x_1 + (1 - \alpha)x_2 \in C$ for all $x_1, x_2 \in C$.

In [1] it is proved that if $C$ is nearly convex, then the set $\{\beta \in [0, 1] \mid \forall x_1, x_2 \in C, \beta x_1 + (1 - \beta)x_2 \in C\}$ is dense in $[0, 1]$. Using a simple sequence-based argument, it results that $\text{cl } C$ is convex. In [6] the notion of nearly convex function is defined. A similar
concept for set-valued maps is used in [27]. We introduce now some concepts based on Definition 2.4.

**Definition 2.5.** The set-valued map $F$ is called

(a) $Q$ nearly subconvex on $A \subset X$ if there exists $\alpha \in (0,1)$, and $\varphi \in \text{int} Q$, such that for all $\varepsilon > 0$, $x_1,x_2 \in A$, there exists $x_3 \in A$ with $\varepsilon \varphi + \alpha F(x_1) + (1 - \alpha)F(x_2) \subset F(x_3) + Q$;

(b) $Q$ nearly pseudoconvex on $A \subset X$ if there exists $\alpha \in (0,1)$, such that for all $x_1,x_2 \in A$,

there exists $x_3 \in A$ with $\alpha F(x_1) + (1 - \alpha)F(x_2) \subset F(x_3) + Q$.

In order to establish the relations between the above concepts and some convexity assumptions widely used in the literature, we start with a characterization result.

**Proposition 2.6.** for all $\psi \in \text{int} Q$, $\alpha \in (0,1)$, $x_1,x_2 \in A$, and $y_1 \in F(x_1), y_2 \in F(x_2)$, there exists $x_3 \in A$ such that $\psi + \alpha y_1 + (1 - \alpha)y_2 \in F(x_3) + \text{int} Q$.

**Proof.** The equivalence between (i) and (ii) follows from Lemma 2.1.

We prove now that (i) implies (iii). Let $\psi \in \text{int} Q$, $\alpha \in (0,1)$, $x_1,x_2 \in A$, and $y_1 \in F(x_1), y_2 \in F(x_2)$. Therefore,

$$
\psi + \alpha y_1 + (1 - \alpha)y_2 = \alpha(y_1 + \psi) + (1 - \alpha)(y_2 + \psi)
\in \alpha(F(A) + \text{int} Q) + (1 - \alpha)(F(A) + \text{int} Q)
\subset F(A) + \text{int} Q,
$$

the conclusion.

We prove that (iii) implies (i). Let $v_1,v_2 \in F(A) + \text{int} Q$ and $\alpha \in (0,1)$; then there exist $x_1,x_2 \in A$, $y_1 \in F(x_1)$, $y_2 \in F(x_2)$, and $q_1,q_2 \in \text{int} Q$ such that $v_1 = y_1 + q_1$ and $v_2 = y_2 + q_2$. Therefore,

$$
\alpha v_1 + (1 - \alpha)v_2 = \alpha y_1 + (1 - \alpha)y_2 + \alpha q_1 + (1 - \alpha)q_2.
$$

Since $\text{int} Q$ is convex, $\alpha q_1 + (1 - \alpha)q_2 \in \text{int} Q$, hence there exists a neighborhood $V$ of the origin in $Y$ such that $\alpha q_1 + (1 - \alpha)q_2 + V \subset \text{int} Q$. From (iii), for every $\psi \in \text{int} Q$, there exists $x_3 \in A$ with $\psi + \alpha y_1 + (1 - \alpha)y_2 \in F(x_3) + Q$; taking $\psi$ such that $-\psi \in V$ (there exists such an element because $V$ is absorbing and $\text{int} Q$ is closed with respect to the scalar multiplication), we have

$$
\alpha v_1 + (1 - \alpha)v_2 \in F(x_3) + Q + \alpha q_1 + (1 - \alpha)q_2 - \psi.
$$

But $\alpha q_1 + (1 - \alpha)q_2 - \psi \in \text{int} Q$ and, from $Q + \text{int} Q \subset \text{int} Q$, we get

$$
\alpha v_1 + (1 - \alpha)v_2 \in F(x_3) + \text{int} Q \subset F(A) + \text{int} Q,
$$

that is, the conclusion. □
We give now a characterization of the Q subconvexity.

**Proposition 2.7.** The next assertions are equivalent:

(i) $F$ is Q subconvex on $A$;

(ii) for all $\psi \in \text{int} Q$, for all $\alpha \in (0,1)$, for all $x_1, x_2 \in A$, there exists $x_3 \in A$ such that $\psi + \alpha F(x_1) + (1 - \alpha) F(x_2) \in F(x_3) + \text{int} Q$.

**Proof.** First we prove that (i) implies (ii). Let $\psi \in \text{int} Q$, $\alpha \in (0,1)$, $x_1, x_2 \in A$. There exists a neighborhood $V$ of the origin in $Y$ such that $\psi + V \subset \text{int} Q$. For the element $\varphi \in \text{int} Q$ from the definition of Q subconvexity, we take $\epsilon > 0$ such that $-\epsilon \varphi \in V$. Therefore,

$$
\psi + \alpha F(x_1) + (1 - \alpha) F(x_2) \in F(x_3) + Q + \psi - \epsilon \varphi \subset F(x_3) + \text{int} Q.
$$

(2.5)

The converse is obvious. \hfill \Box

**Remark 2.8.** A consequence of the above results is that if $F$ is Q subconvex on $A$, then, necessarily, $F(A) + \text{int} Q$ is convex. Similarly, one can prove the following assertions: if $F$ is Q pseudoconvex on $A$, then $F(A) + Q$ is convex, and if $F$ is Q nearly pseudoconvex on $A$, then $F(A) + Q$ is nearly convex. If $F$ is Q nearly subconvex on $A$, then the set $F(A) + \text{int} Q$ is nearly convex; but $F(A) + \text{int} Q$ is an open set and, taking into account the properties of nearly convex sets, this is equivalent with the convexity of $F(A) + \text{int} Q$. Consequently, all generalizations of the convexity defined above imply the convexity of $F(A) + \text{int} Q$.

In the sequel, our aim is to give examples which show that the reverse implications in the above remark are not always true. We present three main examples. The first example shows that a set-valued map for which $F(A) + Q$ is convex is not necessarily Q pseudoconvex on $A$.

**Example 2.9.** Let $X = \mathbb{R}$, $Y = \mathbb{R}^2$, $Q = \mathbb{R}^2_+ := \{(y,z) \in \mathbb{R}^2 \mid y \geq 0, z \geq 0\}$, $A = \{1,2\}$. We take $F(1) = \{(y,z) \in \mathbb{R}^2 \mid y + z \geq 1, y \in [0,1/2], z \in [1/2,1]\}$ and $F(2) = \{(y,z) \in \mathbb{R}^2 \mid y + z \geq 1, y \in [1/2,1], z \in [0,1/2]\}$. Then

$$
\begin{align*}
F(1) + \mathbb{R}^2_+ &= \left\{(y,z) \in \mathbb{R}^2 \mid y + z \geq 1, y \geq 0, z \geq \frac{1}{2}\right\}, \\
F(2) + \mathbb{R}^2_+ &= \left\{(y,z) \in \mathbb{R}^2 \mid y + z \geq 1, y \geq \frac{1}{2}, z \geq 0\right\}, \\
F(A) + \mathbb{R}^2_+ &= \left\{(y,z) \in \mathbb{R}^2 \mid y + z \geq 1, y \geq 0, z \geq 0\right\}.
\end{align*}
$$

(2.6)

It is clear that $F(A) + \mathbb{R}^2_+$ is convex. Let $\alpha = 1/2$ and the points $(0,1),(1/2,1/2) \in F(1)$, $(1/2,1/2),(1,0) \in F(2)$. Therefore, $\alpha(0,1) + (1 - \alpha)(1/2,1/2) = (1/4, 3/4) \in F(1) + \mathbb{R}^2_+$, but $(1/4, 3/4) \notin F(2) + \mathbb{R}^2_+$. On the other hand, $\alpha(1/2,1/2) + (1 - \alpha)(1,0) = (3/4, 1/4) \in F(2) + \mathbb{R}^2_+$, but $(3/4, 1/4) \notin F(1) + \mathbb{R}^2_+$, which means that $F$ is not Q pseudoconvex on $A$.

Moreover, we can prove that $F$ is not Q nearly pseudoconvex on $A$. Suppose that there exists $\alpha \in (0,1)$ such that $\alpha F(1) + (1 - \alpha)F(2) \subset F(1) + \mathbb{R}^2_+$, or $\alpha F(1) + (1 - \alpha)F(2) \subset F(2) + \mathbb{R}^2_+$. Let $(y_1,z_1) \in F(1)$, and $(y_2,z_2) \in F(2)$; then $\alpha y_1 + (1 - \alpha)y_2$ can take any value in $[1/2 - \alpha/2,1 - \alpha/2]$, and $\alpha z_1 + (1 - \alpha)z_2$ can take any value in $[\alpha/2,1/2 + \alpha/2]$, etc.
and \(\alpha y_1 + (1 - \alpha) y_2 + \alpha z_1 + (1 - \alpha) z_2 \geq 1\). Since \([1/2 - \alpha/2, 1 - \alpha/2] \not\subseteq [1/2, \infty)\), it implies that \(\alpha F(1) + (1 - \alpha) F(2) \not\subseteq F(2) + \mathbb{R}_+^2\); in the same way, \([\alpha/2, 1/2 + \alpha/2] \not\subseteq [1/2, \infty)\), hence \(\alpha F(1) + (1 - \alpha) F(2) \not\subseteq F(1) + \mathbb{R}_+^2\). This shows that \(F\) is not \(Q\) nearly pseudoconvex on \(A\). Of course, being convex, \(F(A) + Q\) is nearly convex.

Since \(F(A) + Q\) is nearly convex, \(F(A) + \text{int} \, Q\) is convex. We show that \(F\) is not \(Q\) nearly subconvex on \(A\). Suppose the contrary and take \((\varphi_1, \varphi_2) \in \text{int} \, Q\) (\(\varphi_1, \varphi_2 > 0\)) and \(\alpha \in (0, 1)\), the elements from Definition 2.5(a). Let \(\varepsilon > 0\) such that \(\varepsilon \varphi_1 \in (0, \alpha/2)\) and \(\varepsilon \varphi_2 \in (0, (1 - \alpha)/2)\). Using the same argument as above, we have that \(\varepsilon \varphi + \alpha F(1) + (1 - \alpha) F(2) \not\subseteq F(1) + \mathbb{R}_+^2\) and \(\varepsilon \varphi + \alpha F(1) + (1 - \alpha) F(2) \not\subseteq F(2) + \mathbb{R}_+^2\), a contradiction.

Although we can give examples to show that there exist set-valued maps which are \(Q\) nearly pseudoconvex on a given set and are not \(Q\) pseudoconvex on that set, one can see that this is proved in the case of single-valued maps in [6, Remark 4.3] and it is sufficient to prove the assertions also for set-valued maps.

**Example 2.10.** Let \(X = \mathbb{R}, Y = \mathbb{R}^2, Q = \mathbb{R}_+^2 := \{(y, z) \in \mathbb{R}^2 \mid y \geq 0, z \geq 0\}, A = [0, 1]\). We consider

\[
F(x) = \begin{cases} 
\{(y, z) \mid y + z \geq 1, y = x\}, & \text{if } x \in A \setminus \left\{\frac{1}{2}\right\}, \\
\{(y, z) \mid y + z > 1, y = x\}, & \text{if } x = \frac{1}{2}.
\end{cases}
\]

(2.7)

We have

\[
F(A) + Q = \{(y, z) \mid y + z \geq 1, y \geq 0, z \geq 0\} \setminus \left\{\left(\frac{1}{2}, \frac{1}{2}\right)\right\},
\]

(2.8)

which is not convex. But

\[
F(A) + \text{int} \, Q = \{(y, z) \mid y + z > 1, y > 0, z > 0\}
\]

(2.9)

is convex. On the other hand, \(F\) is not \(Q\) pseudoconvex on \(A\), but it is \(Q\) subconvex on \(A\) because for every \(\psi \in \text{int} \, Q, \alpha \in (0, 1)\), and \(x_1, x_2 \in A\), we have \(\psi + \alpha F(x_1) + (1 - \alpha) F(x_2) \subseteq F(\alpha x_1 + (1 - \alpha) x_2) + \text{int} \, Q\) and \(\alpha x_1 + (1 - \alpha) x_2 \in A\).

**Example 2.11.** Let \(X = \mathbb{R}, Y = \mathbb{R}^2, Q = \{(y, z) \in \mathbb{R}^2 \mid y \geq 0, z \geq 0, y \leq z\}, A = \mathbb{R}\). We consider

\[
F(x) = \begin{cases} 
\{x\} \times \mathbb{R}_+, & \text{if } x \in \mathbb{R} \setminus Q, \\
\{x\} \times \mathbb{R}_+, & \text{if } x \in Q.
\end{cases}
\]

(2.10)

Then

\[
F(A) + Q = \{(y, z) \mid y > 0\} \cup \{(x, 0) \mid x \in \mathbb{R} \setminus Q\},
\]

(2.11)
which is not nearly convex because $\mathbb{R} \setminus \mathbb{Q}$ is not nearly convex (so $F$ is not nearly pseudo-convex), and

$$F(A) + \text{int } Q = \{(y, z) | y > 0\} \tag{2.12}$$

is convex. Moreover, it is easy to observe that $F$ is $Q$ nearly subconvex on $A$.

We consider now an optimization problem with set-valued maps which was studied for the first time in the seminal paper of Corley [7]:

$$(P) \quad \min F(x) \text{ subject to } x \in A, \ G(x) \cap (−R) \neq \emptyset, \tag{2.13}$$

where $F$ and $G$ are set-valued maps, $G : X \rightrightarrows Z$ ($Z$ is a normed vector space), and $R \subset Z$ is a pointed convex cone with nonempty interior.

**Definition 2.12.** An element $(\bar{x}, \bar{y}) \in \text{Gr } F$ is called weak solution of problem (2.13) if $\bar{x} \in A, G(\bar{x}) \cap (−R) \neq \emptyset$ and $\bar{y}$ is a weak minimizer of $F(\bar{x})$, that is, $(F(\bar{x}) - \bar{y}) \cap (−\text{int } Q) = \emptyset$.

We present two theorems which, together, give us a Gordan-Farkas alternative result. Taking into account the above discussion, we impose general convexity assumptions.

**Theorem 2.13.** Suppose that

(i) $(F \times G)(A) + \text{int } (Q \times R)$ is convex and for every $x \in A$, $(F \times G)(x) \cap (−\text{int } Q \times −\text{int } R) = \emptyset$, or

(ii) $(F \times G)(A) + \text{int } Q \times R$ is nearly convex and for every $x \in A$, $(F \times G)(x) \cap (−\text{int } Q \times −R) = \emptyset$.

Then there exists $(y^*, z^*) \in Q^+ \times R^+$, $(y^*, z^*) \neq (0, 0)$, such that for every $x \in A, y \in F(x), z \in G(x)$, it holds that $y^*(y) + z^*(z) \geq 0$.

If, moreover, the Slater condition $G(A) \cap (−\text{int } R) \neq \emptyset$ holds, then $y^* \neq 0$.

**Proof.** In case (i), we have $(0, 0) \notin (F \times G)(A) + \text{int } Q \times \text{int } R$ and this set is convex. In case (ii), $(0, 0) \notin (F \times G)(A) + \text{int } Q \times \text{int } R$ and this set is nearly convex, so $(F \times G)(A) + \text{int } Q \times R$ is convex and $(0, 0) \notin \text{int } ((F \times G)(A) + \text{int } Q \times R)$; from Lemma 1.7, we obtain $(0, 0) \notin (F \times G)(A) + \text{int } Q \times \text{int } R$. In both cases, we can apply the Eidelheit separation theorem: there exists $(y^*, z^*) \in Y^+ \times Z^+, (y^*, z^*) \neq (0, 0)$, such that for all $x \in A, y \in F(x), z \in G(x), \varphi \in \text{int } Q, \chi \in \text{int } R$,

$$y^*(y) + z^*(z) + y^*(\varphi) + z^*(\chi) \geq 0. \tag{2.14}$$

If there exists $\varphi \in \text{int } Q$ with $y^*(\varphi) < 0$, taking the element $n\varphi \in \text{int } Q$ for $n \in \mathbb{N}$ large enough in relation (2.14), we arrive at a contradiction. Consequently, $y^*(\varphi) \geq 0$ for every $\varphi \in \text{int } Q$, so $y^*(\varphi) \geq 0$ for every $\varphi \in \text{cl}(\text{int } Q) = \text{cl } Q \supset Q$, that is, $y^* \in Q^+$. Similarly, $z^* \in R^+$. Taking $\varphi \to 0$ and $\chi \to 0$ in relation (2.14), we have $y^*(y) + z^*(z) \geq 0$. If the Slater condition holds, and $y^* = 0$, then $z^*(z) \geq 0$ for every $z \in G(A)$, hence, in particular, also for $z \in G(A) \cap (−\text{int } R)$, a contradiction. The proof is complete. \[\Box\]
Theorem 2.14. If there exists \((y^*, z^*) \in Q^+ \times R^+, (y^*, z^*) \neq (0, 0)\), such that for every \(x \in A, y \in F(x), z \in G(x)\), it holds that \(y^*(y) + z^*(z) \geq 0\), then for all \(x \in A\), \((F \times G)(x) \cap (\text{int} Q \times \text{int} R) = \emptyset\).

If there exists \((y^*, z^*) \in Q^+ \times R^+, y^* \neq 0\), such that for every \(x \in A, y \in F(x), z \in G(x)\), it holds that \(y^*(y) + z^*(z) \geq 0\), then for all \(x \in A\), \((F \times G)(x) \cap (\text{int} Q \times R) = \emptyset\).

Proof. We prove only the second part, the first being similar. We suppose by contradiction that there exists \(y^* \neq 0\) and \(z^* \geq 0\) such that for every \(x \in A\), \((F \times G)(x) \cap (\text{int} Q \times R) = \emptyset\).

If there exists \((y^*, z^*) \in Q^+ \times R^+, y^* \neq 0\), such that for every \(x \in A, y \in F(x), z \in G(x)\), it holds that \(y^*(y) + z^*(z) \geq 0\), then for all \(x \in A\), \((F \times G)(x) \cap (\text{int} Q \times R) = \emptyset\).

Proof. Suppose by contradiction that \((x, \bar{y})\) is a weak solution of problem (2.13), then there exists \((y^*, z^*) \in Q^+ \times R^+, (y^*, z^*) \neq (0, 0)\), such that for every \(x \in A, y \in F(x), z \in G(x)\), it holds that \(y^*(y) + z^*(z) \geq y^*(\bar{y})\) and \(z^*(v) = 0 \forall v \in G(x) \cap (−R)\). If, moreover, the Slater condition holds, then \(y^* \neq 0\).

Theorem 2.15. Suppose that

1. \((F \times G)(A) + \text{int}(Q \times R)\) is convex,
2. \((F \times G)(A) + \text{int} Q \times R\) is nearly convex.

If \((x, \bar{y})\) is a weak solution of problem (2.13), then there exists \((y^*, z^*) \in Q^+ \times R^+, (y^*, z^*) \neq (0, 0)\), such that for every \(x \in A, y \in F(x), z \in G(x)\), it holds that \(y^*(y) + z^*(z) \geq y^*(\bar{y})\) and \(z^*(v) = 0 \forall v \in G(x) \cap (−R)\). If, moreover, the Slater condition holds, then \(y^* \neq 0\).

Proof. It is clear that if \(F\) and \(G\) satisfy assumption (i) or (ii), then the set-valued map \(F − \bar{y}\) given by \((F − \bar{y})(x) := F(x) − \bar{y}\) and \(G\) satisfy the same assumption. Since \((x, \bar{y})\) is a weak solution of problem (2.13), there is no \(x \in A\) such that \(((F − \bar{y}) \times G) \cap (−\text{int} Q \times −R) \neq \emptyset\). We can apply Theorem 2.13: there exists \((y^*, z^*) \in Q^+ \times R^+, (y^*, z^*) \neq (0, 0)\), such that for every \(x \in A, y \in F(x), z \in G(x)\), we have

\[
y^*(y − \bar{y}) + z^*(z) \geq 0
\]  

(2.15)

and the first part of the conclusion follows. Let \(v \in G(x) \cap (−R)\); since \(z^* \in R^+, z^*(v) \leq 0\). On the other hand, taking \(y = \bar{y}\) in (2.15), we obtain \(z^*(v) \geq 0\). Of course, the Slater condition ensures that \(y^* \neq 0\).

We consider now problem (2.13) with \(A = X\), denoted by \((\hat{P})\). We have the following result.

Theorem 2.16. Let \((x, \bar{y})\) be a weak solution of problem \((\hat{P})\) and \(z \in G(x) \cap (−R)\). If the set \(D_B F(x, y) \times DG(x, z)(x) + \text{int}(Q \times R)\) is convex, then there exists \((y^*, z^*) \in Q^+ \times R^+, (y^*, z^*) \neq (0, 0)\), such that for every \(u \in X, v \in D_B F(x, \bar{y})(u), z \in DG(x, z)(u)\), it holds that \(y^*(v) + z^*(z) \geq 0\).

Proof. Suppose by contradiction that there exists \(u \in X\) such that

\[
D_B F(x, \bar{y})(u) \times DG(x, z)(u) \cap (−\text{int} Q \times −\text{int} R) \neq \emptyset,
\]  

(2.16)
that is, there exist \( v \in D_B F(\bar{x}, \bar{y})(u) \) and \( z \in D_G(\bar{x}, \bar{z})(u) \) such that \( v \in -\text{int} Q \) and \( z \in -\text{int} R \). Following the definitions, there exist \( t_n \downarrow 0, u_n \to u, v_n \to v \) such that \( \bar{y} + t_n v_n \in F(\bar{x} + t_n u_n) \) and \( z_n \to z \) such that \( \bar{z} + t_n z_n \in G(\bar{x} + t_n u_n) \). But

\[
\bar{z} + t_n z_n \in -R - \text{int} R \subset -\text{int} R,
\]

for \( n \) large enough. Therefore, \( G(\bar{x} + t_n u_n) \cap (-\text{int} R) \neq \emptyset \). Since \((\bar{x}, \bar{y})\) is a weak solution of problem \((P')\), we deduce that

\[
(F(\bar{x} + t_n u_n) - \bar{y}) \cap (-\text{int} Q) = \emptyset.
\]

Consequently, \( t_n v_n \notin -\text{int} Q \) for every \( n \) large enough, a contradiction. We apply Theorem 2.13 and we obtain the conclusion. \( \square \)

A similar result holds if we impose conditions as in Theorem 2.13(ii) for \( D_B F(\bar{x}, \bar{y}) \) and \( D_G(\bar{x}, \bar{z}) \).

3. Local optimality conditions

In the recent years, many authors have studied optimization problems involving set-valued maps using generalized convexity concepts with good stability properties which are helpful in order to write optimality conditions for the studied problems (see [5, 12, 13, 15, 16, 17, 23, 24, 25, 27]). In the majority of the quoted papers, the generalizations of the convexity for sets, and for set-valued maps as well, have a global character in the sense that depends on the entire shape of the admissible set or of the image through the set-valued map of the feasible points set. The basic idea of this section is to exploit the fact that there are minimum notions and tangent cones notions which depend only on the shape of admissible points in a neighborhood of the reference point. In this way, we present some new local concepts which can be possible candidates to replace global conditions like those studied in the preceding section, in the study of minimum notions involving tangent cones.

We present some basic definitions and results that are required in the sequel and we introduce the notions of strictly star-shaped set and nearly convex set at a point. Under conditions based on these concepts, we obtain some linear scalarization results concerning Borwein’s proper minimum and the equivalence of this type of minima with other types of proper minimum. We use the following additional notations: if \( y^* \in Y^* \), we write \( \langle A, y^* \rangle \) instead of \( \{ \langle a, y^* \rangle \mid a \in A \} \) and \( \langle A, y^* \rangle \geq 0 \) if \( \langle a, y^* \rangle \geq 0 \) for all \( a \in A \); similarly, we write \( \langle A, y^* \rangle \geq \langle y, y^* \rangle \) if \( \langle a, y^* \rangle \geq \langle y, y^* \rangle \) for all \( a \in A \) and for some \( y \in Y \). The first local concept is defined below.

**Definition 3.1.** Let \( M \subset Y \) be a nonempty set and \( y \in M \).

(i) \( M \) is called strictly star shaped at \( y \) if there exists \( q \in (0, 1) \) such that for all \( a \in M \), there exists \( \lambda \in (0, q] \) with \( (1 - \lambda) y + \lambda a \in M \).

(ii) Let \( p, q \in (0, 1), p \leq q \). \( M \) is called \( (p, q) \)-star shaped at \( y \) if for all \( a \in M \), there exists \( \lambda \in [p, q] \) such that \( (1 - \lambda) y + \lambda a \in M \).
Of course, a \((p,q)\)-star-shaped set at a point is strictly shaped at that point and a set is \((p,p)\)-star shaped at every point if and only if it is \(p\)-convex. So the notion of star-shaped set at a point is rather general.

We have the following proposition on the above concepts.

**Proposition 3.2.** (i) If \(M\) is \((p,q)\)-star shaped at \(y\), then \(\text{cl} M\) is \((p,q)\)-star shaped at \(y\).

(ii) \(M\) is strictly star shaped at \(y\) if and only if for every convex set \(B\) and for all \(b \in B\), the set \(M + B\) is strictly star shaped at \(y + b\).

**Proof.** (i) Take \(\bar{a} \in \text{cl} M\); there exists a sequence \((a_n) \subset M\) such that \(a_n \rightarrow \bar{a}\). From definition, one can find \((\lambda_n) \subset [p,q]\) such that

\[(1 - \lambda_n) y + \lambda_n a_n \in M. \tag{3.1}\]

Since \((\lambda_n)\) is a bounded sequence in \(\mathbb{R}\), we can suppose (without relabeling) that it is convergent to some \(\lambda \in [p,q]\). Passing to the limit in relation (3.1), we obtain that \((1 - \lambda) y + \lambda \bar{a} \in \text{cl} M\).

(ii) Suppose that \(M\) is strictly star shaped at \(y\) and take \(B\) a convex set, \(b \in B\) and \(z = c + d\) with \(c \in M\), \(d \in B\); from Definition 3.1, there exist \(q \in (0,1)\) and \(\lambda \in (0,q]\) such that 

\[(1 - \lambda)y + \lambda c \in M. \tag{3.2}\]

Since \(B\) is convex, \((1 - \lambda)b + \lambda d \in B\), and adding these relations, we have that \((1 - \lambda)(y + b) + \lambda z \in M + B\), that is, \(M + B\) is strictly star shaped at \(y + b\). For the converse implication, take \(B = \{0\}\).

The main property of strictly star-shaped sets which we use in the sequel is given in the next result.

**Proposition 3.3.** If \(M\) is strictly star shaped at \(y\), then \(T_B(M, y) = \text{C}(M - y)\).

**Proof.** Taking into account properties (P1) and (P2), we only have to show that \(M\) is pseudoconvex at \(y\) (see [2, page 145]), that is, \(M - y \subset T_B(M, y)\). Take \(a \in M\); the set

\[M_{(y,a)} = \{ \lambda \in (0,q] \mid (1 - \lambda)y + \lambda a \in M\} \tag{3.2}\]

contains at least an element \(\lambda^a\). Hence, \(a_1 = (1 - \lambda^a)y + \lambda^a a \in M\); from definition, there exists \(\lambda^{a_1} \in (0,q]\) such that

\[(1 - \lambda^{a_1})y + \lambda^{a_1} a_1 \in M, \tag{3.3}\]

that is,

\[(1 - \lambda^{a_1})y + \lambda^{a_1}((1 - \lambda^{a})y + \lambda^{a}a) \in M, \tag{3.4}\]

hence

\[(1 - \lambda^{a}\lambda^{a_1})y + \lambda^{a}\lambda^{a_1} a \in M. \tag{3.5}\]

It is clear that \(0 < \lambda^{a}\lambda^{a_1} \leq q^2\) and \(\lambda^{a}\lambda^{a_1} \neq \lambda^{a}\); from relation (3.5), \(\lambda^{a}\lambda^{a_1} \notin M_{(y,a)}\). In a similar way, we can construct now a sequence \((\lambda_n) \subset M_{(y,a)}\) such that \(0 < \lambda_n \leq q^n\) for all \(n\), hence \((\lambda_n) \downarrow 0\). But \((1 - \lambda_n)y + \lambda_n a \in M\) means that \(y + \lambda_n (a - y) \in M\), that is, \(a - y \in T_B(M, y)\). The element \(a\) was arbitrarily chosen in \(M\), so \(M - y \subset T_B(M, y)\) and this is the conclusion.
Practically, in the proof of the above proposition, we proved that $M$ is strictly star-shaped at $y$ if and only if

$$\forall a \in M, \exists (\lambda_n) \subset (0,1), \lambda_n \to 0 \quad \text{s.t. } \forall n, (1-\lambda_n)y + \lambda_na \in M.$$  (3.6)

As a first consequence of Proposition 3.3, we obtain the following corollary.

**Corollary 3.4.** If the set $M + Q$ is strictly star shaped at $y \in M$, then $y \in \text{BoMin}(M, Q)$ if and only if $y \in \text{BeMin}(M, Q)$.

We mention that in the literature the coincidence of these minimum concepts is given only in global convexity assumptions. In our corollary, the involved cones are not necessarily convex.

Following Proposition 3.2(ii), the assumption that $M + Q$ is strictly star shaped at $y$ is weaker than the assumption that $M$ is strictly star shaped at $y$. For example, consider $Q = [0, \infty) \times \{0\} \subset \mathbb{R}^2$ and $M \subset \mathbb{R}^2, M = \{0\} \times [0, 2] \cup \{(x, y) \mid x \geq 0, y \geq 0, x + y \leq 1\} \cup \{(x, y) \mid x \geq 0, y \in [1, 2], x - y \leq -1\}$. The set $M$ is not strictly star shaped at $(1,0)$, but $M + Q = [0, \infty) \times [0, 2]$ is convex.

We prove that under appropriate assumptions $P\text{Min}$ and $\text{BoMin}$ are the same.

**Proposition 3.5.** (i) $P\text{Min}(M, Q) \subset \text{BoMin}(M, Q)$;
(ii) if $M + Q$ is strictly star shaped at $y \in M$, $Q$ has compact base, and $y \in \text{BoMin}(M, Q)$, then $y \in P\text{Min}(M, Q)$.

**Proof.** (i) Let $y \in P\text{Min}(M, Q)$; then there exists a convex cone $P$ such that $Q \setminus \{0\} \subset \text{int} P$ and $y \in \text{Min}(M, P) \subset W\text{Min}(M, P)$. Following Proposition 1.8, $T_B(M + P, y) \cap (-\text{int} P) = \emptyset$, which implies that $T_B(M + Q, y) \cap (-Q) = \emptyset$. Hence, $y \in \text{BoMin}(M, Q)$.

(ii) Let $y \in \text{BoMin}(M, Q)$, that is, $T_B(M + Q, y) \cap (-Q) = \emptyset$. We can apply Theorem 1.5, so there exists a convex, pointed cone $P$ such that $T_B(M + Q, y) \cap (-P) = \emptyset$ and $Q \setminus \{0\} \subset \text{int} P$. Again, in our assumptions, $M - y \subset M + Q - y \subset T_B(M + Q, y)$, hence $(M - y) \cap (-P) = \emptyset$, that is, $y \in P\text{Min}(M, Q)$. \hfill $\square$

Using Corollary 3.4 and Proposition 3.5, we obtain the next result.

**Corollary 3.6.** If $M + Q$ is strictly star shaped at $y \in M$ and $Q$ has compact base, then the following are equivalent:

(i) $y \in \text{BoMin}(M, Q)$;
(ii) $y \in \text{BeMin}(M, Q)$;
(iii) $y \in P\text{Min}(M, Q)$.

We present now another notion which we will use in the sequel.

**Definition 3.7.** $M$ is called nearly convex at $y$ if there exists an open convex neighborhood $V$ of $y$ such that $\text{cl}(M \cap V)$ is convex.

**Remark 3.8.** If $M$ is nearly convex at $y$, then $T_B(M, y)$ is convex, because, following (P2), one has $T_B(M, y) = T_B(M \cap V, y) = T_B(\text{cl}(M \cap V), y)$ and the last set is convex from (P1).
We present now a scalarization result for Borwein proper minimum.

**Proposition 3.9.** Suppose that $M + Q$ is nearly convex at $y \in M$ and $Q$ has compact base. If $y \in \text{BoMin}(M, Q)$, then there exists $y^* \in Q^i$ such that

$$\langle T_B(M + Q, y), y^* \rangle \geq 0. \quad (3.7)$$

In particular, $\langle M \cap V, y^* \rangle \geq \langle y, y^* \rangle$, where $V$ is the neighborhood of $y$ from Definition 3.7. If, moreover, $M + Q$ is strictly star shaped at $y$, then $\langle M, y^* \rangle \geq \langle y, y^* \rangle$. Conversely, if there exists $y^* \in Q^i$ such that $\langle M, y^* \rangle \geq \langle y, y^* \rangle$, then $y \in \text{BoMin}(M, Q)$.

**Proof.** The first part results from Theorem 1.6, because in our assumptions $T_B(M + Q, y)$ is a convex cone (see Remark 3.8). In particular, $M \cap V - y \subset (M + Q) \cap V - y \subset T_B(M + Q, y)$ and then $\langle v, y^* \rangle \geq \langle y, y^* \rangle$ for all $v \in M \cap V$.

If $M + Q$ is strictly star shaped at $y$, $T_B(M + Q, y) = C(M + Q - y)$ and this proves that $\langle v, y^* \rangle \geq \langle y, y^* \rangle$ for all $v \in M$. The converse is true as well: if $\langle v - y, y^* \rangle \geq 0$ for all $v \in M$, then $\langle v - y, y^* \rangle \geq 0$ for all $v \in C(M + Q - y)$, hence $T_B(M + Q, y) \cap (-Q) = \{0\}$ and this is the definition of $y \in \text{BoMin}(M, Q)$. \hfill \square

In the sequel, we use mainly the condition that $M + Q$ is nearly locally convex at $y \in M$. We have the following result.

**Lemma 3.10.** Suppose that the cone $Q$ has nonempty interior. Then the set $M + Q$ is nearly convex at $y \in M$ if and only if there exists an open convex neighborhood $V$ of $y$ such that $(M + \text{int} Q) \cap V$ is convex.

**Proof.** Suppose that $M + Q$ is nearly convex at $y$; there exists an open, convex neighborhood $V$ of $y$ such that $\text{cl}((M + Q) \cap V)$ is convex, hence its nonempty interior is convex as well; relation (1.8) shows that $(M + \text{int} Q) \cap V$ is convex. Suppose that $(M + \text{int} Q) \cap V$ is convex; then its closure is convex as well, and relation (1.7) shows that $M + Q$ is nearly convex at $y$. The proof is complete. \hfill \square

### 4. Application: Borwein proper minima

In this section, as an application of the results presented in the previous section, we study the proper minimizers in the sense of Borwein for optimization problem (2.13). Let $X$ and $Z$ be normed vector spaces and $R$ a convex pointed cone in $Z$ with nonempty interior. In the first part of this section, we consider the following minimization problem:

$$(\Pi) \quad \min F(x) \text{ subject to } x \in A,$$  \quad (4.1)

where $F : X \rightrightarrows Y$ is a set-valued map and $A \subseteq X$ is a nonempty set. A point $(x, y) \in X \times Y$ is called minimizer for problem (4.1) if $x \in A$, $y \in F(x)$, and $y \in \text{Min}(F(A), Q)$. We work with similar definitions for the other minimum notions defined in Section 1. In order to apply some results of Section 3, we present a condition which ensures that $F(A) + Q$ is nearly convex at a point.
Definition 4.1. $F$ is said to be subconvexlike at $y \in F(A)$ with respect to $A$ if there exists an open convex neighborhood $V$ of $y$ such that

$$
\forall \alpha \in (0,1), \ \forall y_1, y_2 \in F(A) \cap (V - Q), \ \exists \varphi \in \text{int } Q \text{ s.t. } \forall \varepsilon > 0, \ \varepsilon \varphi + \alpha y_1 + (1 - \alpha) y_2 \in F(A) + \text{int } Q.
$$

\(4.2\)

Proposition 4.2. Suppose that $y \in F(A)$. Consider the following affirmations:

(i) $F$ is subconvexlike at $y$ with respect to $A$;

(ii) there exists an open convex neighborhood $V$ of $y$ such that

$$
\forall \alpha \in (0,1), \ \forall y_1, y_2 \in F(A) \cap (V - Q), \ \alpha y_1 + (1 - \alpha) y_2 \in \text{cl} (F(A) + Q); \quad \text{(4.3)}
$$

(iii) $F(A) + Q$ is nearly convex at $y$.

Then (i) $\Rightarrow$ (ii) $\Rightarrow$ (iii).

Proof. (i) $\Rightarrow$ (ii). Take $V$ the same neighborhood as in Definition 4.1 and $\alpha \in (0,1)$, $y_1, y_2 \in F(A) \cap (V - Q)$. Consider $(\varepsilon_n) \downarrow 0$; then there exists $\varphi \in \text{int } Q$ such that $\varepsilon_n \varphi + \alpha y_1 + (1 - \alpha) y_2 \in F(A) + \text{int } Q$ for all $n$. As $\varepsilon_n \varphi \to 0$, we can write

$$
\alpha y_1 + (1 - \alpha) y_2 \in \text{cl} (F(A) + \text{int } Q) = \text{cl} (F(A) + Q).
$$

\(4.4\)

The last equality follows from (1.7) taking $V = Y$ and $M = F(A)$. See also [6, Lemma 2.5].

(ii) $\Rightarrow$ (i). Take $\alpha \in (0,1)$, $y_1, y_2 \in F(A) \cap (V - Q)$, and $\psi \in \text{int } Q$. In our hypothesis, $\alpha y_1 + (1 - \alpha) y_2 \in \text{cl} (F(A) + Q)$, so

$$
\psi + \alpha y_1 + (1 - \alpha) y_2 \in \text{cl} (F(A) + Q) + \text{int } Q.
$$

\(4.5\)

It is enough to prove that

$$
\text{cl} (F(A) + Q) + \text{int } Q = F(A) + \text{int } Q
$$

\(4.6\)

to obtain an apparently stronger conclusion, because for all $\varphi \in \text{int } Q$ and $\varepsilon > 0$, $\varepsilon \varphi \in \text{int } Q$. Indeed, the inclusion $F(A) + \text{int } Q \subset \text{cl}(F(A) + Q) + \text{int } Q$ is obvious. Take $y \in \text{cl}(F(A) + Q) + \text{int } Q$; then there exist $q \in \text{int } Q, (y_n) \subset F(A)$, and $(q_n) \subset Q$ such that $y_n + q_n \to y - q$, that is, $y_n + q_n + q \to y$. As $(q_n + q) \subset \text{int } Q$, we obtain that $y \in \text{cl}(F(A) + Q)$. Then

$$
\text{cl} (F(A) + Q) + \text{int } Q \subset \text{cl}(F(A) + \text{int } Q) \subset \text{cl} (F(A) + Q).
$$

\(4.7\)

But $\text{cl}(F(A) + Q) + \text{int } Q$ is an open set, hence

$$
\text{cl} (F(A) + Q) + \text{int } Q \subset \text{int} (\text{cl} (F(A) + Q)) = F(A) + \text{int } Q.
$$

\(4.8\)

For the last equality, we used relation (1.8) for $V = Y$ and $F(A)$ instead of $M$.

(i) $\Rightarrow$ (iii). Taking into account Lemma 3.10, it is enough to prove that $(F(A) + \text{int } Q) \cap V$ is convex, where $V$ is the neighborhood of $y$ from Definition 4.1. Consider $v_1, v_2 \in (F(A) + \text{int } Q) \cap V$ and $\alpha \in (0,1)$; there exist $y_1, y_2 \in F(A)$, $u_1, u_2 \in \text{int } Q$ such that $v_i = y_i + u_i$, $i \in \{1,2\}$, hence $y_i = v_i - u_i \in V - \text{int } Q = V - Q$. From Definition 4.1, there exists $\varphi \in \text{int } Q$ such that for every $\varepsilon > 0$, $\varepsilon \varphi + \alpha v_1 + (1 - \alpha) v_2 \in F(A) + \text{int } Q$, hence

$$
\varepsilon \varphi + \alpha v_1 + (1 - \alpha) v_2 - \alpha u_1 - (1 - \alpha) u_2 \in F(A) + \text{int } Q.
$$

\(4.9\)
We can find an \( \varepsilon > 0 \) such that \((\varepsilon \varphi - \alpha u_1 - (1 - \alpha) u_2) \in -\text{int} \ Q, \) hence
\[
\alpha v_1 + (1 - \alpha) v_2 \in F(A) + \text{int} \ Q + \text{int} \ Q = F(A) + \text{int} \ Q
\] (4.10)
and the proof is complete. \( \square \)

In fact, we proved that \( F \) is subconvexlike at \( y \) with respect to \( A \) if and only if there exists an open convex neighborhood \( V \) of \( y \) such that
\[
\forall \alpha \in (0,1), \ \forall y_1, y_2 \in F(A) \cap (V - Q), \ \forall \psi \in \text{int} \ Q,
\psi + \alpha y_1 + (1 - \alpha) y_2 \in F(A) + \text{int} \ Q.
\] (4.11)

The implication from (iii) to (i) in the above result is false as the following example shows.

Take \( F : \mathbb{R} \Rightarrow \mathbb{R}^2, \ A = [0,4], \ Q = \mathbb{R}^2_+, \) and
\[
F(x) = \begin{cases}
\{x\} \times [0,1], & \text{if } x \in [0,1), \\
\{x\} \times [-1,1], & \text{if } x \in [1,2), \\
\emptyset, & \text{if } x \in (2,3), \\
\{x\} \times [3 - x, x - 3], & \text{if } x \in [3,4].
\end{cases}
\] (4.12)

It is easy to see that \( F \) is nearly convex at \((3,0)\) but, for every neighborhood \( V \) of \((3,0)\), we can find \( y_1, y_2 \in F(A) \cap (V - Q), \) close to \((1,0), \) and \( \alpha \in (0,1), \ \psi \in \text{int} \ Q, \) such that \( \psi + \alpha y_1 + (1 - \alpha) y_2 \not\in F(A) + \text{int} \ Q. \)

Remark 4.3. If we take \( V = Y, \) it is easy to see that the condition of subconvexlikeness at a point is equivalent with the definition of subconvexlikeness (see, e.g., [22]) and is also equivalent with the convexity of \( F(A) + \text{int} \ Q. \) So the subconvexlikeness at a point can be seen as a localization of the concept of subconvexlikeness.

From Propositions 3.9 and 4.2, we obtain the next corollary.

**Corollary 4.4.** Suppose that \( F \) is subconvexlike at \( y \in F(A) \) with respect to \( A \) and \( Q \) has compact base. If \((x, y)\) is a proper minimizer in the sense of Borwein for problem (4.1), then there exists \( y^* \in Q^+ \), such that \( \langle T^*_B(F(A) + Q, y), y^* \rangle \geq 0. \) If, moreover, \( F(A) + Q \) is strictly star shaped at \( y, \) then \((x, y)\) is proper minimizer in the sense of Borwein for problem (4.1) if and only if
\[
\langle F(A), y^* \rangle \geq \langle y, y^* \rangle,
\] (4.13)
for some \( y^* \in Q^+. \)

Remark 4.5. In the assumptions we consider in the above corollary, \( Q \) has compact base and has nonempty interior, the normed vector space \( Y \) is necessarily finite dimensional. To prove this, we denote by \( B \) the compact base of \( Q. \) Then the set \([0,1]B := \{ab \mid \alpha \in [0,1], \ b \in B\}\) is a compact set with nonempty interior, so we can find a closed ball of \( Y \) which is compact, hence \( Y \) is finite dimensional.
We illustrate the preceding corollary by some examples in which we consider nonconvex cases for problems of type (4.1). These examples show that the imposed conditions cannot be omitted and, on the other hand, have the role to emphasize the enlargement provided by our result to the usual case of such problems.

**Example 4.6.** Consider \( F : \mathbb{R} \to \mathbb{R}^2, A = \mathbb{R}, Q = \{(x,u) \in \mathbb{R}^2 \mid 0 \leq x \leq u/2\} \). First we define

\[
F(x) = \begin{cases} \emptyset, & \text{if } x < -1 \text{ or } x > 0, \\ \{x\} \times ([x,2-x]), & \text{if } x \in [0,1]. 
\end{cases}
\] (4.14)

Then \( T_B(F(A) \cup Q, (0,0)) = F(A) \cup Q \) and \( (F(A) \cup Q) \cap -Q = \emptyset \), whence \((0,(0,0))\) is a proper minimizer in the sense of Borwein. But \( F(A) \cup Q \) is not nearly convex at \( y = (0,0) \) and \( F(A) \cup Q \) cannot be included in the positive hyperplane given by some \( y^* \in Q^i \), so the subconvexlikeness condition cannot be omitted. Secondly, we take

\[
F(x) = \begin{cases} (x,2), & \text{if } x < 0, \\ \{x\} \times ([x,2-x]), & \text{if } x \in [0,1] \cap Q, \\ \{x\} \times ([x,2-x]), & \text{if } x \in [0,1] \cap \mathbb{R} \setminus Q, \\ \emptyset, & \text{if } x > 1. 
\end{cases}
\] (4.15)

It is clear that \( F \) is subconvexlike at \( y = (0,0) \) with respect to \( A \). Moreover, some calculations show that \( T_B(F(A) \cup Q, y) = \{(x,y) \in \mathbb{R}^2 \mid 0 \leq x \leq u\} \); therefore, \((0,(0,0))\) is a proper minimizer in the sense of Borwein. Consequently, we can use only the first part of our preceding corollary to include \( T_B(F(A) \cup Q, y) \) in a hyperplane given by some \( y^* \in Q^i \), despite the nonconvexity of \( F(A) \cup Q \). It is easy to see that \( F(A) \cup Q \) is not strictly star shaped at \((0,0)\) and that \( F(A) \) and \( \{y\} \) cannot be separated by a hyperplane given by a \( y^* \in Q^i \), so in the second part of the above result, the strict star-shaped condition cannot be omitted. Now, if we take \( Q = \mathbb{R}^2 \) and

\[
F(x) = \begin{cases} \emptyset, & \text{if } x < 0 \text{ or } x > 1, \\ \{x\} \times ([x,2-x]), & \text{if } x \in [0,1] \cap Q, \\ \{x\} \times ([x,2-x]), & \text{if } x \in [0,1] \cap \mathbb{R} \setminus Q, 
\end{cases}
\] (4.16)

we can apply the second part of the corollary as well in order to characterize Borwein minima.

Let us consider problem (2.13) from Section 2, where \( G : X \to Z \) is a set-valued map. The definitions for minimizers of problem (2.13) are the same as for problem (4.1) with the set \( K := A \cap \{x \in X \mid G(x) \cap (-R) \neq \emptyset\} \) instead of \( A \).

In order to prove a necessity result for problem (2.13), we need a condition to ensure the convexity of the set

\[
L := \bigcup_{x \in A} ((F(x) + \text{int} Q) \cap V) \times (G(x) + \text{int} R),
\] (4.17)

where the notations are the same as above and \( V \) is an open convex neighborhood of \( y \).
As in the proof of Proposition 4.2, it can be proved that the following assumption, which in a sense is a local subconvexlikelihood condition for the pair \((F,G)\), ensures the desired convexity condition:

\[
\forall \alpha \in (0,1), \forall x_1, x_2 \in A, \forall y_1 \in F(x_i) \cap (V - \text{int} Q), \forall z_i \in G(x_i), i \in \{1,2\}, \exists x_3 \in A, \exists \varphi \in \text{int} Q, \exists \psi \in \text{int} R \text{ s.t. } \forall \varepsilon > 0, \\
\varepsilon \varphi + \alpha y_1 + (1 - \alpha) y_2 \in F(x_3) + \text{int} Q, \\
\varepsilon \psi + \alpha z_1 + (1 - \alpha) z_2 \in G(x_3) + \text{int} R.
\]

(4.18)

For related conditions used in the literature, see, for example, [13].

**Theorem 4.7.** Let \((x, y)\) be a proper minimizer in the sense of Borwein for the problem (2.13). Suppose that \(F\) is subconvexlike at \(y \in F(K)\) with respect to \(K\) and \(L\) is convex. Then there exist \((y^*, z^*) \in Q^* \times R^+ \setminus \{(0,0)\}\) and an open convex neighborhood \(V\) of \(y\) such that, for all \(x' \in A\),

\[
\langle F(x') \cap V, y^* \rangle + \langle G(x'), z^* \rangle \geq \langle y, y^* \rangle
\]

(4.19)

and \(0 \in \langle G(x), z^* \rangle\).

**Proof.** First, we can consider that the neighborhoods of \(y\) involved in subconvexlikeness and in the definition of the set \(L\) are the same: simply take the intersection in both conditions and denote it by \(V\). We have \(T_B(F(K) + Q, y) \cap (-Q) = \{0\}\), hence \(C((F(K) + Q \cap V - y) \cap (-Q) = \{0\}\). Consequently,

\[
y \notin ((F(K) + Q) \cap V) + \text{int} Q.
\]

(4.20)

We claim that \((y, 0) \notin \bigcup_{x' \in A} ((F(x') + \text{int} Q) \cap V + \text{int} Q) \times (G(x') + \text{int} R)\). Indeed, in the contrary case, there exists \(x' \in A\) such that

\[
y \in (F(x') + \text{int} Q) \cap V + \text{int} Q, \quad 0 \in G(x') + \text{int} R.
\]

(4.21)

The second inclusion ensures that \(x' \in K\) and the first that

\[
y \in (F(K) + \text{int} Q) \cap V + \text{int} Q,
\]

(4.22)

in contradiction with (4.20). But, from (A), the set

\[
\bigcup_{x' \in A} ((F(x') + \text{int} Q) \cap V + \text{int} Q) \times (G(x') + \text{int} R)
\]

(4.23)

is convex and we can apply Eidelheit’s separation theorem. There exists \((y^*, z^*) \in Q^* \times R^+ \setminus \{(0,0)\}\) such that, for all \(x' \in A\),

\[
\langle (F(x') + \text{int} Q) \cap V + \text{int} Q, y^* \rangle + \langle G(x') + \text{int} R, z^* \rangle \geq \langle y, y^* \rangle.
\]

(4.24)

It is easy to prove, using standard arguments, that for every \(v \in \text{int} Q\), \(\langle v, y^* \rangle \geq 0\), hence \(\langle v, y^* \rangle \geq 0\) for all \(v \in \text{cl}(\text{int} Q) \supset Q\). This proves that \(y^* \in Q^*\). Similarly, \(z^* \in R^+\) and,
Global and local optimality conditions

moreover,

$$\langle (F(x') + \text{int } Q) \cap V, y^* \rangle + \langle G(x'), z^* \rangle \geq \langle y, y^* \rangle,$$

(4.25)

for all \(x' \in A\). Then

$$\langle \text{cl}((F(x') + \text{int } Q) \cap V), y^* \rangle + \langle G(x'), z^* \rangle \geq \langle y, y^* \rangle.$$  

(4.26)

Since \(\text{cl}((F(x') + \text{int } Q) \cap V) = \text{cl}((F(x') + Q) \cap V) \supset (F(x') + Q) \cap V\), we obtain

$$\langle (F(x') + Q) \cap V, y^* \rangle + \langle G(x'), z^* \rangle \geq \langle y, y^* \rangle,$$

(4.27)

for all \(x' \in A\). Take \(x' = x\); since \(y \in (F(x) + Q) \cap V\), we have that \(\langle G(x), z^* \rangle \geq 0\). But there exists \(z \in G(x) \cap (-R)\), hence \(\langle z, z^* \rangle \geq 0\) and, on the other hand, \(\langle z, z^* \rangle \leq 0\), so \(\langle z, z^* \rangle = 0\), that is, \(0 \in \langle G(x), z^* \rangle\). The proof is complete. □
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