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Singular nonlinear initial-value problems (IVPs) in first-order and second-order partial differential equations (PDEs) arising in fluid mechanics are semianalytically solved. To achieve this, the modified decomposition method (MDM) is used in conjunction with some new inverse differential operators. In other words, new inverse differential operators are developed for the MDM and used with the MDM to solve first- and second-order singular nonlinear PDEs. The results of the solutions by the MDM together with new inverse operators are compared with the existing exact analytical solutions. The comparisons show excellent agreement.

1. Introduction

Singular nonlinear partial differential equations (PDEs) arise in various physical phenomena in applied sciences and engineering from such areas as fluid mechanics and heat transfer, Riemannian geometry, applied probability, mathematical physics, and biology. The Adomian decomposition method (ADM) and modified decomposition method (MDM) are semianalytical methods that give approximate analytical solutions for the differential equations. MDM was first developed by Wazwaz and El-Sayed [1] who applied it to solve the ordinary differential equations (ODEs). Since then the MDM has been used for solving various equations in mathematics and physics [2–4], boundary value problems [5–9], various problems in engineering [10–13], and initial-value problems [14–17]. Adomian et al. [14] solved the Lane-Emden equation using the MDM. Wazwaz [15] investigated singular initial-value problems, linear and nonlinear, homogeneous and nonhomogeneous, by using the ADM. Hasan and Zhu [16] reported the solution of singular nonlinear initial-value problems in ordinary differential equations (ODEs) by the ADM. Wu [17] extended the ADM for the calculations of the nondifferentiable functions in nonsmooth initial-value problems. His iteration procedure was based on Jumarie Taylor series. Abassy [18] introduced a qualitative improvement in the ADM for solving nonlinear nonhomogenous initial-value problems. Lin et al. [19], based on a new definition of the Adomian polynomials and the two-step Adomian decomposition method combined with the Pade technique, proposed a new algorithm to construct accurate analytical approximations of nonlinear differential equations with initial conditions. Wazwaz et al. [20] used the ADM to handle the integral form of the Lane-Emden equations with initial values and boundary conditions.

To the best knowledge of author, till now, no one has attempted the modified decomposition method on solving singular nonlinear partial differential equations. Our motivation in the present study is to improve the MDM by new developed inverse differential operators to obtain approximate analytical solutions to the singular nonlinear initial-value problems in first- and second-order PDEs.

2. Application of MDM for Solving Singular Nonlinear PDEs

2.1. General First-Order Singular Nonlinear PDEs. Consider the following general first-order (in t) singular nonlinear PDE:

\[
\frac{\partial u}{\partial t} + p \frac{\partial u}{\partial x} = F(x, u, \frac{\partial u}{\partial x}),
\]

(1)
where \( t \) and \( x \) are independent variables, \( u \) is the dependent variable, \( F \) is a nonlinear function of \( x, u, \) and \( u_0, \) and \( p \) is a real constant: \( p > 0. \) The initial condition is as follows:

\[
\begin{align*}
   u (x, 0) = h (x). \\
\end{align*}
\]

(2)

In order to solve the PDE (1) with initial condition (2) by the modified decomposition method, at first, the linear differential operator \( L (\cdot) = \partial(\cdot)/\partial t + (p/t)(\cdot) \) is defined, and the left-hand side of (1) is rewritten as

\[
L_t u = \frac{\partial u}{\partial t} + \frac{p}{t} u. \\
\]

(3)

The inverse differential operator of \( L_t, \) that is, \( L_t^{-1}, \) is defined as

\[
L_t^{-1} (\cdot) = \frac{1}{t} \int_0^t \int_0^t L_t (\cdot) \, dt \, dt. \\
\]

(4)

It can be shown that applying the inverse differential operator, defined in (4), to the left-hand side of (1) results in

\[
\begin{align*}
   L_t^{-1} \left( \frac{\partial u}{\partial t} + \frac{p}{t} u \right) \\
   = \frac{1}{t^p} \int_0^t t^p \left( \frac{\partial u}{\partial t} + \frac{p}{t} u \right) \, dt \\
   = \frac{1}{t^p} \int_0^t \frac{\partial}{\partial t} \left( t^p u \right) \, dt \\
   = \frac{1}{t^p} \int_0^t (t^p u)' \, dt \\
   = \frac{1}{t^p} \int_0^t t^p u \, dt = u. \\
\end{align*}
\]

(5)

The inverse differential operator of (4), defined in the present work, can be used to solve the general first-order singular nonlinear PDEs. Applying (4) to (1) gives

\[
L_t u = F \left( x, u, \frac{\partial u}{\partial x} \right) \Rightarrow u (x, t) = h (x) + L_t^{-1} \left( F \left( x, u, \frac{\partial u}{\partial x} \right) \right),
\]

(6)

where \( h(x) \) is obtained as the result of initial condition. The Adomian decomposition method (ADM) states that the dependent variable \( u(x, t) \) and the nonlinear term \( F \) should be written as the following infinite series [1]:

\[
\begin{align*}
   u (x, t) &= \sum_{m=0}^{\infty} u_m (x, t), \\
   F \left( x, u, \frac{\partial u}{\partial x} \right) &= \sum_{m=0}^{\infty} A_m (x, t). \\
\end{align*}
\]

(7)

Substituting the infinite series of (7) in (6) gives

\[
\sum_{m=0}^{\infty} u_m (x, t) = h (x) + L_t^{-1} \left( \sum_{m=0}^{\infty} A_m (x, t) \right).
\]

(8)

According to the ADM, all terms of \( u(x, t) \) except \( u_0(x, t) \) are determined by recursive relation; that is, [2]

\[
\begin{align*}
   u_0 (x, t) &= h (x), \\
   u_1 (x, t) &= L_t^{-1} (A_0 (x, t)), \\
   u_{m+1} (x, t) &= L_t^{-1} (A_m (x, t)), \\
   m &\geq 1.
\end{align*}
\]

(9)

The modified decomposition method (MDM) applies a slight modification to ADM, such that it splits \( h(x) \) into two parts: \( h(x) = h_1(x) + h_2(x); \) the first part, \( h_1(x), \) is written with \( u_0(x, t), \) and the second part, \( h_2(x), \) is written with \( u_1(x, t) \) as follows:

\[
\begin{align*}
   u_0 (x, t) &= h_1 (x), \\
   u_1 (x, t) &= h_2 (x) + L_t^{-1} (A_0 (x, t)), \\
   u_{m+1} (x, t) &= L_t^{-1} (A_m (x, t)), \\
   m &\geq 1.
\end{align*}
\]

(10)

Although modification to ADM from MDM is slight, it enhances convergence behavior of the decomposition method. The Adomian polynomials \( A_m \)'s are defined as [3]

\[
A_m = \left[ \frac{1}{m!} \frac{d^m}{d\lambda^m} F \left( \sum_{i=0}^{m} \lambda^i u_0 \right) \right]_{\lambda=0}.
\]

(11)

2.2. Second-Order Singular Nonlinear PDEs. Consider the following second-order (in \( t \)) singular nonlinear partial differential equation:

\[
\begin{align*}
   &\frac{\partial^2 u}{\partial t^2} + \frac{2}{t} \frac{\partial u}{\partial t} = F \left( x, u, \frac{\partial u}{\partial x}, \frac{\partial^2 u}{\partial x^2} \right),
\end{align*}
\]

(12)

where \( t \) and \( x \) are independent variables, \( u \) is the dependent variable, and \( F \) is a nonlinear function of \( x, u, u_t, \) and \( u_{xx}. \) The initial conditions for the PDE (12) are as follows:

\[
\begin{align*}
   u (x, 0) = f (x), \\
   u_t (x, 0) = g (x).
\end{align*}
\]

(13)

In order to use the MDM, the left-hand side of (12) is considered as the linear invertible operator \( L_t: \)

\[
L_t u = \frac{\partial^2 u}{\partial t^2} + \frac{2}{t} \frac{\partial u}{\partial t} \Rightarrow L_t (\cdot) = \frac{\partial^2 (\cdot)}{\partial t^2} + \frac{2}{t} \frac{\partial (\cdot)}{\partial t}.
\]

(14)

The inverse of the linear differential operator \( L_t, \) that is, \( L_t^{-1}, \) is defined as [16]

\[
L_t^{-1} (\cdot) = \frac{1}{t} \int_0^t \int_0^t t (\cdot) \, dt \, dt.
\]

(15)
Applying the inverse differential operator \( L_i^{-1} \), defined in (15), to the left-hand side of (12) gives

\[
L_i^{-1} \left( \frac{\partial^2 u}{\partial t^2} + \frac{2 \partial u}{\partial t} \right) = \frac{1}{t} \int_0^t \int_0^t \left( \frac{\partial^2 u}{\partial t^2} + \frac{2 \partial u}{\partial t} \right) dt \, dt
\]

\[
= \frac{1}{t} \int_0^t \int_0^t \left( \frac{\partial u}{\partial t} + u \right) dt \, dt
\]

\[
= \frac{1}{t} \int_0^t \frac{\partial}{\partial t} (tu) \, dt - u(x,0)
\]

\[
= \frac{1}{t} (tu)_{t=0} - u(x,0) = u(x,t) - u(x,0).
\]

The inverse differential operator of (15) can be used to solve the second-order singular nonlinear PDEs. Applying the inverse differential operator of (15) to (12) results in

\[
L_i u = F \left( x, u, \frac{\partial u}{\partial x}, \frac{\partial^2 u}{\partial x^2} \right) \xrightarrow{L_i^{-1}} u(x,t)
\]

\[
= f(x) + t g(x) + L_i^{-1} \left( \sum_{m=0}^{\infty} A_m(x,t) \right),
\]

where \( f(x) + t g(x) \) is obtained as the result of initial conditions. Substitution of the dependent variable \( u(x,t) \) and the nonlinear term \( F \) with the infinite series of (7) gives

\[
\sum_{m=0}^{\infty} u_m(x,t) = f(x) + t g(x) + L_i^{-1} \left( \sum_{m=0}^{\infty} A_m(x,t) \right),
\]

where the Adomian polynomials, \( A_m \)'s, are defined in (11). The modified decomposition method splits \( f(x) + t g(x) \) into two parts; the first part, \( f(x) \), is written with \( u_0(x,t) \), and the second part, \( t g(x) \), is written with \( u_1(x,t) \) as follows:

\[
u_0(x,t) = f(x),
\]

\[
u_1(x,t) = t g(x) + L_i^{-1} \left( A_0(x,t) \right),
\]

\[
u_{m+1}(x,t) = L_i^{-1} \left( A_m(x,t) \right), \quad m \geq 1.
\]

### 2.3 General Second-Order Singular Nonlinear PDEs

Consider the following general second-order (in \( t \)) singular nonlinear PDE:

\[
\frac{\partial^2 u}{\partial t^2} + \frac{p \partial u}{\partial t} = F \left( x, u, \frac{\partial u}{\partial x}, \frac{\partial^2 u}{\partial x^2} \right),
\]

where \( t \) and \( x \) are independent variables, \( u \) is the dependent variable, \( F \) is a nonlinear function of \( x, u, u_x, \) and \( u_{xx} \), and \( p \) is a real constant: \( p > 0 \). The initial conditions for the PDE (20) are

\[
\begin{align*}
u(x,0) &= f(x), \quad u_t(x,0) = g(x). \quad (21)
\end{align*}
\]

In order to use the MDM, the left-hand side of PDE (20) is considered as the linear invertible operator \( L_i \):

\[
L_i u = \frac{\partial^2 u}{\partial t^2} + \frac{p \partial u}{\partial t} \quad \Rightarrow L_i^{-1} = \frac{\partial^2}{\partial t^2} + \frac{p \partial}{\partial t}.
\]

The inverse of the linear differential operator \( L_i \), that is, \( L_i^{-1} \), is defined as

\[
L_i^{-1} \left( \frac{\partial^2 u}{\partial t^2} + \frac{p \partial u}{\partial t} \right)
\]

\[
= \int_0^t \int_0^t \left( \frac{\partial^2 u}{\partial t^2} + \frac{p \partial u}{\partial t} \right) \, dt \, dt
\]

\[
= \int_0^t \int_0^t \left( \frac{\partial u}{\partial t} + u \right) \, dt \, dt
\]

\[
= \int_0^t \frac{\partial}{\partial t} (tu) \, dt - u(x,0)
\]

\[
= \int_0^t (tu)_{t=0} - u(x,0) = u(x,t) - u(x,0).
\]

The inverse differential operator of (23), obtained here for the general second-order singular nonlinear PDEs, has never been reported before. Applying the inverse differential operator of (23) to (31) results in

\[
L_i u = F \left( x, u, \frac{\partial u}{\partial x}, \frac{\partial^2 u}{\partial x^2} \right) \xrightarrow{L_i^{-1}} u(x,t)
\]

\[
= f(x) + t g(x) + L_i^{-1} \left( \sum_{m=0}^{\infty} A_m(x,t) \right),
\]

where \( f(x) + t g(x) \) is obtained as the result of initial conditions. Substitution of the dependent variable \( u(x,t) \) and the nonlinear term \( F \) with the infinite series of (7) in (25) gives

\[
\sum_{m=0}^{\infty} u_m(x,t) = f(x) + t g(x) + L_i^{-1} \left( \sum_{m=0}^{\infty} A_m(x,t) \right),
\]

where the Adomian polynomials \( A_m \)'s are defined in (11). The MDM splits \( f(x) + t g(x) \) into two parts; the first part, \( f(x) \),
is written with $u_0(x,t)$, and the second part, $tg(x)$, is written with $u_1(x,t)$ as follows:

$$u_0(x,t) = f(x),$$
$$u_1(x,t) = tg(x) + L_t^{-1}(A_0(x,t)), \tag{27}$$
$$u_{m+1}(x,t) = L_t^{-1}(A_m(x,t)), \ m \geq 1.$$  

2.4. General Complete Second-Order Singular Nonlinear PDEs.

Consider the general second-order (in $t$) singular nonlinear PDE in the following form:

$$\frac{\partial^2 u}{\partial t^2} + \frac{2p}{t} \frac{\partial u}{\partial t} + \frac{p(p-1)}{t^2} u = F(x,u, \frac{\partial u}{\partial x}, \frac{\partial^2 u}{\partial x^2}, \frac{\partial^3 u}{\partial t \partial x}, \frac{\partial^3 u}{\partial t^2 \partial x^2}), \tag{28}$$

where $t$ and $x$ are independent variables, $u$ is the dependent variable, $F$ is a nonlinear function of $x, u, u_x, u_{xx},$ and $u_t$, and $p$ is a real constant: $p > 1$. The initial conditions are as follows:

$$u(x,0) = f(x), \quad u_t(x,0) = g(x). \tag{29}$$

Defining the linear differential operator $L_t(\cdot) = (\frac{\partial^2 \cdot}{\partial t^2}) + ((2p/t)\frac{\partial \cdot}{\partial t}) + ((p(p-1)/t^2)\frac{\partial^2 \cdot}{\partial t^2})$, the left-hand side of (29) is rewritten as

$$L_t u = \frac{\partial^2 u}{\partial t^2} + \frac{2p}{t} \frac{\partial u}{\partial t} + \frac{p(p-1)}{t^2} u. \tag{30}$$

The inverse differential operator of $L_t$, that is, $L_t^{-1}$, is defined such that $L_t^{-1}[L_t(u)] = u$ [16]:

$$L_t^{-1}(\cdot) = \frac{1}{t^p} \int_0^t t^p \cdot dt $$

Following the definition of inverse differential operator $L_t^{-1}$, that is, (31), it can be shown that

$$L_t^{-1} \left( \frac{\partial^2 u}{\partial t^2} + \frac{2p}{t} \frac{\partial u}{\partial t} + \frac{p(p-1)}{t^2} u \right)$$

$$= \frac{1}{t^p} \int_0^t \int_0^t t^p \left( \frac{\partial^2 u}{\partial t^2} + \frac{2p}{t} \frac{\partial u}{\partial t} + \frac{p(p-1)}{t^2} u \right) dt \quad \text{dt}$$

$$= \frac{1}{t^p} \int_0^t \frac{\partial}{\partial \tau} \left( t^p \frac{\partial u}{\partial \tau} + p(t^p-1)u \right) dt \quad \text{dt}$$

$$= \frac{1}{t^p} \int_0^t \left( t^p \frac{\partial u}{\partial \tau} + pt^p-1u \right) dt$$

$$= \frac{1}{t^p} \int_0^t \frac{\partial}{\partial \tau} (t^p u) dt = \frac{1}{t^p} (t^p u) = u. \tag{32}$$

The inverse differential operator of (31) can be used to solve the general complete second-order singular nonlinear PDEs.

Applying the inverse differential operator of (31) to (28) results in

$$L_t u = F \left( x, u, \frac{\partial u}{\partial x}, \frac{\partial^2 u}{\partial x^2}, \frac{\partial^3 u}{\partial t \partial x}, \frac{\partial^3 u}{\partial t^2 \partial x^2} \right) \tag{33}$$

where $F(x) + tg(x)$ appears as the result of initial conditions.

Using the MDM, (33) can be rewritten as [11]

$$\sum_{m=0}^{\infty} u_m(x,t) = F(x) + tg(x) + L_t^{-1} \left( \sum_{m=0}^{\infty} A_m(x,t) \right), \tag{34}$$

where the Adomian polynomials $A_m$'s are defined in (11). The MDM splits $F(x) + tg(x)$ into two parts; $F(x)$ is written with $u_0(x,t)$ and $tg(x)$ is written with $u_1(x,t)$ as follows:

$$u_0(x,t) = f(x),$$
$$u_1(x,t) = tg(x) + L_t^{-1}(A_0(x,t)), \tag{35}$$
$$u_{m+1}(x,t) = L_t^{-1}(A_m(x,t)), \ m \geq 1.$$  

3. Case Studies

3.1. Case Study for First-Order Singular Nonlinear PDEs

Case Study 1. Consider the following first-order (in $t$) non-homogeneous singular nonlinear PDE with a homogeneous initial condition:

$$u_t + 2t \cdot u - u_{xxx} - \frac{7}{2} t^3 + 9 t^4,$$

$$u(x,0) = 0. \tag{36}$$

Applying the inverse differential operator $L_t^{-1}(\cdot) = (1/t^{1/2}) \int_0^t (t^{1/2}) dt$, defined in (4) with $p = 1/2$, on (36) gives

$$u(x,t) = -t^3 + 2t^4 + 6L_t^{-1}(u\cdot u_x) - L_t^{-1}(u_{xxx}). \tag{37}$$

Now, according to the MDM, the dependent variable $u(x,t)$ and the nonlinear term $u\cdot u_x$ are substituted with the infinite series of (7) in (37) as follows:

$$u(x,t) = \sum_{m=0}^{\infty} u_m(x,t),$$

$$u\cdot u_x = \sum_{m=0}^{\infty} A_m(x,t)$$

$$\Rightarrow \sum_{m=0}^{\infty} u_m(x,t) = -t^3 + 2t^4 + 6L_t^{-1}(u\cdot u_x) \times \left( \sum_{m=0}^{\infty} A_m(x,t) \right) - L_t^{-1}(u_{xxx}). \tag{38}$$
Due to the MDM in (10), \( u_0, u_1 \), and the recursive relation for \( u_{m+1} \) are obtained from (38) as
\[
\begin{align*}
  u_0 (x, t) &= -t^3, \\
  u_1 (x, t) &= 2t^4, \\
  u_2 (x, t) &= 6L_1^{-1} (A_1 (x, t)) + L_1^{-1} (u_{xx} (x, t)), \\
  u_{m+1} (x, t) &= 6L_1^{-1} (A_m (x, t)) + L_1^{-1} (u_{mxx} (x, t)), \quad m \geq 1.
\end{align*}
\]

The Adomian polynomials \( A_m \)'s, according to (11), are obtained as
\[
\begin{align*}
  A_0 (x, t) &= u_0 (x, t) = u_0 (x, t) = 0, \\
  A_1 (x, t) &= u_0 (x, t) \cdot u_1 (x, t) + u_1 (x, t) \cdot u_0 (x, t) = 0, \\
  A_2 (x, t) &= u_0 (x, t) \cdot u_1 (x, t) + u_1 (x, t) \cdot u_0 (x, t) + u_2 (x, t) \cdot u_0 (x, t) = 0, \\
  A_m (x, t) &= 0, \quad m \geq 3,
\end{align*}
\]
and the expressions for \( u_m \)'s from (39) become
\[
\begin{align*}
  u_0 (x, t) &= -t^3, \\
  u_1 (x, t) &= 2t^4, \\
  u_2 (x, t) &= 6L_1^{-1} (A_1 (x, t)) + L_1^{-1} (u_{xx} (x, t)) = 0, \\
  u_m (x, t) &= 0, \quad m \geq 3.
\end{align*}
\]

The solution of the first-order singular nonlinear initial-value problem of (36) by the use of MDM is the sum of \( u_m \); that is,
\[
u(x, t) = \sum_{m=0}^{\infty} u_m (x, t),
\]
such that
\[
u(x, t) = u_0 (x, t) + u_1 (x, t) + \cdots = -t^3 + 2t^4,
\]
which is the exact solution of the initial-value problem of (36) given by the MDM, which shows the precision of the MDM with the new developed inverse differential operator.

3.2. Case Studies for Second-Order Singular Nonlinear PDEs

Case Study 2. Consider the following second-order initial-value problem:
\[
\begin{align*}
  \frac{\partial^2 u}{\partial t^2} + \frac{2}{t} \frac{\partial u}{\partial t} + \frac{\partial u}{\partial x} + \frac{\partial^2 u}{\partial x^2} &= 1 + x, \\
  u(x, 0) &= 0, \quad u_t (x, 0) = 0.
\end{align*}
\]

Application of the inverse differential operator \( L_1^{-1} (\cdot) = (1/t) \int_0^t t^2 dt \), defined in (15), on the PDE (43) gives
\[
u(x, t) = \frac{t^2}{6} x - L_1^{-1} (u_x \cdot u_{xx}).
\]

Using the MDM with (44) results in
\[
\begin{align*}
  \sum_{m=0}^{\infty} u_m (x, t) &= \frac{t^2}{6} x - \frac{1}{3} \frac{\partial u}{\partial t} - \left( \frac{\partial u}{\partial x} \right)^2 = 1 + \frac{5}{3} x t - t^2, \\
  u(x, 0) &= 0, \quad u_t (x, 0) = 0.
\end{align*}
\]

Therefore, solution of second-order initial-value problem of (43) by MDM is as follows:
\[
u(x, t) = \frac{t^2}{6} x + \frac{2}{3} t^3 - \frac{3}{32} t^4 + L_1^{-1} \left( (u_x)^2 \right),
\]
which is the exact solution of the initial-value problem of (43).

Case Study 3. Consider the following general second-order nonhomogeneous initial-value problem with the homogeneous initial conditions:
\[
\begin{align*}
  \frac{\partial^2 u}{\partial t^2} - \frac{1}{3t} \frac{\partial u}{\partial t} - \left( \frac{\partial u}{\partial x} \right)^2 &= 1 + \frac{5}{3} x t - t^2, \\
  u(x, 0) &= 0, \quad u_t (x, 0) = 0.
\end{align*}
\]

Application of the inverse differential operator \( L_1^{-1} (\cdot) = \int_0^{t^13} \int_0^{t^{-1/3}} (u_x (\cdot) \cdot u_{xx} (\cdot)) \), defined in (23) with \( p = -1/3 \), on PDE (49) gives
\[
u(x, t) = \frac{3}{4} x^2 + \frac{X^3}{3} - \frac{3}{32} t^4 + L_1^{-1} \left( (u_x)^2 \right),
\]
Use of MDM results in

\[
\sum_{m=0}^{\infty} u_m(x,t) = \frac{3}{4} t^2 + \frac{x}{3} t^3 - \frac{3}{32} t^4 + L_t^{-1} \left( \sum_{m=0}^{\infty} A_m(x,t) \right)
\]

(51)

The inverse differential operator developed in (31) is as follows:

\[
u(x,t) = u_0(x,t) + u_1(x,t) + \cdots = \frac{16}{15} t^2 + \frac{72}{35} t^3, \quad (60)
\]

and the expressions for \(A_m's\) are as follows:

\[
A_0(x,t) = u_{0(x,t)}
\]

\[
A_1(x,t) = 2u_{0(x,t)} \cdot u_{1(x,t)}
\]

\[
A_2(x,t) = 2u_{0(x,t)} \cdot u_{2(x,t)} + \left(u_{1(x,t)} \right)^2 = \frac{t^6}{9},
\]

\[
A_3(x,t) = 2u_{0(x,t)} \cdot u_{3(x,t)} + 2u_{1(x,t)} \cdot u_{2(x,t)} = 0,
\]

\[
A_4(x,t) = 2u_{0(x,t)} \cdot u_{4(x,t)} + 2u_{1(x,t)} \cdot u_{3(x,t)} + u_{2(x,t)} \cdot u_{2(x,t)} = 0,
\]

\[
A_m(x,t) = 0, \quad m \geq 5,
\]

(52)

and the expressions for \(u_m's\) take the following forms:

\[
u_0(x,t) = \frac{3}{4} t^2,
\]

\[
u_1(x,t) = \frac{x}{3} t^3 - \frac{3}{32} t^4,
\]

\[
u_2(x,t) = L_t^{-1} \left( A_1(x,t) \right) = 0,
\]

\[
u_3(x,t) = L_t^{-1} \left( A_2(x,t) \right) = \frac{1}{460} t^{23/3},
\]

\[
u_4(x,t) = L_t^{-1} \left( A_3(x,t) \right) = 0,
\]

\[
u_5(x,t) = L_t^{-1} \left( A_4(x,t) \right) = 0,
\]

\[
u_m(x,t) = L_t^{-1} \left( A_m(x,t) \right) = 0, \quad m \geq 6.
\]

Thus the solution of the second-order initial-value problem of (49) by MDM is as follows:

\[
u(x,t) = u_0(x,t) + u_1(x,t) + u_2(x,t) + u_3(x,t) + \cdots
\]

\[
= \frac{3}{4} t^2 + \frac{x}{3} t^3 - \frac{3}{32} t^4 + \frac{1}{460} t^{23/3}.
\]

(54)

It is again seen that the MDM gives exact solution of the second-order initial-value problem of (49).

Case Study 4. Consider the following second-order singular initial-value problem:

\[
\frac{\partial^2 u}{\partial t^2} + \frac{1}{t} \frac{\partial u}{\partial t} - \frac{1}{4t^2} u = u \frac{\partial^2 u}{\partial x^2} + 4 + 18t,
\]

(55)

\[
u(x,0) = 0, \quad u_t(x,0) = 0.
\]

The inverse differential operator \(L_t^{-1}(\cdot) = (1/t^{1/2}) \int_0^t t^{1/2} (\cdot) dt\), developed in (31) with \(p = 1/2\), is applied on PDE of the singular initial-value problem of (55) which results in

\[
u(x,t) = \frac{16}{15} t^2 + \frac{72}{35} t^3 + L_t^{-1} \left( u \cdot u_{xx} \right).
\]

(56)

Using the MDM as in (7), (56) can be rewritten as

\[
\sum_{m=0}^{\infty} u_m(x,t)
\]

\[
= \frac{16}{15} t^2 + \frac{72}{35} t^3 + L_t^{-1} \left( \sum_{m=0}^{\infty} A_m(x,t) \right)
\]

(57)

\[
u_0(x,t) = \frac{16}{15} t^2,
\]

\[
u_1(x,t) = \frac{72}{35} t^3 + L_t^{-1} \left( A_0(x,t) \right),
\]

\[
u_{m+1}(x,t) = L_t^{-1} \left( A_m(x,t) \right), \quad m \geq 1.
\]

The Adomian polynomials \(A_m's\) are obtained as

\[
A_0(x,t) = u_0(x,t) \cdot u_{0_{xx}}(x,t) = 0,
\]

\[
A_1(x,t) = u_0(x,t) \cdot u_{1_{xx}}(x,t) + u_1(x,t) \cdot u_{0_{xx}}(x,t) = 0,
\]

\[
A_2(x,t) = u_0(x,t) \cdot u_{2_{xx}}(x,t) + u_1(x,t) \cdot u_{1_{xx}}(x,t)
\]

\[
+ u_2(x,t) \cdot u_{0_{xx}}(x,t) = 0,
\]

\[
A_m(x,t) = 0, \quad m \geq 3,
\]

(58)

and the expressions for \(u_m's\) become

\[
u_0(x,t) = \frac{16}{15} t^2,
\]

\[
u_1(x,t) = \frac{72}{35} t^3,
\]

\[
u_2(x,t) = L_t^{-1} \left( A_1(x,t) \right) = 0,
\]

\[
u_{m}(x,t) = 0, \quad m \geq 3.
\]

(59)

Thus, the solution of the second-order singular initial-value problem of (55) by the MDM using the inverse differential operator developed in (31) is as follows:

\[
u(x,t) = u_0(x,t) + u_1(x,t) + \cdots = \frac{16}{15} t^2 + \frac{72}{35} t^3,
\]

(60)
which is the exact solution of (55). The exact solution of (55), that is, (60), is obtained only by the first-order approximation using the new inverse differential operator developed in (31), Section 2.4. This reveals the fact that the new developed inverse differential operators are very effective tools in solving the first- and second-order singular nonlinear PDEs by the modified decomposition method.

4. Conclusions

The modified decomposition method (MDM) is used to solve the first- and second-order singular nonlinear partial differential equations. Four new inverse differential operators are developed and used with the first- and second-order singular nonlinear PDEs to be adapted for the modified decomposition method (MDM). A few case studies are provided for the use of the MDM for solving the singular nonlinear PDEs of initial-value problems (IVPs) which include one first-order and three second-order initial-value problems. The results of the solutions of the initial-value problems are compared with the existing exact solutions which show excellent agreement.
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