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This work presents a bottom-up abstraction procedure based on the design-flow FDTD + SystemC suitable for the modelling of optical Networks-on-Chip. In this procedure, a complex network is decomposed into elementary switching elements whose input-output behavior is described by means of scattering parameters models. The parameters of each elementary block are then determined through 2D-FDTD simulation, and the resulting analytical models are exported within functional blocks in SystemC environment. The inherent modularity and scalability of the S-matrix formalism are preserved inside SystemC, thus allowing the incremental composition and successive characterization of complex topologies typically out of reach for full-vectorial electromagnetic simulators. The consistency of the outlined approach is verified, in the first instance, by performing a SystemC analysis of a four-input, four-output ports switch and making a comparison with the results of 2D-FDTD simulations of the same device. Finally, a further complex network encompassing 160 microrings is investigated, the losses over each routing path are calculated, and the minimum amount of power needed to guarantee an assigned BER is determined. This work is a basic step in the direction of an automatic technology-aware network-level simulation framework capable of assembling complex optical switching fabrics, while at the same time assessing the practical feasibility and effectiveness at the physical/technological level.

1. Introduction

Chip multicore architectures currently represent the state of the art in the design of high performance very large scale integration (VLSI) systems. In accordance with this architectural paradigm, several processing units are physically realized on the same silicon die and share the execution of the instructions with a high degree of parallelism. For the next generation of digital systems, the International Technology Roadmap for Semiconductors (ITRS) expects the integration on the same substrate of hundreds of computational cores [1]. To assure a fast and reliable communication over a network with such a complexity, a traditional bus-based solution is no more conceivable. From a technological point of view, a straightforward and alternative way to implement the communication among the cores is to create, at the chip level, a network-based link system (Network-on-Chip (NoC)) [2]. However in an NoC implemented with electrical links (electronic Networks-on-Chip (ENoC)), as the number of interconnected cores increases, the constraints in terms of power dissipation and required bandwidth grow exponentially, thus imposing soon unrealistic conditions for practical achievements [3]. To overcome these problems, the realization of optical-based interconnections among cores (optical Network-on-Chip (ONoC)) appears as a promising solution, both for power consumption and allowable bandwidth [4, 5].

The predominance of optics with respect to electronics has been clearly proved for long and extra-long haul telecommunication systems, with the replacement of copper cables with single-mode optical fibers. At present days, the aim is to introduce photonics over extra short links, at chip-to-chip or even on-chip levels. The capability to exploit optical devices in a network of extrasmall dimensional scale, relies upon the last achievements of integrated photonics and, in particular, of SOI (Silicon-on-Insulator) technology.
Many research units worldwide are working in this direction [7] and, furthermore, on the integration of silicon with III-V materials (also to include sources [8] and detectors [9] and to exploit nonlinearities [10]). By following the last trends of 3D integration in digital systems, it is possible to conceive a vertical stack with a top layer reserved to the optical communication network, superposed to silicon layers incorporating memory and processing units.

A complex ONoC can be considered as the composition of several elementary building-blocks named photonic switching elements (PSEs). Each PSE is an atomic optical fabric able to route a signal from one input towards a specific output (1 × 2 PSE), or from two inputs towards two output ports (2 × 2 PSE). The 1 × 2 PSEs are typically used to derive higher-order switching structures, as illustrated with a simple example in Figure 1. Another example of this approach is reported in [11], where a spatially nonblocking 4 × 4 router is demonstrated. A similar structure, but with a different layout, is used in [12] to provide non-blocking and low-loss switching. In [13], instead, 2 × 2 PSEs are used to structure the so-called 4 × 4 GWOR (generic wavelength-routed optical router). In a similar fashion, [14] proposes a lambda-Router, a multistage network, where the basic cells are 2 × 2 PSEs with parallel access waveguides.

For the design and the optimization of such complex optical networks, the availability of efficient and reliable tools is fundamental. These tools should combine the flexibility and the versatility needed to analyze the high level architecture layers, with the capability to represent accurately the basic communication parameters such as, for example, attenuation and bandwidth, which are strictly linked with the physics of these devices. Indeed, taking into account these parameters also at higher level of abstraction (by means of what we identify here as technological annotation) is fundamental to explore how constraints imposed by the technological aspects can affect the implementation of an optical interconnection network for chip-level integrated systems.

Among the available tools, PhoenixSim [15] is certainly a relevant simulation environment structured in OMNET++. This tool is capable of assessing the performance of multiprocessor hybrid systems, integrating electronic and optical networks on the same platform. The key feature of PhoenixSim lies in the modelling parameters, such as: propagation delay, insertion loss, occupation area on the chip, and energy consumption. All these figures of merit are obtained on hardwired precharacterized values for given wavelengths. For this purpose, PhoenixSim does not use any analytical model for insertion loss analysis.

Although with PhoenixSim it is possible to explore optical on chip networks using a physical layer analysis, it lacks compliance with industry-standard hardware modelling languages and methodologies; for this reason, PhoenixSim was recently augmented with a SystemC wrapper. On the other hand, this procedure is onerous in terms of computation time. We instead aim at modeling optical NoCs leveraging on a plain SystemC modeling style. SystemC is an open-source system-level design language based on C++, which extends the modelling capabilities of traditional hardware description languages (HDLs) to higher levels of abstraction. SystemC is particularly suitable for the analysis of electronic NoCs and, with some appropriate extensions, can be used also for optical NoCs.

The first example of modeling framework in SystemC is presented in [16]. Here, separate channels are used to model wavelength and power information of optical signals. In [17], a new SystemC class is created to manage analog signals transmitted between modules which access communication channels through the typical constructs of abstract simulation (e.g., FIFO constructs of untimed functional simulation). Above all, the key issue of technology awareness is solved by invoking the Matlab Symbolic Toolbox for elaborating S-Matrices. In particular, the computation time of all the S-Matrices of each slice of a typical wavelength routed 4 × 4 optical crossbar is about 30 seconds on a 2.4 GHz Pentium 4.

With respect to this work, we aim at reusing the existing port-interface-channel constructs of SystemC, thus making the top-level view of an optical NoC looks like the same of an electronic NoC; the difference lies just in module implementations and in the data types exchanged through the predefined SystemC channels. Moreover, we leverage on the RTL (register-transfer level) modeling style for the sake of accuracy. We do not build a new SystemC class to manage analog signals in the network but, in contrast, we exploit the user-defined data type, and then we describe the optical information on three different fields such as logic value, wavelength, and signal amplitude.

The key challenge of our SystemC modeling framework lies in the integrating technology annotations in the abstract model to preserve a valuable degree of technology awareness while limiting repercussion in simulation time. Unlike [17], this work provides validation results of developed analytical models with respect to FDTD simulations. By doing so, in the first instance, the photonic elements composing the optical links are described at the phenomenological level through a set of analytical models of black-box type, whose parameters are determined through measurements or simulations. Basic optical switching components are then modelled in SystemC through a module that embeds both the functional behavior of the component as well as its nonfunctional information (i.e., technology annotations). This allows the exploration of different topologies for the ONoC, without losing the awareness of the fundamental physical constraints imposed by the optical devices used to compose the optical layer of the network. The basics of the proposed approach are described in the next sections; then, this technique is applied to analyze a 4 × 4 switch. Comparisons of SystemC results with the ones obtained through electromagnetic simulation of the overall device by finite difference in the time domain (FDTD) [18] are used to validate the implemented model. A more complex structure (4 × 4 square root) [19], realized by compositions of these 4 × 4 switches, is therefore investigated, and its insertion loss and the optical power required by the laser source to meet a fixed detector sensitivity are quantified. Finally, conclusions are drawn.
Figure 1: Sketch of a microring-based (a) $1 \times 2$ PSE, (b) $2 \times 2$ PSE, and (c) $4 \times 4$ optical switch. As one can observe, complex structures are obtained by compositions of the elementary building blocks.

2. Technology-Aware SystemC Simulation of Optical Networks-on-Chip

As previously stated, the architectural design of an optical Network-on-Chip must be performed with a simulation tool able to meet multiple requirements such as efficient network-level simulation, support for technology annotations, and compliance with the industrial standards for the design of electronic parts. The SystemC environment offers the necessary features to become the “state of the art” simulation tool in the system level design of optical Networks-on-Chip. More specifically, the key reasons that make SystemC the most effective choice are as follows.

(i) SystemC is an object-oriented C++ class library that offers a high level of modularity and flexibility. In particular, the base constructs can be custom-tailored to fulfill specific modelling requirements.

(ii) The communication semantics inside SystemC are based on a very flexible set of interface method calls. Consequently, the peculiar and distinctive features of optical links can be captured by leveraging on the preexisting communication constructs of SystemC.

(iii) SystemC can easily span over a wide range of abstractions layers, from register-transfer level (RTL) up to untimed functional (UF), thus allowing both high level of accuracy or reduction of the computation time.

Therefore, SystemC may serve as a unified description language able to overcome the limitations of cosimulation.
approaches. It can provide local and global optimizations, allowing an easier exploration of the whole design space of ONoCs.

The bottom-up abstraction procedure, leading from the physical models up to their corresponding SystemC modules, can be summarized in the following steps.

1. Description of the input-output relations of each functional component of the optical network (waveguides, bendings, and ring resonators) in analytical form, by means of the scattering parameters formalism.

2. Electromagnetic simulation (or experimental characterization) of the elementary functional components to derive the input-output responses to be reproduced by the analytical models. This step must be repeated each time a modification of the physical parameters within the PSEs (waveguide sizes, gaps between rings and waveguides, ring radii, etc.) is introduced. To extend the flexibility of the modeling tool, a physical layer library (PLL) could be prepared to support the standard industrial technologies of the worldwide leading silicon foundries.

3. Backannotation of the analytical models in SystemC, and validation with respect to the numerical or experimental data across the entire optical spectrum.

4. Modular composition and modelling, inside the SystemC environment, of higher-order routing structures. By doing so, any component of the physical layer library must be abstracted into SystemC modules, thus expanding our SystemC photonics library (SPL). In this way, any physical change will be imported within our simulator, and network level analysis will be upgraded.

5. Insertion-loss assessment of optical network topologies, and then evaluation of the minimum optical power that the laser sources should provide to enable correct detection of the optical data stream at the photodetectors.

To demonstrate the effectiveness of the proposed approach, a complex $4 \times 4$ square root topology will be investigated. The analytical model of this network will be obtained by composition of the scattering matrices ($S$-matrices) of the different elementary building blocks, whose parameters will be deduced through FDTD simulations. This procedure is detailed in the next sections.

### 3. S-Parameters Modelling of a $1 \times 2$ PSE

As mentioned in the introduction, the most simple PSE is a structure with one input and two possible output ports ($1 \times 2$ PSE). Without loss of generality, in this work we refer to microring-based $1 \times 2$ PSE. To realize this component, other technological solutions are possible [20]. In all cases, however, the compositional approach proposed in this work can be easily applied for investigations.

In the case of ring-based ONoCs, the $1 \times 2$ PSE can be implemented via a microring resonator cascaded to a crossing between two orthogonal waveguides (see Figure 2). The device is active if the resonances of the microring can be dynamically adjusted via some thermal or charge-injection-based effects; otherwise, the device is passive, and the microring resonances are fixed and defined a priori. In the passive configuration, however, a slow thermal mechanism can be envisaged for fine tuning of the resonances in the final setup of the device.

To enable the bottom-up abstraction procedure outlined in the previous section, the optical behavior of the elementary $1 \times 2$ PSE is first described by means of an analytical model that takes the form of a finite set of linear equations.

In the first part of this section, the optical propagation in a microring resonator and in a crossing between two waveguides is described with the well-known formalism of the scattering matrices; in the second part, the $S$-matrices of microring and crossing are cascaded to obtain the comprehensive model for the passive $1 \times 2$ PSE. Then, the parameters of the $S$-matrix are optimized to match the transmission properties obtained through FDTD simulations.

A microring resonator and a crossing between two waveguides (network $a$ and $b$ in Figure 2) can be both represented as four-ports devices; consequently, the relations between the input and output signals at their ports can be modeled by means of $4 \times 4$ scattering matrices, whose coefficients depend on a finite set of parameters (optical lengths, coupling coefficients, and transmission efficiency). The resulting $s$-matrices are symmetrical because the networks under consideration are reciprocal. Without loss of generality, the gaps between the two waveguides and the ring are supposed to be equal and represented with the same power coupling coefficient $K$. Moreover, microring and waveguides are assumed to be dispersionless; thus, the effective index and the group index coincide; the propagation losses are also neglected. Dispersion effects, losses, or a coupling asymmetry between the waveguides and the ring can be easily taken into account in the model [21].

Under these assumptions, the $S$-parameters of the microring resonator (network $a$ in Figure 2) read as

$$
\begin{align*}
S_{12} &= S_{21} = \frac{-t e^{-j(2\pi/a)\ell_{LR} - j(\pi/3)(L_{13} + L_{24})}}{1 - r^2 e^{-j(2\pi/a)\ell_{LR} - j(\pi/3)(L_{13} + L_{24})}}, \\
S_{13} &= S_{31} = \frac{r e^{-j(2\pi/a)\ell_{LR} + j(\pi/3)(L_{13})}}{1 - r^2 e^{-j(2\pi/a)\ell_{LR} + j(\pi/3)(L_{13})}}, \\
S_{24} &= S_{42} = \frac{-r e^{-j(2\pi/a)\ell_{LR} - j(\pi/3)(L_{13})}}{1 - r^2 e^{-j(2\pi/a)\ell_{LR} - j(\pi/3)(L_{13})}}, \\
S_{34} &= S_{43} = \frac{-t e^{-j(2\pi/a)\ell_{LR} - j(\pi/3)(L_{13} + L_{24})}}{1 - r^2 e^{-j(2\pi/a)\ell_{LR} - j(\pi/3)(L_{13} + L_{24})}},
\end{align*}
$$

where $r = 1 - K$, $t = \sqrt{K}$, $\ell_{LR}$ is the optical length of the ring, and $L_{13}$ and $L_{24}$ are the optical lengths of the two access waveguides. The parameter $a = \theta/2\pi$ defines the relative angle between the two straight waveguides. The usual configuration with parallel waveguides corresponds to a value of $\theta = \pi(a = 0.5)$, while the configuration in Figure 2(a), where the relative angle between the waveguide is $\theta = \pi/2$, corresponds to $a = 0.25$. To further simplify,
the back reflections are not included in the model ($s_{11} = s_{22} = s_{33} = s_{44} = 0$) and the cross-scattering coefficients are assumed to be negligible ($s_{14} = s_{41} = s_{23} = s_{32} = 0$). The scattering parameters can be finally cast in a matrix form that reflects the topology of the structure:

$$S_{\text{RING}} = \begin{bmatrix} 0 & s_{12} & s_{13} & 0 \\ s_{21} & 0 & 0 & s_{24} \\ s_{31} & 0 & 0 & s_{34} \\ 0 & s_{42} & s_{43} & 0 \end{bmatrix}. \quad (2)$$

A planar crossing between two waveguides, as the one presented in Figure 2 (network $\beta$), can be analogously described with a scattering matrix that takes the following form:

$$S_{\text{CROSS}} = \begin{bmatrix} 0 & 0 & s_{13} & 0 \\ 0 & 0 & 0 & s_{24} \\ s_{31} & 0 & 0 & 0 \\ 0 & s_{42} & 0 & 0 \end{bmatrix}. \quad (3)$$

where the coefficients $s_{13} = s_{31} = s_{24} = s_{42} = \sqrt{\eta}$ model the power transmission efficiency of the paths between Ports $1 \leftrightarrow 3$ and between Ports $2 \leftrightarrow 4$. High transmission efficiencies ($\eta \approx 1$) with crosstalk effects almost suppressed can be reached using elliptically-tapered intersections [22], or with a further optimized solution relying on multimode interference (MMI) structures [23].

Due to the fact that the $1 \times 2$ PSE can be considered as a cascade connection between networks $\alpha$ and $\beta$, as shown in Figure 2(b), the $S$-parameters matrix of the resulting network can be derived from the ones of the two connected blocks with some straightforward matrix manipulations [24]. Considering the $S$-parameters matrices of the two circuits, $S_\alpha$ and $S_\beta$,
The first step in order to compute the $S$-parameter matrix $S_{(\alpha+\beta)}$ of the resulting cascaded network is to partition both $S_\alpha$ and $S_\beta$ into four sections. For network $\alpha$, one can write

$$
S_1 = \begin{bmatrix} s_{33}^\alpha & s_{34}^\alpha \\ s_{43}^\alpha & s_{44}^\alpha \end{bmatrix}, \quad S_2 = \begin{bmatrix} s_{13}^\alpha & s_{14}^\alpha \\ s_{23}^\alpha & s_{24}^\alpha \end{bmatrix},
$$

and for network $\beta$, it holds:

$$
S_5 = \begin{bmatrix} s_{11}^\beta & s_{12}^\beta \\ s_{21}^\beta & s_{22}^\beta \end{bmatrix}, \quad S_6 = \begin{bmatrix} s_{13}^\beta & s_{14}^\beta \\ s_{23}^\beta & s_{24}^\beta \end{bmatrix},
$$

$$
S_7 = \begin{bmatrix} s_{31}^\beta & s_{32}^\beta \\ s_{41}^\beta & s_{42}^\beta \end{bmatrix}, \quad S_8 = \begin{bmatrix} s_{33}^\beta & s_{34}^\beta \\ s_{43}^\beta & s_{44}^\beta \end{bmatrix}.
$$

The eight submatrices, from $S_1$ to $S_8$, are then combined to obtain the partitions of $S_{(\alpha+\beta)}$:

$$
S_I = S_5 S_3 (I - S_1 S_3)^{-1} S_2 + S_4,
$$

$$
S_{II} = S_5 S_3 (I - S_1 S_3)^{-1} S_6 + S_8,
$$

$$
S_{III} = S_7 (I - S_1 S_3)^{-1} S_2,
$$

$$
S_{IV} = S_7 (I - S_1 S_3)^{-1} S_6 + S_8,
$$

where $I$ is the identity matrix of order two. $S_{(\alpha+\beta)}$ reads finally as

$$
S_{(\alpha+\beta)} = \begin{bmatrix} S_I & S_{II} \\ S_{III} & S_{IV} \end{bmatrix},
$$

and the relations between the input and output optical signals at the four ports are expressed by

$$
\begin{bmatrix} O_I \\ O_2 \\ O_3 \\ O_4 \end{bmatrix} = S_{(\alpha+\beta)} \times \begin{bmatrix} I'_1 \\ I'_2 \\ I'_3 \\ I'_4 \end{bmatrix}.
$$

The coefficients of $S_{(\alpha+\beta)}$ must now be tuned in order to guarantee a minimum mismatch between the analytical and the numerical input-output responses (or the experimental measures, if available). To do so, we consider these responses as vectors depending on the wavelength, and we introduce an error parameter $\varepsilon$ defined as the Euclidean norm of the difference between them. By spanning iteratively the values of the governing parameters (optical lengths of the rings, coupling factors, etc.) over searching intervals suitably defined as a function of geometry and materials of the structure, it is possible to find a minimum value for the error $\varepsilon$; this minimum corresponds to the best set of parameters for the given PSE.

In this paper, a simulation approach has been used, and the $1 \times 2$ PSE has been characterized through 2D-FDTD. A wide-band excitation signal in the wavelength range of 1500 nm–1600 nm has been applied to Port 1’ (see Figure 2) to evaluate the on-resonance ($1' \rightarrow 2'$) and off-resonance ($1' \rightarrow 3'$) spectral responses of the device. Figures 3 and 4 compare the results of the FDTD simulation (solid lines) with the ones of the $s$-parameters-based analytical model (dashed lines), once applied the optimized fitting procedure. The blue lines refer to the path between the Ports 1’ and 3’ (Through), whereas red lines refer to the path between Ports 1’ and 2’ (Drop). The physical and geometrical parameters of the tested PSE are internal radius of the ring $R = 10 \mu m$, ring and waveguides width $w = 450 \text{ nm}$, effective index of ring and waveguides $n_{eff} = 2.3561$, and physical gap $g = 300 \text{ nm}$ corresponding to a coupling coefficient $K = 0.0838$. The MMI-based crossing considered in this PSE provides a transmission efficiency $\eta = 0.975$.

4. SystemC Modelling of a $4 \times 4$ Optical Switch

The integration inside SystemC of the $s$-parameters model for the elementary $1 \times 2$ PSE allows the modular composition and characterization of higher-order routing structures. The first composite device under test, whose scheme is illustrated in Figure 5, is an optical switch with four input and four output ports, located along the cardinal points: North, East, South, and West. Such a structure is realized with eight elementary $1 \times 2$ PSEs, arranged in a matrix layout. This switch, with respect to other topologies proposed in
2D-FDTD and by means of the SystemC analysis. By considering the 4 × 4 optical switch (4 × 4 SW) has been first simulated with 2D-FDTD; then, the spectral response obtained from the numerical data has been compared with the one calculated with the SystemC analysis. The SystemC spectral responses, and it has been calculated across the resonant wavelengths of switching components and the signal amplitudes in optical paths. As a consequence, the comparative analysis of wavelength-routed versus space-routed optical NoCs, or the assessment of signal-to-noise ratio (SNR) at optical receivers, becomes feasible. In fact, such tasks require the knowledge of both the network behavior and of key implementation details and physical insights.

The accuracy of the SystemC-based modelling has been further analytically tested by evaluating two different quantities: the average error on the entire spectrum of the signal (SE) and the error on the peaks (PE). The former SE measures the mean squared error between the FDTD and SystemC spectral responses, and it has been calculated across the wavelength range from 1500 nm to 1600 nm by using the following expression:

\[
SE = \frac{\sum_{i=1}^{n} \left| T_{\text{FDTD}}(\lambda_i) - T_{\text{SysC}}(\lambda_i) \right|^2}{n} \times 100.
\]

Here, \(T_{\text{FDTD}}(\lambda_i)\) and \(T_{\text{SysC}}(\lambda_i)\) are the transmissions at the wavelength \(\lambda_i\), calculated by means of FDTD and SystemC, respectively.
respectively, and \( n \) is the number of wavelengths used to compute the response.

The latter \( PE_{\lambda} \), on the contrary, can be applied to measure the deviation of the spectral positions and of the peak values, between the resonances obtained by FDTD and SystemC simulations. The expressions allowing the evaluation of these deviations are, respectively,

\[
PE_{\lambda} = \frac{1}{m} \sum_{i=1}^{m} \left[ \left( \frac{\lambda_{\text{SysC}}(i) - \lambda_{\text{FDTD}}(i)}{\lambda_{\text{FDTD}}(i)} \right) \times 100 \right],
\]

\[
PE_{V} = \frac{1}{m} \sum_{i=1}^{m} \left[ \left( \frac{P_{\text{SysC}}(\lambda_i) - P_{\text{FDTD}}(\lambda_i)}{P_{\text{FDTD}}(\lambda_i)} \right) \times 100 \right],
\]

(11)

\( PE_{\lambda} \) accounts for the error on the spectral position of the peaks and \( PE_{V} \) for the error on the peak values. \( \lambda_{\text{SysC}} \) and \( \lambda_{\text{FDTD}} \) are the peak resonances obtained through the analytical model implemented on SystemC and the ones obtained by FDTD. \( P_{\text{SysC}}(\lambda_i) \) and \( P_{\text{FDTD}}(\lambda_i) \), on the contrary, are the values of the transmission peaks at the wavelength \( \lambda_i \) calculated by means of SystemC and FDTD, respectively; furthermore, \( m \) is the number of considered peaks in the band of interest.

The mismatch parameter \( SE \) achieves 2.45% when it is calculated in the case of a Drop Path (e.g., from I-WEST to O-SOUTH), whereas in the case of a Through Path (as the one from I-WEST to O-NORTH) the SE value is 1.05%. For
what concerns PE\textsubscript{3}, a 0.0063\% stable error for all ports has been calculated; finally, PE\textsubscript{V} = 3.451\%. This demonstrates the accuracy of the approach based on FDTD + SystemC for the simulation of complex ONOCs.

To further assess the performance of an ONOC, it is fundamental to evaluate the insertion-loss on the critical path (IL\textsubscript{max}), which is the path between the input and the output presenting the maximum value of losses. This parameter has been calculated in two different cases, with standard elliptical-tapered crossings \[ 22 \] and with the MMI-based crossings \[ 23 \], in order to evaluate the impact of the technological choice in the realization of the crossings inside the network. In the first case, IL\textsubscript{max} is around 2 dB, while it is reduced to 0.56 dB in the second one, thus confirming the better properties of the MMI-based approach to the design of crossings. It is worth noting that the choice between the two possible optimized solutions could also depend on the available space in the physical region around the crossing.

### 5. SystemC Modelling of a 4 \times 4 Square Root Topology

One of the most important examples of optical network topologies proposed in the literature so far is represented by the 4 \times 4 square root \[ 19 \]. As illustrated in Figure 8, this interconnection network embeds 16 gateways. Each gateway (G\textsubscript{i}) can work as the initiator or the target of the communication and may send and reach optical data from the others; therefore, a parallel communication is possible. This optical architecture is constructed recursively starting from a 2 \times 2 quad, which in turn consists of four 4 \times 4 switches structured in a 2 \times 2 mesh. In this specific case, the four internal rings of each 4 \times 4 switch have different radii with respect to the four external ones. This choice produces two interleaved resonance spectra, allowing the routing from any input of the 4 \times 4 switch to three possible outputs (i.e., routing from West to South if the signal is resonant with the four external rings, routing from West to East if the signal is resonant with the four internal ones, and from West to North if the signal is not resonant with anyone). Notice that every 4 \times 4 switch is connected to another one by utilizing intraquad lines which do not present intersections. A 4 \times 4 square root equips four 2 \times 2 quads (the blocks from A to D in Figure 8) and one central switch (the block indicated by E in the same Figure); interquad express lanes are used for connecting each quad. Connections among them can be realized directly or through the central 2 \times 2 quad. The inter-quad express lanes are affected by additional crossings which our modeling framework takes into account.

Following the compositional approach, even an 8 \times 8 square root topology can be derived by linking four 4 \times 4 square roots. In fact, the recursive design can be exploited to obtain any size of this topology with dimensions equal to any positive integer power of two.

By using the previously obtained SystemC models of the different blocks, as mentioned at point (5) of Section 2, the insertion-loss analysis was accomplished. For brevity, only the case study with injection from gateway G4 is reported. Figure 9 shows the insertion-loss from G4 to all other gateways, without accounting for the interexpress lanes loss-contributions. The paths inside the square root topology are indicated by means of conventional acronyms; the abbreviation GNA stands for communications between the gateway G4 and the North-Eastern gateway of quad A (G1), GED stands for the link between G4 and the South-Eastern gateway of quad D (G14), and so on. In Figure 10, on the contrary, these insertion losses have been taken into account, thus leading to a more accurate evaluation of the overall attenuation of each path and highlighting the importance of the losses for the overall performance of the network. Obviously, by changing from the first to the second scenario, increase of insertion-loss from 0.1 dB up to 2.6 dB is observed.

Our technology-annotated SystemC models clearly enable us to assess the physical properties of optical paths (i.e., a physical design issue), in addition to the traditional functional simulation capability. For the presented structure, the insertion-loss critical path (i.e., the path with the maximum amount of losses) is established from G4 to G14, and it counts 10 dB when each crossing waveguide was designed by using the standard Elliptical Taper. By optimizing every crossing with the MMI-based solution, the insertion-loss is reduced to 4.85 dB.

Once determined the maximum insertion loss of the full network (which corresponds to the worst-case optical path), it is possible to assess the minimum optical power that laser sources should provide to enable correct detection of the optical data stream at the photodetectors with the desired bit error rate (BER) \[ 26 \].

Hence, by assuming, for example, that

1. for a given bit error rate (BER) of 10\textsuperscript{–9}, the corresponding detector sensitivity is −20 dBm;
2. elliptically tapered crossings are used at every intersection;
3. the data stream is carried over 30 different optical wavelengths.

The laser power injected in the network must be more than 3 mW; this amount of power can be reduced by a factor of about 70\% by optimizing each crossing with MMI-based structures, thus achieving 0.92 mW.

With the proposed approach based on the FDTD characterization of the fundamental blocks and a compositional approach in SystemC to form the complex network, the overall simulation times remain very low (fraction of seconds), and investigation of very complex network is certainly possible. In fact, long computation time is only required to characterize through FDTD the basic building blocks of the network, but this must be done only once for each block, when the corresponding \( s \)-parameters matrix should be determined, and does not need to be repeated each time the corresponding block is replicated inside the network.
6. Conclusions

This work presents a new modelling strategy based on the design-flow FDTD + SystemC in order to explore and simulate optical Network-on-Chip topologies at system level. The procedure relays on the abstraction of the analytical models for the relevant components of an ONoC (rings, waveguide crossings) toward the SystemC environment. The
optical responses of the elementary photonic switching elements are first obtained via 2D-FDTD, then back-annotated in the SystemC modules. The modular and incremental composition of the basic switching elements allows the simulation of arbitrary complex topologies.

A good tradeoff between accuracy in the modelling of the investigated dynamics and simulation times has been demonstrated; furthermore, the error parameters introduced to quantitatively validate the performance of the design flow are largely satisfactory. As a case study, the SystemC modelling of one of the most famous optical network topologies, the 4 × 4 square root, is proposed, and its insertion-loss assessment for different paths is quantified. Simulation results demonstrate that in the worst case, insertion-loss is 10 dB using standard crossing optimization, while it is reduced at 4.85 dB using MMI-based intersections.

In future works, we aim, firstly, at extending the physical layer library (PLL) and, consequently, the related SystemC components are first obtained via 2D-FDTD, then back-annotated in the SystemC modules. The modular and incremental composition of the basic switching elements allows the simulation of arbitrary complex topologies.
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