International Journal of Stochastic AnalysisVolume 2011 (2011), Article ID 784638, 17 pagesdoi:10.1155/2011/784638
Research Article
Existence Results for Stochastic Semilinear Differential Inclusions with Nonlocal Conditions
A. Vinodkumar1 and A. Boucherif2
1Department of Mathematics and Computer Applications, PSG College of Technology, Coimbatore, Tamil Nadu 641 004, India2Department of Mathematics and Statistics, King Fahd University of Petroleum and Minerals, P.O. Box 5046, Dhabran 31261, Saudi Arabia
Received 31 May 2011; Accepted 6 October 2011
Academic Editor: Jiongmin Yong 
Copyright © 2011 A. Vinodkumar and A. Boucherif. This is an open access article distributed under the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.
Abstract. 
We discuss existence results of mild solutions for stochastic differential inclusions subject to nonlocal conditions. We provide sufficient conditions in order to obtain a priori bounds on possible solutions of a one-parameter family of problems related to the original one. We, then, rely on fixed point theorems for multivalued operators to prove our main results.


1. Introduction
We investigate nonlocal stochastic differential inclusions (SDIns) of the form
	
 		
 			
				(
				1
				.
				1
				)
			
 		
	

	
		
			
				
				
				𝑑
				𝑥
				(
				𝑡
				)
				∈
				𝐴
				𝑥
				(
				𝑡
				)
				+
				𝑓
				𝑡
				,
				𝑥
			

			

				𝑡
			

			
				
				
				
				𝑑
				𝑡
				+
				𝐺
				𝑡
				,
				𝑥
			

			

				𝑡
			

			
				
				[
				]
				,
				𝑑
				𝑤
				(
				𝑡
				)
				,
				𝑡
				∈
				𝐽
				=
				0
				,
				𝑇
				𝑥
				(
				0
				)
				=
			

			

				𝑚
			

			

				
			

			
				𝑖
				=
				1
			

			

				𝛾
			

			

				𝑖
			

			
				𝑥
				
				𝑡
			

			

				𝑖
			

			
				
				,
				𝑥
				(
				𝑡
				)
				=
				𝜑
				(
				𝑡
				)
				,
				𝑡
				∈
				𝐽
			

			

				1
			

			
				]
				,
				=
				(
				−
				∞
				,
				0
			

		
	

					where 
	
		
			
				𝑇
				>
				0
			

		
	
, 
	
		
			
				0
				<
				𝑡
			

			

				1
			

			
				<
				𝑡
			

			

				2
			

			
				<
				⋯
				<
				𝑡
			

			

				𝑚
			

			
				<
				𝑇
			

		
	
, 
	
		
			

				𝛾
			

			

				𝑖
			

		
	
 are real numbers, 
	
		
			

				𝑓
			

		
	
 is a single-valued function, and 
	
		
			

				𝐺
			

		
	
 is multivalued map.
The importance of nonlocal conditions and their applications in different field have been discussed in [1–3]. Existence results for semilinear evolution equations with nonlocal conditions were investigated in [4–7], and the case of semilinear evolution inclusions with nonlocal conditions and a nonconvex right-hand side was discussed in [8].
Stochastic differential equations (SDEs) play a very important role in formulation and analysis in mechanical, electrical, control engineering and physical sciences, and economic and social sciences. See for instance [9–12] and the references therein. So far, very few articles have been devoted to the study of stochastic differential inclusions with nonlocal conditions, see [13–15] and the references therein. Our objective is to contribute to the study of SDIns with nonlocal conditions. Motivated by the above-mentioned works and using the technique developed in [11, 16, 17], we study the SDIns of the form (1.1). The paper is organized as follows: some preliminaries are presented in Section 2. In Section 3, we investigate the existence of mild solutions for SDIns by using fixed point theorems for Kakutani maps. Finally in Section 4, we give an application to our abstract result.
2. Preliminaries
Let 
	
		
			

				𝑋
			

		
	
, 
	
		
			

				𝑌
			

		
	
 be real separable Hilbert spaces and 
	
		
			
				𝐿
				(
				𝑌
				,
				𝑋
				)
			

		
	
 be the space of bounded linear operators mapping 
	
		
			

				𝑌
			

		
	
 into 
	
		
			

				𝑋
			

		
	
. For convenience, we will use 
	
		
			
				⟨
				⋅
				,
				⋅
				⟩
			

		
	
 to denote inner product of 
	
		
			

				𝑋
			

		
	
 and 
	
		
			

				𝑌
			

		
	
 and 
	
		
			
				‖
				⋅
				‖
			

		
	
 to denote norms in 
	
		
			

				𝑋
			

		
	
, 
	
		
			

				𝑌
			

		
	
, and 
	
		
			
				𝐿
				(
				𝑌
				,
				𝑋
				)
			

		
	
 without any confusion.
Let 
	
		
			
				(
				Ω
				,
				ℱ
				,
				𝑃
				;
				𝔽
				)
			

		
	
 
	
		
			
				(
				𝔽
				=
				{
				ℱ
			

			

				𝑡
			

			

				}
			

			
				𝑡
				≥
				0
			

			

				)
			

		
	
 be a complete filtered probability space such that 
	
		
			

				ℱ
			

			

				0
			

		
	
 contains all 
	
		
			

				𝑃
			

		
	
-null sets of 
	
		
			

				ℱ
			

		
	
. An 
	
		
			

				𝑋
			

		
	
-valued random variable is an 
	
		
			

				ℱ
			

		
	
-measurable function 
	
		
			
				𝑥
				(
				𝑡
				)
				∶
				Ω
				→
				𝑋
			

		
	
 and the collection of random variables 
	
		
			
				ℋ
				=
				{
				𝑥
				(
				𝑡
				,
				𝜔
				)
				∶
				Ω
				→
				𝑋
				∶
				𝑡
				∈
				𝐽
				}
			

		
	
 is called a stochastic process. Generally, we just write 
	
		
			
				𝑥
				(
				𝑡
				)
			

		
	
 instead of 
	
		
			
				𝑥
				(
				𝑡
				,
				𝜔
				)
			

		
	
 and 
	
		
			
				𝑥
				(
				𝑡
				)
				∶
				𝐽
				→
				𝑋
			

		
	
 is the space of 
	
		
			

				ℋ
			

		
	
. Let 
	
		
			
				{
				𝑒
			

			

				𝑖
			

			

				}
			

			
				𝑖
				≥
				1
			

		
	
 be a complete orthonormal basis of 
	
		
			

				𝑌
			

		
	
. Suppose that 
	
		
			
				{
				𝑤
				(
				𝑡
				)
				∶
				𝑡
				≥
				0
				}
			

		
	
 is a cylindrical 
	
		
			

				𝑌
			

		
	
-valued Wiener process with finite trace nuclear covariance operator 
	
		
			
				𝑄
				≥
				0
			

		
	
, denote 
	
		
			
				∑
				T
				r
				(
				𝑄
				)
				=
			

			
				∞
				𝑖
				=
				1
			

			

				𝜆
			

			

				𝑖
			

			
				=
				𝜆
				<
				∞
			

		
	
, which satisfies 
	
		
			
				𝑄
				𝑒
			

			

				𝑖
			

			
				=
				𝜆
			

			

				𝑖
			

			

				𝑒
			

			

				𝑖
			

		
	
. Actually, 
	
		
			
				∑
				𝑤
				(
				𝑡
				)
				=
			

			
				∞
				𝑖
				=
				1
			

			

				√
			

			
				
			
			

				𝜆
			

			

				𝑖
			

			

				𝑤
			

			

				𝑖
			

			
				(
				𝑡
				)
				𝑒
			

			

				𝑖
			

		
	
, where 
	
		
			
				{
				𝑤
			

			

				𝑖
			

			
				(
				𝑡
				)
				}
			

			
				∞
				𝑖
				=
				1
			

		
	
 are mutually independent one-dimensional standard Wiener processes. We assume that 
	
		
			

				ℱ
			

			

				𝑡
			

			
				=
				𝜎
				{
				𝑤
				(
				𝑠
				)
				∶
				0
				≤
				𝑠
				≤
				𝑡
				}
			

		
	
 is the 
	
		
			

				𝜎
			

		
	
-algebra generated by 
	
		
			

				𝑤
			

		
	
 and 
	
		
			

				ℱ
			

			

				𝑡
			

			
				=
				ℱ
			

		
	
. Let 
	
		
			
				𝜇
				∈
				𝐿
				(
				𝑌
				,
				𝑋
				)
			

		
	
 and define 
	
 		
 			
				(
				2
				.
				1
				)
			
 		
	

	
		
			
				‖
				𝜇
				‖
			

			
				2
				𝑄
			

			
				
				=
				T
				r
				𝜇
				𝑄
				𝜇
			

			

				∗
			

			
				
				=
			

			

				∞
			

			

				
			

			
				𝑛
				=
				1
			

			
				‖
				‖
				√
			

			
				
			
			

				𝜆
			

			

				𝑛
			

			
				𝜇
				𝑒
			

			

				𝑛
			

			
				‖
				‖
			

			

				2
			

			

				.
			

		
	

If 
	
		
			
				‖
				𝜇
				‖
			

			

				𝑄
			

			
				<
				∞
			

		
	
, then 
	
		
			

				𝜇
			

		
	
 is called a 
	
		
			

				𝑄
			

		
	
-Hilbert-Schmidt operator. Let 
	
		
			

				𝐿
			

			

				𝑄
			

			
				(
				𝑌
				,
				𝑋
				)
			

		
	
 denote the space of all 
	
		
			

				𝑄
			

		
	
-Hilbert-Schmidt operators 
	
		
			
				𝜇
				∶
				𝑌
				→
				𝑋
			

		
	
. The completion 
	
		
			

				𝐿
			

			

				𝑄
			

			
				(
				𝑌
				,
				𝑋
				)
			

		
	
 of 
	
		
			
				𝐿
				(
				𝑌
				,
				𝑋
				)
			

		
	
 with respect to the topology induced by the norm 
	
		
			
				‖
				⋅
				‖
			

			

				𝑄
			

		
	
, where 
	
		
			
				‖
				𝜇
				‖
			

			
				2
				𝑄
			

			
				=
				⟨
				𝜇
				,
				𝜇
				⟩
			

		
	
 is a Hilbert space with the above norm topology.
We now make the system (1.1) precise. Let 
	
		
			
				𝐴
				∶
				𝑋
				→
				𝑋
			

		
	
 be the infinitesimal generator of a compact analytic semigroup 
	
		
			
				{
				𝑆
				(
				𝑡
				)
				,
				𝑡
				≥
				0
				}
			

		
	
 defined on 
	
		
			

				𝑋
			

		
	
. Let 
	
		
			

				𝐷
			

			

				𝜏
			

			
				=
				𝐷
				(
				(
				−
				∞
				,
				0
				]
				,
				𝑋
				)
			

		
	
 denote the family of all right continuous functions with left-hand limit 
	
		
			

				𝜑
			

		
	
 from 
	
		
			
				(
				−
				∞
				,
				0
				]
			

		
	
 to 
	
		
			

				𝑋
			

		
	
 and 
	
		
			
				𝒫
				(
				𝔼
				)
			

		
	
 is the family of all nonempty measurable subsets of 
	
		
			

				𝔼
			

		
	
. The functions 
	
		
			
				𝑓
				∶
				[
				0
				,
				𝑇
				]
				×
				𝐷
			

			

				𝜏
			

			
				→
				𝑋
			

		
	
; 
	
		
			
				𝐺
				∶
				[
				0
				,
				𝑇
				]
				×
				𝐷
			

			

				𝜏
			

			
				→
				𝒫
				(
				𝐿
			

			

				𝑄
			

			
				(
				𝑌
				,
				𝑋
				)
				)
			

		
	
 are Borel measurable. The phase space 
	
		
			
				𝐷
				(
				(
				−
				∞
				,
				0
				]
				,
				𝑋
				)
			

		
	
 is equipped with the norm 
	
		
			
				‖
				𝜙
				‖
				=
				s
				u
				p
			

			
				−
				∞
				<
				𝜃
				≤
				0
			

			
				‖
				𝜙
				(
				𝜃
				)
				‖
			

		
	
. We denote by 
	
		
			

				𝐷
			

			
				𝑏
				ℱ
			

			

				0
			

			
				(
				(
				−
				∞
				,
				0
				]
				,
				𝑋
				)
			

		
	
 the family of all almost surely bounded, 
	
		
			

				ℱ
			

			

				0
			

		
	
-measurable, 
	
		
			

				𝐷
			

			

				𝜏
			

		
	
-valued random variables. Further, let 
	
		
			

				ℬ
			

			

				𝒯
			

		
	
 be the Banach space of all 
	
		
			

				ℱ
			

			

				𝑡
			

		
	
-adapted process 
	
		
			
				𝜙
				(
				𝑡
				,
				𝑤
				)
			

		
	
 which is almost surely continuous in 
	
		
			

				𝑡
			

		
	
 for fixed 
	
		
			
				𝑤
				∈
				Ω
			

		
	
, with norm 
	
 		
 			
				(
				2
				.
				2
				)
			
 		
	

	
		
			
				‖
				𝜙
				‖
			

			

				ℬ
			

			

				𝒯
			

			
				=
				
				s
				u
				p
			

			
				0
				≤
				𝑡
				≤
				𝑇
			

			
				𝐸
				‖
				𝜙
				‖
			

			

				2
			

			

				
			

			
				1
				/
				2
			

			

				,
			

		
	

					for any 
	
		
			
				𝜙
				∈
				ℬ
			

			

				𝒯
			

		
	
. Here the expectation 
	
		
			

				𝐸
			

		
	
 is defined by
	
 		
 			
				(
				2
				.
				3
				)
			
 		
	

	
		
			
				
				𝐸
				𝜒
				=
			

			

				Ω
			

			
				𝜒
				(
				𝑤
				)
				𝑑
				𝑃
				.
			

		
	

We shall assume throughout the remainder of the paper that the initial function 
	
		
			
				𝜑
				∈
				𝐷
			

			
				𝑏
				ℱ
			

			

				0
			

			
				(
				(
				−
				∞
				,
				0
				]
				,
				𝑋
				)
			

		
	
.
Some notions from set-valued analysis are in order. Denote by 
	
		
			

				𝒫
			

			
				c
				l
			

			
				(
				𝑋
				)
				=
				{
				𝑌
				∈
				𝒫
				(
				𝑋
				)
				∶
				𝑌
				c
				l
				o
				s
				e
				d
				}
			

		
	
, 
	
		
			

				𝒫
			

			
				b
				d
			

			
				(
				𝑋
				)
				=
				{
				𝑌
				∈
				𝒫
				(
				𝑋
				)
				∶
				𝑌
				b
				o
				u
				n
				d
				e
				d
				}
			

		
	
, 
	
		
			

				𝒫
			

			
				c
				v
			

			
				(
				𝑋
				)
				=
				{
				𝑌
				∈
				𝒫
				(
				𝑋
				)
				∶
				𝑌
				c
				o
				n
				v
				e
				x
				}
			

		
	
, 
	
		
			

				𝒫
			

			
				c
				p
			

			
				(
				𝑋
				)
				=
				{
				𝑌
				∈
				𝒫
				(
				𝑋
				)
				∶
				𝑌
				c
				o
				m
				p
				a
				c
				t
				}
			

		
	
, 
	
		
			

				𝒫
			

			
				c
				p
			

			

				,
			

			
				c
				v
			

			
				(
				𝑋
				)
				=
				{
				𝑌
				∈
				𝒫
				(
				𝑋
				)
				∶
				𝑌
				c
				o
				m
				p
				a
				c
				t
				a
				n
				d
				c
				o
				n
				v
				e
				x
				}
			

		
	
. A multivalued map 
	
		
			
				𝐹
				∶
				𝑋
				→
				𝒫
				(
				𝑋
				)
			

		
	
 is convex valued if 
	
		
			
				𝐹
				(
				𝑥
				)
				∈
				𝒫
			

			
				c
				v
			

			
				(
				𝑋
				)
			

		
	
 for all 
	
		
			
				𝑥
				∈
				𝑋
			

		
	
, closed valued if 
	
		
			
				𝐹
				(
				𝑥
				)
				∈
			

		
	
 
	
		
			

				𝒫
			

			
				c
				l
			

			
				(
				𝑋
				)
			

		
	
 for all 
	
		
			
				𝑥
				∈
				𝑋
			

		
	
, 
	
		
			

				𝐹
			

		
	
 is compact valued if 
	
		
			
				𝐹
				(
				𝑥
				)
				∈
				𝒫
			

			
				c
				p
			

			
				(
				𝑋
				)
			

		
	
 for all 
	
		
			
				𝑥
				∈
				𝑋
			

		
	
. 
	
		
			

				𝐹
			

		
	
 is bounded on bounded sets if 
	
		
			
				𝐹
				(
				𝑉
				)
				=
				∪
			

			
				𝑥
				∈
				𝑉
			

			
				𝐹
				(
				𝑥
				)
			

		
	
 is bounded in 
	
		
			

				𝑋
			

		
	
, for all 
	
		
			
				𝑉
				∈
				𝒫
			

			
				b
				d
			

			
				(
				𝑋
				)
			

		
	
; that is, 
	
 		
 			
				(
				2
				.
				4
				)
			
 		
	

	
		
			
				s
				u
				p
			

			
				𝑥
				∈
				𝑉
			

			
				{
				s
				u
				p
				{
				‖
				𝑦
				‖
				∶
				𝑦
				∈
				𝐹
				(
				𝑥
				)
				}
				}
				<
				∞
				.
			

		
	


	
		
			

				𝐹
			

		
	
 is called upper semicontinuous (u.s.c) on 
	
		
			

				𝑋
			

		
	
, if for each 
	
		
			

				𝑥
			

			

				0
			

			
				∈
				𝑋
			

		
	
, the set 
	
		
			
				𝐹
				(
				𝑥
			

			

				0
			

			

				)
			

		
	
 is non-empty, closed subset of 
	
		
			

				𝑋
			

		
	
, and if for each open set 
	
		
			

				𝑉
			

		
	
 of 
	
		
			

				𝑋
			

		
	
 containing 
	
		
			
				𝐹
				(
				𝑥
			

			

				0
			

			

				)
			

		
	
 there exists an open neighborhood 
	
		
			

				𝑁
			

		
	
 of 
	
		
			

				𝑥
			

			

				0
			

		
	
 such that 
	
		
			
				𝐹
				(
				𝑁
				)
				⊆
				𝑉
			

		
	
.

	
		
			

				𝐹
			

		
	
 is said to be completely continuous if 
	
		
			
				𝐹
				(
				𝑉
				)
			

		
	
 is relatively compact, for every 
	
		
			
				𝑉
				∈
				𝒫
			

			
				b
				d
			

			
				(
				𝑋
				)
			

		
	
.
 If the multivalued map 
	
		
			

				𝐹
			

		
	
 is completely continuous with nonempty compact values, then 
	
		
			

				𝐹
			

		
	
 is u.s.c if and only if 
	
		
			

				𝐹
			

		
	
 has a closed graph (ie., 
	
		
			

				𝑥
			

			

				𝑛
			

			
				→
				𝑥
			

			

				∗
			

			
				,
				𝑦
			

			

				𝑛
			

			
				→
				𝑦
			

			

				∗
			

			
				,
				𝑦
			

			

				𝑛
			

			
				∈
				𝐹
				(
				𝑥
			

			

				𝑛
			

			
				)
				i
				m
				p
				l
				y
				𝑦
			

			

				∗
			

			
				∈
				𝐹
				(
				𝑥
			

			

				∗
			

			

				)
			

		
	
).

	
		
			

				𝐹
			

		
	
 has a fixed point if there is 
	
		
			
				𝑥
				∈
				𝑋
			

		
	
 such that 
	
		
			
				𝑥
				∈
				𝐹
				(
				𝑥
				)
			

		
	
. The fixed point set of the multivalued operator 
	
		
			

				𝐹
			

		
	
 will be denoted by Fix 
	
		
			

				𝐹
			

		
	
.
 The Hausdorff metric on 
	
		
			

				𝒫
			

			
				b
				d
			

			
				,
				c
				l
			

			
				(
				𝑋
				)
			

		
	
 is the function 
	
		
			
				𝐻
				∶
				𝒫
			

			
				b
				d
			

			
				,
				c
				l
			

			
				(
				𝑋
				)
				×
				𝒫
			

			
				b
				d
			

			
				,
				c
				l
			

			
				(
				𝑋
				)
				→
				ℜ
			

			

				+
			

		
	
 defined by 
	
 		
 			
				(
				2
				.
				5
				)
			
 		
	

	
		
			
				
				𝐻
				(
				𝔸
				,
				𝔹
				)
				=
				m
				a
				x
				s
				u
				p
			

			
				𝑎
				∈
				𝔸
			

			
				𝑑
				(
				𝑎
				,
				𝔹
				)
				,
				s
				u
				p
			

			
				𝑎
				∈
				𝔹
			

			
				
				,
				𝑑
				(
				𝔸
				,
				𝑏
				)
			

		
	

					where 
	
		
			
				𝑑
				(
				𝔸
				,
				𝑏
				)
				=
				i
				n
				f
				{
				‖
				𝑎
				−
				𝑏
				‖
			

			

				2
			

			
				,
				𝑎
				∈
				𝔸
				}
				,
				𝑑
				(
				𝑎
				,
				𝔹
				)
				=
				i
				n
				f
				{
				‖
				𝑎
				−
				𝑏
				‖
			

			

				2
			

			
				,
				𝑏
				∈
				𝔹
				}
			

		
	
.
The multivalued map 
	
		
			
				𝑀
				∶
				[
				0
				,
				𝑇
				]
				𝑃
			

			
				b
				d
			

			
				,
				c
				l
			

			
				(
				𝑋
				)
			

		
	
 is said to be measurable if for each 
	
		
			
				𝑥
				∈
				𝑋
			

		
	
 the function 
	
		
			
				𝜁
				∶
				[
				0
				,
				𝑇
				]
				→
				ℜ
			

			

				+
			

		
	
 defined by
	
 		
 			
				(
				2
				.
				6
				)
			
 		
	

	
		
			
				
				𝜁
				(
				𝑡
				)
				=
				𝑑
				(
				𝑥
				,
				𝑀
				(
				𝑡
				)
				)
				=
				i
				n
				f
				‖
				𝑥
				−
				𝑧
				‖
			

			

				2
			

			
				
				∶
				𝑧
				∈
				𝑀
				(
				𝑡
				)
				i
				s
				m
				e
				a
				s
				u
				r
				a
				b
				l
				e
				.
			

		
	

For more details on multivalued maps see [18–20]. Our existence results are based on the following fixed point theorem (nonlinear alternative) for Kakutani maps [21].
Theorem 2.1.  Let 
	
		
			

				𝑋
			

		
	
 be a Hilbert space, 
	
		
			

				𝐶
			

		
	
 a closed convex subset of 
	
		
			

				𝑋
			

		
	
, 
	
		
			

				𝑌
			

		
	
 an open subset of 
	
		
			

				𝐶
			

		
	
 and 
	
		
			
				0
				∈
				𝑌
			

		
	
. Suppose that 
	
		
			
				𝐹
				∶
			

			
				
			
			
				𝑌
				→
				𝒫
			

			
				c
				l
				,
			

			
				c
				v
			

			
				(
				𝐶
				)
			

		
	
 is an upper semicontinuous compact map. Then either (i) 
	
		
			

				𝐹
			

		
	
 has a fixed point in 
	
		
			
				
			
			

				𝑌
			

		
	
 or (ii) there are 
	
		
			
				𝑣
				∈
				𝜕
				𝑌
			

		
	
 and 
	
		
			
				𝜆
				∈
				(
				0
				,
				1
				)
			

		
	
 with 
	
		
			
				𝑣
				∈
				𝜆
				𝐹
				(
				𝑣
				)
			

		
	
.
Definition 2.2. The multivalued map 
	
		
			
				𝐺
				∶
				𝐽
				×
				𝐷
			

			

				𝜏
			

			
				→
				𝒫
				(
				𝐿
			

			

				𝑄
			

			
				(
				𝑌
				,
				𝑋
				)
				)
			

		
	
 is said to be 
	
		
			

				𝐿
			

			

				2
			

		
	
-Carathèodory if(i)
	
		
			
				𝑡
				↦
				𝐺
				(
				𝑡
				,
				𝑢
				)
			

		
	
 is measurable for each 
	
		
			
				𝑢
				∈
				𝐷
			

			

				𝜏
			

		
	
; (ii)
	
		
			
				𝑢
				↦
				𝐺
				(
				𝑡
				,
				𝑢
				)
			

		
	
 is upper semicontinuous for almost all 
	
		
			
				𝑡
				∈
				𝐽
			

		
	
;(iii)for each 
	
		
			
				𝑞
				>
				0
			

		
	
, there exists 
	
		
			

				𝜔
			

			

				𝑞
			

			
				∈
				𝐿
			

			

				2
			

			
				(
				𝐽
				,
				ℜ
			

			

				+
			

			

				)
			

		
	
 such that
										
	
 		
 			
				(
				2
				.
				7
				)
			
 		
	

	
		
			
				‖
				𝐺
				(
				𝑡
				,
				𝑢
				)
				‖
			

			

				2
			

			
				
				∶
				=
				s
				u
				p
				‖
				𝑔
				‖
			

			

				2
			

			
				
				∶
				𝑔
				∈
				𝐺
				(
				𝑡
				,
				𝑢
				)
				≤
				𝜔
			

			

				𝑞
			

			
				(
				𝑡
				)
				,
			

		
	

									for all 
	
		
			
				‖
				𝑢
				‖
			

			
				2
				ℬ
			

			

				𝒯
			

			
				≤
				𝑞
			

		
	
 and for a.e. 
	
		
			
				𝑡
				∈
				𝐽
			

		
	
. 
For each 
	
		
			
				𝑥
				∈
				𝐿
			

			

				2
			

			
				(
				𝐿
			

			

				𝑄
			

			
				(
				𝑌
				,
				𝑋
				)
				)
			

		
	
 define the set of selections of 
	
		
			

				𝐺
			

		
	
 by 
	
 		
 			
				(
				2
				.
				8
				)
			
 		
	

	
		
			

				𝑆
			

			
				𝐺
				,
				𝑥
			

			
				=
				
				𝑔
				∈
				𝐿
			

			

				2
			

			
				=
				𝐿
			

			

				2
			

			
				
				𝐿
			

			

				𝑄
			

			
				
				
				(
				𝑌
				,
				𝑋
				)
				∶
				𝑔
				(
				𝑡
				)
				∈
				𝐺
				𝑡
				,
				𝑥
			

			

				𝑡
			

			
				
				
				.
				f
				o
				r
				a
				.
				e
				,
				𝑡
				∈
				𝐽
			

		
	

Lemma 2.3 (see [22]).  Let 
	
		
			

				𝐼
			

		
	
 be a compact interval and 
	
		
			

				𝑋
			

		
	
 be a Hilbert space. Let 
	
		
			

				𝐺
			

		
	
 be an 
	
		
			

				𝐿
			

			

				2
			

		
	
-Carathèodory multivalued map with 
	
		
			

				𝑆
			

			
				𝐺
				,
				𝑥
			

			
				≠
				𝜙
			

		
	
 and let 
	
		
			

				Γ
			

		
	
 be a linear continuous mapping from 
	
		
			

				𝐿
			

			

				2
			

			
				(
				𝐼
				,
				𝑋
				)
				→
				𝐶
				(
				𝐼
				,
				𝑋
				)
			

		
	
. Then the operator 
							
	
 		
 			
				(
				2
				.
				9
				)
			
 		
	

	
		
			
				Γ
				∘
				𝑆
			

			

				𝐺
			

			
				∶
				𝐶
				(
				𝐼
				,
				𝑋
				)
				⟼
				𝒫
			

			
				b
				d
			

			
				,
				c
				l
				,
			

			
				c
				v
			

			
				
				(
				𝐶
				(
				𝐼
				,
				𝑋
				)
				)
				,
				𝑥
				⟼
				Γ
				∘
				𝑆
			

			

				𝐺
			

			
				
				
				𝑆
				(
				𝑥
				)
				=
				Γ
			

			
				𝐺
				,
				𝑥
			

			
				
				,
			

		
	

						is a closed graph operator in 
	
		
			
				𝐶
				(
				𝐼
				,
				𝑋
				)
				×
				𝐶
				(
				𝐼
				,
				𝑋
				)
			

		
	
.
Definition 2.4. A semigroup 
	
		
			
				{
				𝑆
				(
				𝑡
				)
				,
				𝑡
				≥
				0
				}
			

		
	
 is said to be uniformly bounded if there exists a constant 
	
		
			
				𝑀
				≥
				1
			

		
	
 such that 
							
	
 		
 			
				(
				2
				.
				1
				0
				)
			
 		
	

	
		
			
				‖
				𝑆
				(
				𝑡
				)
				‖
				≤
				𝑀
				,
				f
				o
				r
				𝑡
				≥
				0
				.
			

		
	

Assume that
	
 		
 			
				(
				2
				.
				1
				1
				)
			
 		
	

	
		
			

				𝑚
			

			

				
			

			
				𝑖
				=
				1
			

			
				|
				|
				𝛾
			

			

				𝑖
			

			
				|
				|
				<
				1
			

			
				
			
			
				𝑀
				.
			

		
	

					Then there exists a bounded operator 
	
		
			

				𝐵
			

		
	
 on 
	
		
			
				𝐷
				(
				𝐵
				)
				=
				𝑋
			

		
	
 given by the formula 
	
 		
 			
				(
				2
				.
				1
				2
				)
			
 		
	

	
		
			
				
				𝐵
				=
				𝐼
				−
			

			

				𝑚
			

			

				
			

			
				𝑖
				=
				1
			

			

				𝛾
			

			

				𝑖
			

			
				𝑇
				
				𝑡
			

			

				𝑖
			

			
				
				
			

			
				−
				1
			

			

				.
			

		
	

Definition 2.5. A stochastic process 
	
		
			
				{
				𝑥
				(
				𝑡
				)
				∈
				ℬ
			

			

				𝒯
			

			
				,
				𝑡
				∈
				(
				−
				∞
				,
				𝑇
				]
				}
			

		
	
 is called a mild solution of system (1.1) if(i)
	
		
			
				𝑥
				(
				𝑡
				)
			

		
	
 is 
	
		
			

				ℱ
			

			

				𝑡
			

		
	
-adapted with 
	
		
			

				∫
			

			
				𝑇
				0
			

			
				‖
				𝑥
				(
				𝑡
				)
				‖
			

			

				2
			

			
				𝑑
				𝑡
				<
				∞
			

		
	
 almost surely;(ii)
	
		
			
				𝑥
				(
				𝑡
				)
			

		
	
 satisfies the integral equation
										
	
 		
 			
				(
				2
				.
				1
				3
				)
			
 		
	

	
		
			
				⎧
				⎪
				⎪
				⎨
				⎪
				⎪
				⎩
				𝑥
				(
				𝑡
				)
				=
				𝜑
				(
				𝑡
				)
				,
				𝑡
				∈
				𝐽
			

			

				1
			

			

				,
			

			

				𝑚
			

			

				
			

			
				𝑖
				=
				1
			

			

				𝛾
			

			

				𝑖
			

			
				
				
				𝑆
				(
				𝑡
				)
				𝐵
			

			

				𝑡
			

			

				𝑖
			

			

				0
			

			
				𝑆
				
				𝑡
			

			

				𝑖
			

			
				
				𝑓
				
				−
				𝑠
				𝑠
				,
				𝑥
			

			

				𝑠
			

			
				
				
				𝑑
				𝑠
				+
			

			

				𝑡
			

			

				𝑖
			

			

				0
			

			
				𝑆
				
				𝑡
			

			

				𝑖
			

			
				
				
				+
				
				−
				𝑠
				𝑔
				(
				𝑠
				)
				𝑑
				𝑤
				(
				𝑠
				)
			

			
				𝑡
				0
			

			
				
				𝑆
				(
				𝑡
				−
				𝑠
				)
				𝑓
				𝑠
				,
				𝑥
			

			

				𝑠
			

			
				
				
				𝑑
				𝑠
				+
			

			
				𝑡
				0
			

			
				𝑆
				(
				𝑡
				−
				𝑠
				)
				𝑔
				(
				𝑠
				)
				𝑑
				𝑤
				(
				𝑠
				)
				,
				𝑎
				.
				𝑒
				.
				𝑡
				∈
				𝐽
				,
			

		
	

									where 
	
		
			
				𝑔
				∈
				𝑆
			

			
				𝐺
				,
				𝑥
			

		
	
. 
3. Existence Results
In this section, we discuss the existence of mild solutions of the system (1.1). We need the following hypotheses.
	
		
			
				(
				𝐻
			

			

				1
			

			

				)
			

		
	
:The function 
	
		
			
				𝑓
				∶
				𝐽
				×
				𝐷
			

			

				𝜏
			

			
				→
				𝑋
			

		
	
 is continuous and there exist two positive constants 
	
		
			

				𝐶
			

			

				1
			

			
				,
				𝐶
			

			

				2
			

		
	
 such that
								
	
 		
 			
				(
				3
				.
				1
				)
			
 		
	

	
		
			
				‖
				‖
				𝑓
				
				𝑡
				,
				𝑥
			

			

				𝑡
			

			
				
				‖
				‖
			

			

				2
			

			
				≤
				𝐶
			

			

				1
			

			
				‖
				𝑥
				‖
			

			

				2
			

			
				+
				𝐶
			

			

				2
			

			
				,
				f
				o
				r
				e
				a
				c
				h
				𝑥
				∈
				𝐷
			

			

				𝜏
			

			
				,
				𝑡
				∈
				𝐽
				.
			

		
	

	
		
			
				(
				𝐻
			

			

				2
			

			
				)
				∶
			

		
	

	
		
			
				𝐺
				∶
				𝐽
				×
				𝐷
			

			

				𝜏
			

			
				→
				𝒫
				(
				𝐿
			

			

				𝑄
			

			
				(
				𝑌
				,
				𝑋
				)
				)
			

		
	
 is an 
	
		
			

				𝐿
			

			

				2
			

		
	
-Carathéodory multivalued function with compact and convex values. 
	
		
			
				(
				𝐻
			

			

				3
			

			

				)
			

		
	
:There exists a continuous nondecreasing function 
	
		
			
				𝜓
				∶
				ℜ
			

			

				+
			

			
				→
				(
				0
				,
				∞
				)
			

		
	
 and 
	
		
			
				𝑝
				∈
				𝐿
			

			

				1
			

			
				(
				𝐽
				,
				ℜ
			

			

				+
			

			

				)
			

		
	
 such that
								
	
 		
 			
				(
				3
				.
				2
				)
			
 		
	

	
		
			
				‖
				‖
				𝐺
				
				𝑡
				,
				𝑥
			

			

				𝑡
			

			
				
				‖
				‖
			

			

				2
			

			
				
				=
				s
				u
				p
				‖
				𝑔
				‖
			

			

				2
			

			
				
				∶
				𝑔
				∈
				𝐺
				𝑡
				,
				𝑥
			

			

				𝑡
			

			
				
				
				
				≤
				𝑝
				(
				𝑡
				)
				𝜓
				‖
				𝑥
				‖
			

			

				2
			

			
				
				,
				𝑎
				.
				𝑒
				𝑡
				∈
				𝐽
				,
				a
				l
				l
				𝑥
				∈
				𝐷
			

			

				𝜏
			

			

				.
			

		
	

Theorem 3.1.  Assume that 
	
		
			
				(
				𝐻
			

			

				1
			

			

				)
			

		
	
–
	
		
			
				(
				𝐻
			

			

				3
			

			

				)
			

		
	
 hold. Then the system (1.1) has at least one mild solution on 
	
		
			
				(
				−
				∞
				,
				𝑇
				]
			

		
	
, provided that
							
	
 		
 			
				(
				3
				.
				3
				)
			
 		
	

	
		
			
				3
				𝒦
			

			

				1
			

			

				𝐶
			

			

				1
			

			
				𝑇
				<
				1
				,
				s
				u
				p
			

			
				[
				𝜌
				∈
				0
				,
				∞
				)
			

			
				
				1
				−
				3
				𝑇
				𝒦
			

			

				1
			

			

				𝐶
			

			

				1
			

			
				
				𝜌
			

			
				
			
			
				3
				𝑇
				𝒦
			

			

				2
			

			

				𝐶
			

			

				2
			

			
				+
				3
				𝒦
			

			

				1
			

			
				𝑇
				𝑟
				(
				𝑄
				)
				‖
				𝑝
				‖
			

			

				𝐿
			

			

				1
			

			
				𝜓
				(
				𝜌
				)
				>
				1
				,
			

		
	

						where
							
	
 		
 			
				(
				3
				.
				4
				)
			
 		
	

	
		
			

				𝒦
			

			

				1
			

			
				
				=
				3
				2
				𝑚
				𝑀
			

			
				2
				𝑚
			

			

				
			

			
				𝑖
				=
				1
			

			
				|
				|
				𝛾
			

			

				𝑖
			

			
				|
				|
			

			

				2
			

			
				‖
				𝐵
				‖
			

			

				2
			

			
				
				𝑀
				+
				1
			

			

				2
			

			
				,
				𝒦
			

			

				2
			

			
				=
				
				2
				𝑚
				𝑀
			

			
				2
				𝑚
			

			

				
			

			
				𝑖
				=
				1
			

			
				|
				|
				𝛾
			

			

				𝑖
			

			
				|
				|
			

			

				2
			

			
				‖
				𝐵
				‖
			

			

				2
			

			
				
				𝑀
				+
				𝑇
			

			

				2
			

			

				.
			

		
	

Proof. Transform the system (1.1) into a fixed point problem. Consider the multivalued operator 
	
		
			
				ℳ
				∶
				ℬ
			

			

				𝒯
			

			
				→
				𝒫
				(
				ℬ
			

			

				𝒯
			

			

				)
			

		
	
 defined by
							
	
 		
 			
				(
				3
				.
				5
				)
			
 		
	

	
		
			
				ℳ
				(
				𝑥
				)
				=
				ℎ
				∈
				ℬ
			

			

				𝒯
			

			
				=
				⎧
				⎪
				⎪
				⎨
				⎪
				⎪
				⎩
				∶
				ℎ
				(
				𝑡
				)
				𝜑
				(
				𝑡
				)
				,
				𝑡
				∈
				𝐽
			

			
				1
				𝑚
			

			

				
			

			
				𝑖
				=
				1
			

			

				𝛾
			

			

				𝑖
			

			
				
				
				𝑆
				(
				𝑡
				)
				𝐵
			

			

				𝑡
			

			

				𝑖
			

			

				0
			

			
				𝑆
				
				𝑡
			

			

				𝑖
			

			
				
				𝑓
				
				−
				𝑠
				𝑠
				,
				𝑥
			

			

				𝑠
			

			
				
				
				𝑑
				𝑠
				+
			

			

				𝑡
			

			

				𝑖
			

			

				0
			

			
				𝑆
				
				𝑡
			

			

				𝑖
			

			
				
				
				+
				
				−
				𝑠
				𝑔
				(
				𝑠
				)
				𝑑
				𝑤
				(
				𝑠
				)
			

			
				𝑡
				0
			

			
				
				𝑆
				(
				𝑡
				−
				𝑠
				)
				𝑓
				𝑠
				,
				𝑥
			

			

				𝑠
			

			
				
				
				𝑑
				𝑠
				+
			

			
				𝑡
				0
			

			
				𝑆
				(
				𝑡
				−
				𝑠
				)
				𝑔
				(
				𝑠
				)
				𝑑
				𝑤
				(
				𝑠
				)
				,
				𝑔
				∈
				𝑆
			

			
				𝐺
				,
				𝑥
			

			
				,
				𝑎
				.
				𝑒
				.
				𝑡
				∈
				𝐽
				.
			

		
	

						It is clear that the fixed points of 
	
		
			

				ℳ
			

		
	
 are mild solutions of system (1.1). Hence we have to find solutions of the inclusion 
	
		
			
				𝑦
				∈
				ℳ
				(
				𝑦
				)
			

		
	
. We show that the multivalued operator 
	
		
			

				ℳ
			

		
	
 satisfies all the conditions of Theorem 2.1. The proof will be given in several steps.Step 1. 
	
		
			
				ℳ
				(
				𝑥
				)
			

		
	
 is convex for each 
	
		
			
				𝑥
				∈
				ℬ
			

			

				𝒯
			

		
	
. Since 
	
		
			

				𝐺
			

		
	
 has convex values it follows that 
	
		
			

				𝑆
			

			
				𝐺
				,
				𝑥
			

		
	
 is convex; so that if 
	
		
			

				𝑔
			

			

				1
			

			
				,
				𝑔
			

			

				2
			

			
				∈
				𝑆
			

			
				𝐺
				,
				𝑥
			

		
	
 then 
	
		
			
				𝛼
				𝑔
			

			

				1
			

			
				+
				(
				1
				−
				𝛼
				)
				𝑔
			

			

				2
			

			
				∈
				𝑆
			

			
				𝐺
				,
				𝑥
			

		
	
, which implies clearly that 
	
		
			
				ℳ
				(
				𝑥
				)
			

		
	
 is convex.Step 2. The operator 
	
		
			

				ℳ
			

		
	
 is bounded on bounded subsets of 
	
		
			

				ℬ
			

			

				𝒯
			

		
	
. For 
	
		
			
				𝑞
				>
				0
			

		
	
 let 
	
		
			

				𝐵
			

			

				𝑞
			

			
				=
				{
				𝑥
				∈
				ℬ
			

			

				𝒯
			

			
				∶
				‖
				𝑥
				‖
			

			

				ℬ
			

			

				𝒯
			

			
				≤
				𝑞
				}
			

		
	
 be a bounded subset of 
	
		
			

				ℬ
			

			

				𝒯
			

		
	
. We show that 
	
		
			
				ℳ
				(
				𝐵
			

			

				𝑞
			

			

				)
			

		
	
 is a bounded subset of 
	
		
			

				ℬ
			

			

				𝒯
			

		
	
. For each 
	
		
			
				𝑥
				∈
				𝐵
			

			

				𝑞
			

		
	
 let 
	
		
			
				ℎ
				∈
			

		
	
 
	
		
			
				ℳ
				(
				𝑥
				)
			

		
	
. Then there exists 
	
		
			
				𝑔
				∈
				𝑆
			

			
				𝐺
				,
				𝑥
			

		
	
 such that for each 
	
		
			
				𝑡
				∈
				𝐽
			

		
	
 we have
									
	
 		
 			
				(
				3
				.
				6
				)
			
 		
	

	
		
			
				ℎ
				(
				𝑡
				)
				=
			

			

				𝑚
			

			

				
			

			
				𝑖
				=
				1
			

			

				𝛾
			

			

				𝑖
			

			
				
				
				𝑆
				(
				𝑡
				)
				𝐵
			

			

				𝑡
			

			

				𝑖
			

			

				0
			

			
				𝑆
				
				𝑡
			

			

				𝑖
			

			
				
				𝑓
				
				−
				𝑠
				𝑠
				,
				𝑥
			

			

				𝑠
			

			
				
				
				𝑑
				𝑠
				+
			

			

				𝑡
			

			

				𝑖
			

			

				0
			

			
				𝑆
				
				𝑡
			

			

				𝑖
			

			
				
				
				+
				
				−
				𝑠
				𝑔
				(
				𝑠
				)
				𝑑
				𝑤
				(
				𝑠
				)
			

			
				𝑡
				0
			

			
				
				𝑆
				(
				𝑡
				−
				𝑠
				)
				𝑓
				𝑠
				,
				𝑥
			

			

				𝑠
			

			
				
				
				𝑑
				𝑠
				+
			

			
				𝑡
				0
			

			
				𝑆
				(
				𝑡
				−
				𝑠
				)
				𝑔
				(
				𝑠
				)
				𝑑
				𝑤
				(
				𝑠
				)
				,
			

		
	
 
	
 		
 			
				(
				3
				.
				7
				)
			
 		
	

	
		
			
				‖
				ℎ
				(
				𝑡
				)
				‖
			

			

				2
			

			
				‖
				‖
				‖
				‖
				≤
				3
			

			

				𝑚
			

			

				
			

			
				𝑖
				=
				1
			

			

				𝛾
			

			

				𝑖
			

			
				
				
				𝑆
				(
				𝑡
				)
				𝐵
			

			

				𝑡
			

			

				𝑖
			

			

				0
			

			
				𝑆
				
				𝑡
			

			

				𝑖
			

			
				
				𝑓
				
				−
				𝑠
				𝑠
				,
				𝑥
			

			

				𝑠
			

			
				
				
				𝑑
				𝑠
				+
			

			

				𝑡
			

			

				𝑖
			

			

				0
			

			
				𝑆
				
				𝑡
			

			

				𝑖
			

			
				
				
				‖
				‖
				‖
				‖
				−
				𝑠
				𝑔
				(
				𝑠
				)
				𝑑
				𝑤
				(
				𝑠
				)
			

			

				2
			

			
				‖
				‖
				‖
				
				+
				3
			

			
				𝑡
				0
			

			
				𝑆
				(
				𝑡
				−
				𝑠
				)
				𝑓
				(
				𝑠
				,
				𝑥
			

			

				𝑠
			

			
				‖
				‖
				‖
				)
				𝑑
				𝑠
			

			

				2
			

			
				‖
				‖
				‖
				
				+
				3
			

			
				𝑡
				0
			

			
				‖
				‖
				‖
				𝑆
				(
				𝑡
				−
				𝑠
				)
				𝑔
				(
				𝑠
				)
				𝑑
				𝑤
				(
				𝑠
				)
			

			

				2
			

			
				≤
				6
				𝑚
			

			

				𝑚
			

			

				
			

			
				𝑖
				=
				1
			

			
				|
				|
				𝛾
			

			

				𝑖
			

			
				|
				|
			

			

				2
			

			

				𝑀
			

			

				2
			

			
				‖
				𝐵
				‖
			

			

				2
			

			

				𝑀
			

			

				2
			

			
				
				
			

			

				𝑡
			

			

				𝑖
			

			

				0
			

			
				‖
				‖
				𝑓
				
				𝑠
				,
				𝑥
			

			

				𝑠
			

			
				
				‖
				‖
			

			

				2
			

			
				
				𝑑
				𝑠
				+
				T
				r
				(
				𝑄
				)
			

			

				𝑡
			

			

				𝑖
			

			

				0
			

			
				‖
				𝑔
				(
				𝑠
				)
				‖
			

			

				2
			

			
				
				𝑑
				𝑠
				+
				3
				𝑀
			

			

				2
			

			

				
			

			
				𝑡
				0
			

			
				‖
				‖
				𝑓
				(
				𝑠
				,
				𝑥
			

			

				𝑠
			

			
				)
				‖
				‖
			

			

				2
			

			
				𝑑
				𝑠
				+
				3
				𝑀
			

			

				2
			

			
				
				T
				r
				(
				𝑄
				)
			

			
				𝑡
				0
			

			
				‖
				𝑔
				(
				𝑠
				)
				‖
			

			

				2
			

			
				
				𝑑
				𝑠
				≤
				3
				2
				𝑚
				𝑀
			

			
				2
				𝑚
			

			

				
			

			
				𝑖
				=
				1
			

			
				|
				|
				𝛾
			

			

				𝑖
			

			
				|
				|
			

			

				2
			

			
				‖
				𝐵
				‖
			

			

				2
			

			
				
				𝑀
				+
				1
			

			

				2
			

			

				
			

			
				𝑇
				0
			

			
				‖
				‖
				𝑓
				(
				𝑠
				,
				𝑥
			

			

				𝑠
			

			
				)
				‖
				‖
			

			

				2
			

			
				
				𝑑
				𝑠
				+
				3
				2
				𝑚
				𝑀
			

			
				2
				𝑚
			

			

				
			

			
				𝑖
				=
				1
			

			
				|
				|
				𝛾
			

			

				𝑖
			

			
				|
				|
			

			

				2
			

			
				‖
				𝐵
				‖
			

			

				2
			

			
				
				+
				1
				T
				r
				(
				𝑄
				)
				𝑀
			

			

				2
			

			

				
			

			
				𝑇
				0
			

			
				‖
				𝑔
				(
				𝑠
				)
				‖
			

			

				2
			

			
				𝑑
				𝑠
				≤
				3
				𝑀
			

			

				2
			

			
				
				2
				𝑚
				𝑀
			

			
				2
				𝑚
			

			

				
			

			
				𝑖
				=
				1
			

			
				|
				|
				𝛾
			

			

				𝑖
			

			
				|
				|
			

			

				2
			

			
				‖
				𝐵
				‖
			

			

				2
			

			
				
				
				
				+
				1
			

			
				𝑇
				0
			

			
				‖
				‖
				𝑓
				(
				𝑠
				,
				𝑥
			

			

				𝑠
			

			
				)
				‖
				‖
			

			

				2
			

			
				
				𝑑
				𝑠
				+
				T
				r
				(
				𝑄
				)
			

			
				𝑇
				0
			

			
				‖
				𝑔
				(
				𝑠
				)
				‖
			

			

				2
			

			
				
				𝑑
				𝑠
				≤
				3
				𝑀
			

			

				2
			

			
				
				2
				𝑚
				𝑀
			

			
				2
				𝑚
			

			

				
			

			
				𝑖
				=
				1
			

			
				|
				|
				𝛾
			

			

				𝑖
			

			
				|
				|
			

			

				2
			

			
				‖
				𝐵
				‖
			

			

				2
			

			
				
				×
				
				
				+
				1
			

			
				𝑇
				0
			

			
				
				𝐶
			

			

				1
			

			
				‖
				𝑥
				(
				𝑠
				)
				‖
			

			

				2
			

			
				+
				𝐶
			

			

				2
			

			
				
				
				𝑑
				𝑠
				+
				T
				r
				(
				𝑄
				)
			

			
				𝑇
				0
			

			
				
				(
				𝑝
				(
				𝑠
				)
				𝜓
				‖
				𝑥
				𝑠
				)
				‖
			

			

				2
			

			
				
				
				𝑑
				𝑠
				≤
				𝒦
			

			

				1
			

			
				
				𝑇
				𝐶
			

			

				1
			

			

				𝑞
			

			

				2
			

			
				+
				𝑇
				𝐶
			

			

				2
			

			
				
				𝑞
				+
				T
				r
				(
				𝑄
				)
				𝜓
			

			

				2
			

			
				
				‖
				𝑝
				‖
			

			

				𝐿
			

			

				1
			

			
				
				.
			

		
	

								Hence for each 
	
		
			
				ℎ
				∈
				ℳ
				(
				𝐵
			

			

				𝑞
			

			

				)
			

		
	
, we get
									
	
 		
 			
				(
				3
				.
				8
				)
			
 		
	

	
		
			
				‖
				ℎ
				‖
			

			
				2
				ℬ
			

			

				𝒯
			

			
				=
				s
				u
				p
			

			
				[
				]
				𝑡
				∈
				0
				,
				𝑇
			

			
				𝐸
				‖
				ℎ
				‖
			

			

				2
			

			
				≤
				𝒦
			

			

				1
			

			
				𝑇
				
				𝑇
				𝐶
			

			

				1
			

			

				𝑞
			

			

				2
			

			
				+
				𝑇
				𝐶
			

			

				2
			

			
				
				𝑞
				+
				T
				r
				(
				𝑄
				)
				𝜓
			

			

				2
			

			
				
				‖
				𝑝
				‖
			

			

				𝐿
			

			

				1
			

			
				
				.
			

		
	

								Then, for each 
	
		
			
				ℎ
				∈
				ℳ
				(
				𝑥
				)
			

		
	
, we have 
	
		
			
				‖
				ℎ
				‖
			

			
				2
				ℬ
			

			

				𝒯
			

			
				≤
				
				∧
			

		
	
, where 
	
		
			
				
				∧
				∶
				=
				𝒦
			

			

				1
			

			
				𝑇
				(
				𝑇
				𝐶
			

			

				1
			

			

				𝑞
			

			

				2
			

			
				+
				𝑇
				𝐶
			

			

				2
			

			
				+
				T
				r
				(
				𝑄
				)
				𝜓
				(
				𝑞
			

			

				2
			

			
				)
				‖
				𝑝
				‖
			

			

				𝐿
			

			

				1
			

			

				)
			

		
	
.Step 3. 
	
		
			

				ℳ
			

		
	
 sends bounded sets into equicontinuous sets in 
	
		
			

				ℬ
			

			

				𝒯
			

		
	
. For each 
	
		
			
				𝑥
				∈
				𝐵
			

			

				𝑞
			

		
	
 let 
	
		
			
				ℎ
				∈
			

		
	
 
	
		
			
				ℳ
				(
				𝑥
				)
			

		
	
 be given by (3.6). Let 
	
		
			

				𝜏
			

			

				1
			

			
				,
				𝜏
			

			

				2
			

			
				∈
				𝐽
			

		
	
 with 
	
		
			
				0
				<
				𝜏
			

			

				1
			

			
				<
				𝜏
			

			

				2
			

			
				≤
				𝑇
			

		
	
. Then
									
	
 		
 			
				(
				3
				.
				9
				)
			
 		
	

	
		
			
				ℎ
				
				𝜏
			

			

				2
			

			
				
				
				𝜏
				−
				ℎ
			

			

				1
			

			
				
				=
			

			

				𝑚
			

			

				
			

			
				𝑖
				=
				1
			

			

				𝛾
			

			

				𝑖
			

			
				
				𝑆
				
				𝜏
			

			

				2
			

			
				
				
				𝜏
				−
				𝑆
			

			

				1
			

			
				𝐵
				
				
				
				
			

			

				𝑡
			

			

				𝑖
			

			

				0
			

			
				𝑆
				
				𝑡
			

			

				𝑖
			

			
				
				𝑓
				
				−
				𝑠
				𝑠
				,
				𝑥
			

			

				𝑠
			

			
				
				
				𝑑
				𝑠
				+
			

			

				𝑡
			

			

				𝑖
			

			

				0
			

			
				𝑆
				
				𝑡
			

			

				𝑖
			

			
				
				
				+
				
				−
				𝑠
				𝑔
				(
				𝑠
				)
				𝑑
				𝑤
				(
				𝑠
				)
			

			

				𝜏
			

			

				2
			

			

				0
			

			
				𝑆
				
				𝜏
			

			

				2
			

			
				
				𝑓
				
				−
				𝑠
				𝑠
				,
				𝑥
			

			

				𝑠
			

			
				
				
				𝑑
				𝑠
				+
			

			

				𝜏
			

			

				2
			

			

				0
			

			
				𝑆
				
				𝜏
			

			

				2
			

			
				
				−
				
				−
				𝑠
				𝑔
				(
				𝑠
				)
				𝑑
				𝑤
				(
				𝑠
				)
			

			

				𝜏
			

			

				1
			

			

				0
			

			
				𝑆
				
				𝜏
			

			

				1
			

			
				
				𝑓
				
				−
				𝑠
				𝑠
				,
				𝑥
			

			

				𝑠
			

			
				
				
				𝑑
				𝑠
				−
			

			

				𝜏
			

			

				1
			

			

				0
			

			
				𝑆
				
				𝜏
			

			

				1
			

			
				
				−
				𝑠
				𝑔
				(
				𝑠
				)
				𝑑
				𝑤
				(
				𝑠
				)
				.
			

		
	

								This implies that
									
	
 		
 			
				(
				3
				.
				1
				0
				)
			
 		
	

	
		
			
				ℎ
				
				𝜏
			

			

				2
			

			
				
				
				𝜏
				−
				ℎ
			

			

				1
			

			
				
				=
			

			

				𝑚
			

			

				
			

			
				𝑖
				=
				1
			

			

				𝛾
			

			

				𝑖
			

			
				
				𝑆
				
				𝜏
			

			

				2
			

			
				
				
				𝜏
				−
				𝑆
			

			

				1
			

			
				𝐵
				
				
				
				
			

			

				𝑡
			

			

				𝑖
			

			

				0
			

			
				𝑆
				
				𝑡
			

			

				𝑖
			

			
				
				𝑓
				
				−
				𝑠
				𝑠
				,
				𝑥
			

			

				𝑠
			

			
				
				
				𝑑
				𝑠
				+
			

			

				𝑡
			

			

				𝑖
			

			

				0
			

			
				𝑆
				
				𝑡
			

			

				𝑖
			

			
				
				
				+
				
				−
				𝑠
				𝑔
				(
				𝑠
				)
				𝑑
				𝑤
				(
				𝑠
				)
			

			

				𝜏
			

			

				1
			

			

				0
			

			
				
				𝑆
				
				𝜏
			

			

				2
			

			
				
				
				𝜏
				−
				𝑠
				−
				𝑆
			

			

				1
			

			
				𝑓
				
				−
				𝑠
				
				
				𝑠
				,
				𝑥
			

			

				𝑠
			

			
				
				
				𝑑
				𝑠
				+
			

			

				𝜏
			

			

				1
			

			

				0
			

			
				
				𝑆
				
				𝜏
			

			

				2
			

			
				
				
				𝜏
				−
				𝑠
				−
				𝑆
			

			

				1
			

			
				+
				
				−
				𝑠
				
				
				𝑔
				(
				𝑠
				)
				𝑑
				𝑤
				(
				𝑠
				)
			

			

				𝜏
			

			

				2
			

			

				𝜏
			

			

				1
			

			
				𝑆
				
				𝜏
			

			

				2
			

			
				
				𝑓
				
				−
				𝑠
				𝑠
				,
				𝑥
			

			

				𝑠
			

			
				
				
				𝑑
				𝑠
				+
			

			

				𝜏
			

			

				2
			

			

				𝜏
			

			

				1
			

			
				𝑆
				
				𝜏
			

			

				2
			

			
				
				−
				𝑠
				𝑔
				(
				𝑠
				)
				𝑑
				𝑤
				(
				𝑠
				)
				.
			

		
	

								It follows that
									
	
 		
 			
				(
				3
				.
				1
				1
				)
			
 		
	

	
		
			
				‖
				‖
				ℎ
				
				𝜏
			

			

				2
			

			
				
				
				𝜏
				−
				ℎ
			

			

				1
			

			
				
				‖
				‖
			

			

				2
			

			
				≤
				5
				𝑚
				‖
				𝐵
				‖
			

			

				2
			

			
				‖
				‖
				𝑆
				
				𝜏
			

			

				2
			

			
				
				
				𝜏
				−
				𝑆
			

			

				1
			

			
				
				‖
				‖
			

			
				2
				𝑚
			

			

				
			

			
				𝑖
				=
				1
			

			
				|
				|
				𝛾
			

			

				𝑖
			

			
				|
				|
			

			

				2
			

			

				
			

			

				𝑡
			

			

				𝑖
			

			

				0
			

			
				‖
				‖
				𝑆
				(
				𝑡
			

			

				𝑖
			

			
				‖
				‖
				−
				𝑠
				)
			

			

				2
			

			
				‖
				‖
				𝑓
				
				𝑠
				,
				𝑥
			

			

				𝑠
			

			
				
				‖
				‖
			

			

				2
			

			
				𝑑
				𝑠
				+
				5
				𝑚
				‖
				𝐵
				‖
			

			

				2
			

			
				‖
				‖
				𝑆
				
				𝜏
			

			

				2
			

			
				
				
				𝜏
				−
				𝑆
			

			

				1
			

			
				
				‖
				‖
			

			
				2
				𝑚
			

			

				
			

			
				𝑖
				=
				1
			

			
				|
				|
				𝛾
			

			

				𝑖
			

			
				|
				|
			

			

				2
			

			
				
				T
				r
				(
				𝑄
				)
			

			

				𝑡
			

			

				𝑖
			

			

				0
			

			
				‖
				‖
				𝑆
				
				𝑡
			

			

				𝑖
			

			
				
				‖
				‖
				−
				𝑠
			

			

				2
			

			
				‖
				𝑔
				(
				𝑠
				)
				‖
			

			

				2
			

			
				
				𝑑
				𝑠
				+
				5
			

			

				𝜏
			

			

				1
			

			

				0
			

			
				‖
				‖
				𝑆
				
				𝜏
			

			

				2
			

			
				
				
				𝜏
				−
				𝑠
				−
				𝑆
			

			

				1
			

			
				
				‖
				‖
				−
				𝑠
			

			

				2
			

			
				‖
				‖
				𝑓
				
				𝑠
				,
				𝑥
			

			

				𝑠
			

			
				
				‖
				‖
			

			

				2
			

			
				
				𝑑
				𝑠
				+
				5
			

			

				𝜏
			

			

				2
			

			

				𝜏
			

			

				1
			

			
				‖
				‖
				𝑆
				
				𝜏
			

			

				2
			

			
				
				‖
				‖
				−
				𝑠
			

			

				2
			

			
				‖
				‖
				𝑓
				
				𝑠
				,
				𝑥
			

			

				𝑠
			

			
				
				‖
				‖
			

			

				2
			

			
				
				𝑑
				𝑠
				+
				5
				T
				r
				(
				𝑄
				)
			

			

				𝜏
			

			

				1
			

			

				0
			

			
				‖
				‖
				𝑆
				
				𝜏
			

			

				2
			

			
				
				
				𝜏
				−
				𝑠
				−
				𝑆
			

			

				1
			

			
				
				‖
				‖
				−
				𝑠
			

			

				2
			

			
				‖
				𝑔
				(
				𝑠
				)
				‖
			

			

				2
			

			
				
				𝑑
				𝑠
				+
				5
				T
				r
				(
				𝑄
				)
			

			

				𝜏
			

			

				2
			

			

				𝜏
			

			

				1
			

			
				‖
				‖
				𝑆
				
				𝜏
			

			

				1
			

			
				
				‖
				‖
				−
				𝑠
			

			

				2
			

			
				‖
				𝑔
				(
				𝑠
				)
				‖
			

			

				2
			

			
				𝑑
				𝑠
				≤
				5
				𝑚
				𝑀
			

			

				2
			

			
				‖
				𝐵
				‖
			

			

				2
			

			
				‖
				‖
				𝑆
				
				𝜏
			

			

				2
			

			
				
				
				𝜏
				−
				𝑆
			

			

				1
			

			
				
				‖
				‖
			

			
				2
				𝑚
			

			

				
			

			
				𝑖
				=
				1
			

			
				|
				|
				𝛾
			

			

				𝑖
			

			
				|
				|
			

			

				2
			

			
				𝐶
				
				
			

			

				1
			

			

				𝑞
			

			

				2
			

			
				+
				𝐶
			

			

				2
			

			
				
				
				𝑞
				+
				T
				r
				(
				𝑄
				)
				𝜓
			

			

				2
			

			
				
				‖
				𝑝
				‖
			

			

				𝐿
			

			

				1
			

			
				
				
				𝐶
				+
				5
			

			

				1
			

			

				𝑞
			

			

				2
			

			
				+
				𝐶
			

			

				2
			

			
				
				
			

			

				𝜏
			

			

				1
			

			

				0
			

			
				‖
				‖
				𝑆
				
				𝜏
			

			

				2
			

			
				
				
				𝜏
				−
				𝑠
				−
				𝑆
			

			

				1
			

			
				
				‖
				‖
				−
				𝑠
			

			

				2
			

			
				𝑑
				𝑠
				+
				5
				𝑀
			

			

				2
			

			
				
				𝐶
			

			

				1
			

			

				𝑞
			

			

				2
			

			
				+
				𝐶
			

			

				2
			

			
				𝜏
				
				
			

			

				2
			

			
				−
				𝜏
			

			

				1
			

			
				
				
				𝑞
				+
				5
				T
				r
				(
				𝑄
				)
				𝜓
			

			

				2
			

			
				
				
			

			

				𝜏
			

			

				1
			

			

				0
			

			
				‖
				‖
				𝑆
				
				𝜏
			

			

				2
			

			
				
				
				𝜏
				−
				𝑠
				−
				𝑆
			

			

				1
			

			
				
				‖
				‖
				−
				𝑠
			

			

				2
			

			
				𝑝
				(
				𝑠
				)
				𝑑
				𝑠
				+
				5
				𝑀
			

			

				2
			

			
				
				𝑞
				T
				r
				(
				𝑄
				)
				𝜓
			

			

				2
			

			
				
				‖
				𝑝
				‖
			

			

				𝐿
			

			

				1
			

			
				
				𝜏
			

			

				2
			

			
				−
				𝜏
			

			

				1
			

			
				
				.
			

		
	

								Since there is 
	
		
			
				𝛿
				>
				0
			

		
	
 such that 
									
	
 		
 			
				(
				3
				.
				1
				2
				)
			
 		
	

	
		
			
				‖
				‖
				𝑆
				
				𝜏
			

			

				2
			

			
				
				
				𝜏
				−
				𝑆
			

			

				1
			

			
				
				‖
				‖
				≤
				𝛿
			

			
				
			
			

				√
			

			
				
			
			

				𝜏
			

			

				1
			

			

				√
			

			
				
			
			

				𝜏
			

			

				2
			

			
				−
				𝜏
			

			

				1
			

			

				,
			

		
	

								(see [23, proposition  1]) and the compactness of 
	
		
			
				𝑆
				(
				𝑡
				)
			

		
	
 for 
	
		
			
				𝑡
				>
				0
			

		
	
 implies the continuity in the uniform operator topology, we have
									
	
 		
 			
				(
				3
				.
				1
				3
				)
			
 		
	

	
		
			
				‖
				‖
				𝑆
				
				𝜏
			

			

				2
			

			
				
				
				𝜏
				−
				𝑆
			

			

				1
			

			
				
				‖
				‖
			

			

				2
			

			
				‖
				‖
				𝑆
				
				𝜏
				⟶
				0
				,
			

			

				2
			

			
				
				
				𝜏
				−
				𝑠
				−
				𝑆
			

			

				1
			

			
				
				‖
				‖
				−
				𝑠
			

			

				2
			

			
				⟶
				0
				a
				s
				𝜏
			

			

				2
			

			
				⟶
				𝜏
			

			

				1
			

			

				.
			

		
	

								Therefore
									
	
 		
 			
				(
				3
				.
				1
				4
				)
			
 		
	

	
		
			
				𝐸
				‖
				‖
				ℎ
				(
				𝜏
			

			

				2
			

			
				
				𝜏
				)
				−
				ℎ
			

			

				1
			

			
				
				‖
				‖
			

			

				2
			

			
				⟶
				0
				a
				s
				𝜏
			

			

				2
			

			
				⟶
				𝜏
			

			

				1
			

			

				.
			

		
	

								When 
	
		
			

				𝜏
			

			

				1
			

			
				=
				0
			

		
	
 we have
									
	
 		
 			
				(
				3
				.
				1
				5
				)
			
 		
	

	
		
			
				‖
				‖
				ℎ
				
				𝜏
			

			

				2
			

			
				
				‖
				‖
				−
				ℎ
				(
				0
				)
			

			

				2
			

			
				≤
				5
				𝑚
				𝑀
			

			

				2
			

			
				‖
				𝐵
				‖
			

			

				2
			

			
				‖
				‖
				𝑆
				
				𝜏
			

			

				2
			

			
				
				‖
				‖
				−
				𝑆
				(
				0
				)
			

			
				2
				𝑚
			

			

				
			

			
				𝑖
				=
				1
			

			
				|
				|
				𝛾
			

			

				𝑖
			

			
				|
				|
			

			

				2
			

			
				
				𝑡
			

			

				𝑖
			

			
				
				𝐶
			

			

				1
			

			

				𝑞
			

			

				2
			

			
				+
				𝐶
			

			

				2
			

			
				
				
				𝑞
				+
				T
				r
				(
				𝑄
				)
				𝜓
			

			

				2
			

			
				
				‖
				𝑝
				‖
			

			

				𝐿
			

			

				1
			

			
				
				+
				5
				𝑀
			

			

				2
			

			
				
				𝐶
			

			

				1
			

			

				𝑞
			

			

				2
			

			
				+
				𝐶
			

			

				2
			

			
				
				𝜏
			

			

				2
			

			
				+
				5
				𝑀
			

			

				2
			

			
				
				𝑞
				T
				r
				(
				𝑄
				)
				𝜓
			

			

				2
			

			
				
				‖
				𝑝
				‖
			

			

				𝐿
			

			

				1
			

			

				𝜏
			

			

				2
			

			

				,
			

		
	

								so that, similar to the previous situation, we have
									
	
 		
 			
				(
				3
				.
				1
				6
				)
			
 		
	

	
		
			
				𝐸
				‖
				‖
				ℎ
				
				𝜏
			

			

				2
			

			
				
				‖
				‖
				−
				ℎ
				(
				0
				)
			

			

				2
			

			
				⟶
				0
				a
				s
				𝜏
			

			

				2
			

			
				⟶
				0
				.
			

		
	
Step 4. 
	
		
			

				ℳ
			

		
	
 sends bounded sets into relatively compact sets in 
	
		
			

				ℬ
			

			

				𝒯
			

		
	
. Let 
	
		
			
				0
				<
				𝜖
			

		
	
 
	
		
			
				<
				𝑡
			

		
	
, for 
	
		
			
				𝑡
				∈
				𝐽
			

		
	
. For 
	
		
			
				𝑥
				∈
				𝐵
			

			

				𝑞
			

		
	
 define a function 
	
		
			

				ℎ
			

			

				𝜖
			

		
	
 by
									
	
 		
 			
				(
				3
				.
				1
				7
				)
			
 		
	

	
		
			

				ℎ
			

			

				𝜖
			

			
				(
				𝑡
				)
				=
			

			

				𝑚
			

			

				
			

			
				𝑖
				=
				1
			

			

				𝛾
			

			

				𝑖
			

			
				
				
				𝑆
				(
				𝑡
				)
				𝐵
			

			

				𝑡
			

			

				𝑖
			

			

				0
			

			
				𝑆
				
				𝑡
			

			

				𝑖
			

			
				
				𝑓
				
				−
				𝑠
				𝑠
				,
				𝑥
			

			

				𝑠
			

			
				
				
				𝑑
				𝑠
				+
			

			

				𝑡
			

			

				𝑖
			

			

				0
			

			
				𝑆
				
				𝑡
			

			

				𝑖
			

			
				
				
				+
				
				−
				𝑠
				𝑔
				(
				𝑠
				)
				𝑑
				𝑤
				(
				𝑠
				)
			

			
				0
				𝑡
				−
				𝜖
			

			
				
				𝑆
				(
				𝑡
				−
				𝑠
				)
				𝑓
				𝑠
				,
				𝑥
			

			

				𝑠
			

			
				
				
				𝑑
				𝑠
				+
			

			
				0
				𝑡
				−
				𝜖
			

			
				𝑆
				(
				𝑡
				−
				𝑠
				)
				𝑔
				(
				𝑠
				)
				𝑑
				𝑤
				(
				𝑠
				)
				,
			

		
	

								where 
	
		
			
				𝑔
				∈
				𝑆
			

			
				𝐺
				,
				𝑥
			

		
	
. Since 
	
		
			
				𝑆
				(
				𝑡
				)
			

		
	
 is a compact operator, the set 
	
		
			

				𝑉
			

			

				𝜖
			

			
				(
				𝑡
				)
				=
				{
				ℎ
			

			

				𝜖
			

			
				(
				𝑡
				)
				∶
				ℎ
			

			

				𝜖
			

			
				∈
				ℳ
				(
				𝑥
				)
				}
			

		
	
 is relatively compact in 
	
		
			

				ℬ
			

			

				𝒯
			

		
	
 for every 
	
		
			

				𝜖
			

		
	
 in 
	
		
			
				(
				0
				,
				𝑡
				)
			

		
	
. Moreover, for every 
	
		
			
				ℎ
				∈
				ℳ
				(
				𝑥
				)
			

		
	
 we have
									
	
 		
 			
				(
				3
				.
				1
				8
				)
			
 		
	

	
		
			
				𝐸
				‖
				‖
				ℎ
				−
				ℎ
			

			

				𝜖
			

			
				‖
				‖
			

			

				2
			

			
				≤
				2
				𝜖
				𝑀
			

			

				2
			

			

				
			

			
				𝑡
				𝑡
				−
				𝜖
			

			
				
				𝐶
			

			

				1
			

			
				𝐸
				‖
				𝑥
				(
				𝑠
				)
				‖
			

			

				2
			

			
				+
				𝐶
			

			

				2
			

			
				
				𝑑
				𝑠
				+
				2
				𝑀
			

			

				2
			

			
				
				T
				r
				(
				𝑄
				)
			

			
				𝑡
				𝑡
				−
				𝜖
			

			

				𝜔
			

			

				𝑞
			

			
				(
				𝑠
				)
				𝑑
				𝑠
				≤
				2
				𝜖
			

			

				2
			

			

				𝑀
			

			

				2
			

			
				
				𝐶
			

			

				1
			

			
				𝑞
				+
				𝐶
			

			

				2
			

			
				
				+
				2
				𝑀
			

			

				2
			

			
				
				T
				r
				(
				𝑄
				)
			

			
				𝑡
				𝑡
				−
				𝜖
			

			

				𝜔
			

			

				𝑞
			

			
				(
				𝑠
				)
				𝑑
				𝑠
				.
			

		
	

								Since 
	
		
			

				𝜔
			

			

				𝑞
			

			
				∈
				𝐿
			

			

				1
			

			
				(
				𝐽
				)
			

		
	
 and meas
	
		
			
				(
				[
				𝑡
				−
				𝜖
				,
				𝑡
				]
				)
				=
				𝜖
			

		
	
 it follows that 
									
	
 		
 			
				(
				3
				.
				1
				9
				)
			
 		
	

	
		
			
				‖
				‖
				ℎ
				−
				ℎ
			

			

				𝜖
			

			
				‖
				‖
			

			

				ℬ
			

			

				𝒯
			

			
				⟶
				0
				a
				s
				𝜖
				⟶
				0
				.
			

		
	

								As a consequence of Step 1 through Step 4, together with Ascoli-Arzela theorem, we can conclude that the multivalued operator 
	
		
			

				ℳ
			

		
	
 is compact.Step 5. 
	
		
			

				ℳ
			

		
	
 has a closed graph. Let 
	
		
			

				𝑥
			

			

				𝑛
			

			
				→
				𝑥
			

			

				∗
			

		
	
 and 
	
		
			

				ℎ
			

			

				𝑛
			

			

				∈
			

		
	
 
	
		
			
				ℳ
				(
				𝑥
			

			

				𝑛
			

			

				)
			

		
	
 with 
	
		
			

				ℎ
			

			

				𝑛
			

			
				→
				ℎ
			

			

				∗
			

		
	
. We shall show that 
	
		
			

				ℎ
			

			

				∗
			

			
				∈
				ℳ
				(
				𝑥
			

			

				∗
			

			

				)
			

		
	
.There exists 
	
		
			

				𝑔
			

			

				𝑛
			

			
				∈
				𝑆
			

			
				𝐺
				,
				𝑥
			

			

				𝑛
			

		
	
 such that
									
	
 		
 			
				(
				3
				.
				2
				0
				)
			
 		
	

	
		
			

				ℎ
			

			

				𝑛
			

			
				(
				𝑡
				)
				=
			

			

				𝑚
			

			

				
			

			
				𝑖
				=
				1
			

			

				𝛾
			

			

				𝑖
			

			
				
				
				𝑆
				(
				𝑡
				)
				𝐵
			

			

				𝑡
			

			

				𝑖
			

			

				0
			

			
				𝑆
				
				𝑡
			

			

				𝑖
			

			
				
				𝑓
				
				−
				𝑠
				𝑠
				,
				𝑥
			

			
				𝑛
				,
				𝑠
			

			
				
				
				𝑑
				𝑠
				+
			

			

				𝑡
			

			

				𝑖
			

			

				0
			

			
				𝑆
				
				𝑡
			

			

				𝑖
			

			
				
				𝑔
				−
				𝑠
			

			

				𝑛
			

			
				
				+
				
				(
				𝑠
				)
				𝑑
				𝑤
				(
				𝑠
				)
			

			
				𝑡
				0
			

			
				
				𝑆
				(
				𝑡
				−
				𝑠
				)
				𝑓
				𝑠
				,
				𝑥
			

			
				𝑛
				,
				𝑠
			

			
				
				
				𝑑
				𝑠
				+
			

			
				𝑡
				0
			

			
				𝑆
				(
				𝑡
				−
				𝑠
				)
				𝑔
			

			

				𝑛
			

			
				(
				𝑠
				)
				𝑑
				𝑤
				(
				𝑠
				)
				.
			

		
	

								We must prove that there exists 
	
		
			

				𝑔
			

			

				∗
			

			
				∈
				𝑆
			

			
				𝐺
				,
				𝑥
			

			

				∗
			

		
	
 such that
									
	
 		
 			
				(
				3
				.
				2
				1
				)
			
 		
	

	
		
			

				ℎ
			

			

				∗
			

			
				(
				𝑡
				)
				=
			

			

				𝑚
			

			

				
			

			
				𝑖
				=
				1
			

			

				𝛾
			

			

				𝑖
			

			
				
				
				𝑆
				(
				𝑡
				)
				𝐵
			

			

				𝑡
			

			

				𝑖
			

			

				0
			

			
				𝑆
				
				𝑡
			

			

				𝑖
			

			
				
				𝑓
				
				−
				𝑠
				𝑠
				,
				𝑥
			

			
				∗
				𝑠
			

			
				
				
				𝑑
				𝑠
				+
			

			

				𝑡
			

			

				𝑖
			

			

				0
			

			
				𝑆
				
				𝑡
			

			

				𝑖
			

			
				
				𝑔
				−
				𝑠
			

			

				∗
			

			
				
				+
				
				(
				𝑠
				)
				𝑑
				𝑤
				(
				𝑠
				)
			

			
				𝑡
				0
			

			
				
				𝑆
				(
				𝑡
				−
				𝑠
				)
				𝑓
				𝑠
				,
				𝑥
			

			
				∗
				𝑠
			

			
				
				
				𝑑
				𝑠
				+
			

			
				𝑡
				0
			

			
				𝑆
				(
				𝑡
				−
				𝑠
				)
				𝑔
			

			

				∗
			

			
				(
				𝑠
				)
				𝑑
				𝑤
				(
				𝑠
				)
				.
			

		
	

								Consider the linear continuous operator 
	
		
			
				Γ
				∶
				𝐿
			

			

				2
			

			
				(
				𝐿
			

			

				𝑄
			

			
				(
				𝑌
				,
				𝑋
				)
				)
				→
				ℬ
			

			

				𝒯
			

		
	
 defined by
									
	
 		
 			
				(
				3
				.
				2
				2
				)
			
 		
	

	
		
			
				Γ
				(
				𝑔
				)
				(
				𝑡
				)
				=
			

			

				𝑚
			

			

				
			

			
				𝑖
				=
				1
			

			

				𝛾
			

			

				𝑖
			

			
				
				𝑆
				(
				𝑡
				)
				𝐵
			

			

				𝑡
			

			

				𝑖
			

			

				0
			

			
				𝑆
				
				𝑡
			

			

				𝑖
			

			
				
				
				−
				𝑠
				𝑔
				(
				𝑠
				)
				𝑑
				𝑤
				(
				𝑠
				)
				+
			

			
				𝑡
				0
			

			
				𝑆
				(
				𝑡
				−
				𝑠
				)
				𝑔
				(
				𝑠
				)
				𝑑
				𝑤
				(
				𝑠
				)
				.
			

		
	

								Clearly, 
	
		
			

				Γ
			

		
	
 is linear and continuous. Indeed, one has 
									
	
 		
 			
				(
				3
				.
				2
				3
				)
			
 		
	

	
		
			
				‖
				Γ
				(
				𝑔
				)
				(
				𝑡
				)
				‖
			

			

				2
			

			
				≤
				
				2
				𝑚
				𝑀
			

			
				2
				𝑚
			

			

				
			

			
				𝑖
				=
				1
			

			
				|
				|
				𝛾
			

			

				𝑖
			

			
				|
				|
			

			

				2
			

			
				‖
				𝐵
				‖
			

			

				2
			

			
				
				+
				1
				T
				r
				(
				𝑄
				)
				𝑀
			

			

				2
			

			

				
			

			
				𝑡
				0
			

			
				‖
				𝑔
				(
				𝑠
				)
				‖
			

			

				2
			

			
				𝑑
				𝑠
				𝐸
				‖
				Γ
				(
				𝑔
				)
				‖
			

			

				2
			

			
				≤
				
				2
				𝑚
				𝑀
			

			
				2
				𝑚
			

			

				
			

			
				𝑖
				=
				1
			

			
				|
				|
				𝛾
			

			

				𝑖
			

			
				|
				|
			

			

				2
			

			
				‖
				𝐵
				‖
			

			

				2
			

			
				
				+
				1
				T
				r
				(
				𝑄
				)
				𝑀
			

			

				2
			

			
				‖
				‖
				𝜔
			

			

				𝑞
			

			
				‖
				‖
			

			

				𝐿
			

			

				1
			

			

				.
			

		
	

								Let
									
	
 		
 			
				(
				3
				.
				2
				4
				)
			
 		
	

	
		
			

				Θ
			

			

				𝑛
			

			
				(
				𝑡
				)
				=
				ℎ
			

			

				𝑛
			

			
				(
				𝑡
				)
				−
			

			

				𝑚
			

			

				
			

			
				𝑖
				=
				1
			

			

				𝛾
			

			

				𝑖
			

			
				
				𝑆
				(
				𝑡
				)
				𝐵
			

			

				𝑡
			

			

				𝑖
			

			

				0
			

			
				𝑆
				
				𝑡
			

			

				𝑖
			

			
				
				𝑓
				
				−
				𝑠
				𝑠
				,
				𝑥
			

			
				𝑛
				,
				𝑠
			

			
				
				
				𝑑
				𝑠
				−
			

			
				𝑡
				0
			

			
				
				𝑆
				(
				𝑡
				−
				𝑠
				)
				𝑓
				𝑠
				,
				𝑥
			

			
				𝑛
				,
				𝑠
			

			
				
				Θ
				𝑑
				𝑠
				,
			

			

				∗
			

			
				(
				𝑡
				)
				=
				ℎ
			

			

				∗
			

			
				(
				𝑡
				)
				−
			

			

				𝑚
			

			

				
			

			
				𝑖
				=
				1
			

			

				𝛾
			

			

				𝑖
			

			
				
				𝑆
				(
				𝑡
				)
				𝐵
			

			

				𝑡
			

			

				𝑖
			

			

				0
			

			
				𝑆
				
				𝑡
			

			

				𝑖
			

			
				
				𝑓
				
				−
				𝑠
				𝑠
				,
				𝑥
			

			
				∗
				𝑠
			

			
				
				
				𝑑
				𝑠
				−
			

			
				𝑡
				0
			

			
				
				𝑆
				(
				𝑡
				−
				𝑠
				)
				𝑓
				𝑠
				,
				𝑥
			

			
				∗
				𝑠
			

			
				
				𝑑
				𝑠
				.
			

		
	

								We have
									
	
 		
 			
				(
				3
				.
				2
				5
				)
			
 		
	

	
		
			

				Θ
			

			

				𝑛
			

			
				(
				𝑡
				)
				∈
				Γ
				∘
				𝑆
			

			
				𝐺
				,
				𝑥
			

			

				𝑛
			

			

				.
			

		
	

								Since 
	
		
			

				𝑓
			

		
	
 is continuous (see (
	
		
			

				𝐻
			

			

				1
			

		
	
)) 
									
	
 		
 			
				(
				3
				.
				2
				6
				)
			
 		
	

	
		
			
				‖
				‖
				Θ
			

			

				𝑛
			

			
				(
				𝑡
				)
				−
				Θ
			

			

				∗
			

			
				‖
				‖
				(
				𝑡
				)
			

			

				2
			

			
				⟶
				0
				a
				s
				𝑛
				⟶
				∞
				.
			

		
	

								Lemma 2.3 implies that 
	
		
			
				Γ
				∘
				𝑆
			

			

				𝐺
			

		
	
 has a closed graph. Hence there exists 
	
		
			

				𝑔
			

			

				∗
			

			
				∈
				𝑆
			

			
				𝐺
				,
				𝑥
			

			

				∗
			

		
	
 such that
									
	
 		
 			
				(
				3
				.
				2
				7
				)
			
 		
	

	
		
			

				Θ
			

			

				∗
			

			
				(
				𝑡
				)
				=
			

			

				𝑚
			

			

				
			

			
				𝑖
				=
				1
			

			

				𝛾
			

			

				𝑖
			

			
				
				𝑆
				(
				𝑡
				)
				𝐵
			

			

				𝑡
			

			

				𝑖
			

			

				0
			

			
				𝑆
				
				𝑡
			

			

				𝑖
			

			
				
				𝑔
				−
				𝑠
			

			

				∗
			

			
				
				(
				𝑠
				)
				𝑑
				𝑤
				(
				𝑠
				)
				+
			

			
				𝑡
				0
			

			
				𝑆
				(
				𝑡
				−
				𝑠
				)
				𝑔
			

			

				∗
			

			
				(
				𝑠
				)
				𝑑
				𝑤
				(
				𝑠
				)
				.
			

		
	

								Hence 
	
		
			

				ℎ
			

			

				∗
			

			
				∈
				ℳ
				(
				𝑥
			

			

				∗
			

			

				)
			

		
	
, which shows that graph 
	
		
			

				ℳ
			

		
	
 is closed.Step 6. Let 
	
		
			
				𝜆
				∈
				(
				0
				,
				1
				)
			

		
	
 and let 
	
		
			
				𝑥
				∈
				𝜆
				ℳ
				(
				𝑥
				)
			

		
	
. Then there exists 
	
		
			
				𝑔
				∈
				𝑆
			

			
				𝐺
				,
				𝑥
			

		
	
 such that
									
	
 		
 			
				(
				3
				.
				2
				8
				)
			
 		
	

	
		
			
				𝑥
				(
				𝑡
				)
				=
				𝜆
			

			

				𝑚
			

			

				
			

			
				𝑖
				=
				1
			

			

				𝛾
			

			

				𝑖
			

			
				
				
				𝑆
				(
				𝑡
				)
				𝐵
			

			

				𝑡
			

			

				𝑖
			

			

				0
			

			
				𝑆
				
				𝑡
			

			

				𝑖
			

			
				
				𝑓
				
				−
				𝑠
				𝑠
				,
				𝑥
			

			

				𝑠
			

			
				
				
				𝑑
				𝑠
				+
			

			

				𝑡
			

			

				𝑖
			

			

				0
			

			
				𝑆
				
				𝑡
			

			

				𝑖
			

			
				
				
				
				−
				𝑠
				𝑔
				(
				𝑠
				)
				𝑑
				𝑤
				(
				𝑠
				)
				+
				𝜆
			

			
				𝑡
				0
			

			
				
				𝑆
				(
				𝑡
				−
				𝑠
				)
				𝑓
				𝑠
				,
				𝑥
			

			

				𝑠
			

			
				
				
				𝑑
				𝑠
				+
				𝜆
			

			
				𝑡
				0
			

			
				𝑆
				(
				𝑡
				−
				𝑠
				)
				𝑔
				(
				𝑠
				)
				𝑑
				𝑤
				(
				𝑠
				)
				.
			

		
	

								Thus
									
	
 		
 			
				(
				3
				.
				2
				9
				)
			
 		
	

	
		
			
				‖
				𝑥
				(
				𝑡
				)
				‖
			

			

				2
			

			
				
				≤
				3
				2
				𝑚
				𝑀
			

			
				2
				𝑚
			

			

				
			

			
				𝑖
				=
				1
			

			
				|
				|
				𝛾
			

			

				𝑖
			

			
				|
				|
			

			

				2
			

			
				‖
				𝐵
				‖
			

			

				2
			

			
				
				𝑀
				+
				𝑇
			

			

				2
			

			

				
			

			
				𝑡
				0
			

			
				‖
				‖
				𝑓
				
				𝑠
				,
				𝑥
			

			

				𝑠
			

			
				
				‖
				‖
			

			

				2
			

			
				
				𝑑
				𝑠
				+
				3
				2
				𝑚
				𝑀
			

			
				2
				𝑚
			

			

				
			

			
				𝑖
				=
				1
			

			
				|
				|
				𝛾
			

			

				𝑖
			

			
				|
				|
			

			

				2
			

			
				‖
				𝐵
				‖
			

			

				2
			

			
				
				𝑀
				+
				1
			

			

				2
			

			
				
				T
				r
				(
				𝑄
				)
			

			
				𝑡
				0
			

			
				‖
				𝑔
				(
				𝑠
				)
				‖
			

			

				2
			

			
				𝑑
				𝑠
				.
			

		
	

								Conditions 
	
		
			
				(
				𝐻
			

			

				1
			

			

				)
			

		
	
–
	
		
			
				(
				𝐻
			

			

				3
			

			

				)
			

		
	
 imply that for each 
	
		
			
				𝑡
				∈
				𝐽
			

		
	

	
 		
 			
				(
				3
				.
				3
				0
				)
			
 		
	

	
		
			
				𝐸
				‖
				𝑥
				‖
			

			

				2
			

			
				
				≤
				3
				2
				𝑚
				𝑀
			

			
				2
				𝑚
			

			

				
			

			
				𝑖
				=
				1
			

			
				|
				|
				𝛾
			

			

				𝑖
			

			
				|
				|
			

			

				2
			

			
				‖
				𝐵
				‖
			

			

				2
			

			
				
				𝑀
				+
				𝑇
			

			

				2
			

			

				
			

			
				𝑡
				0
			

			
				
				𝐶
			

			

				1
			

			
				𝐸
				‖
				𝑥
				(
				𝑠
				)
				‖
			

			

				2
			

			
				+
				𝐶
			

			

				2
			

			
				
				
				𝑑
				𝑠
				+
				3
				2
				𝑚
				𝑀
			

			
				2
				𝑚
			

			

				
			

			
				𝑖
				=
				1
			

			
				|
				|
				𝛾
			

			

				𝑖
			

			
				|
				|
			

			

				2
			

			
				‖
				𝐵
				‖
			

			

				2
			

			
				
				𝑀
				+
				1
			

			

				2
			

			
				
				T
				r
				(
				𝑄
				)
			

			
				𝑡
				0
			

			
				
				𝑝
				(
				𝑠
				)
				𝜓
				𝐸
				‖
				𝑥
				(
				𝑠
				)
				‖
			

			

				2
			

			
				
				𝑑
				𝑠
				.
			

		
	

								The function 
	
		
			

				𝜚
			

		
	
 defined on 
	
		
			
				[
				0
				,
				𝑇
				]
			

		
	
 by
									
	
 		
 			
				(
				3
				.
				3
				1
				)
			
 		
	

	
		
			
				
				𝜚
				(
				𝑡
				)
				=
				s
				u
				p
				𝐸
				‖
				𝑥
				(
				𝑠
				)
				‖
			

			

				2
			

			
				
				∶
				0
				≤
				𝑠
				≤
				𝑡
			

		
	

								satisfies
									
	
 		
 			
				(
				3
				.
				3
				2
				)
			
 		
	

	
		
			
				
				𝜚
				(
				𝑡
				)
				≤
				3
				𝑇
				2
				𝑚
				𝑀
			

			
				2
				𝑚
			

			

				
			

			
				𝑖
				=
				1
			

			
				|
				|
				𝛾
			

			

				𝑖
			

			
				|
				|
			

			

				2
			

			
				‖
				𝐵
				‖
			

			

				2
			

			
				
				𝑀
				+
				𝑇
			

			

				2
			

			

				𝐶
			

			

				2
			

			
				
				+
				3
				𝑇
				2
				𝑚
				𝑀
			

			
				2
				𝑚
			

			

				
			

			
				𝑖
				=
				1
			

			
				|
				|
				𝛾
			

			

				𝑖
			

			
				|
				|
			

			

				2
			

			
				‖
				𝐵
				‖
			

			

				2
			

			
				
				𝑀
				+
				𝑇
			

			

				2
			

			

				𝐶
			

			

				1
			

			
				
				𝜚
				(
				𝑡
				)
				+
				3
				2
				𝑚
				𝑀
			

			
				2
				𝑚
			

			

				
			

			
				𝑖
				=
				1
			

			
				|
				|
				𝛾
			

			

				𝑖
			

			
				|
				|
			

			

				2
			

			
				‖
				𝐵
				‖
			

			

				2
			

			
				
				𝑀
				+
				1
			

			

				2
			

			
				T
				r
				(
				𝑄
				)
				‖
				𝑝
				‖
			

			

				𝐿
			

			

				1
			

			
				𝜓
				(
				𝜚
				(
				𝑡
				)
				)
				.
			

		
	

								This yields
									
	
 		
 			
				(
				3
				.
				3
				3
				)
			
 		
	

	
		
			
				𝜚
				(
				𝑡
				)
				≤
				3
				𝑇
				𝒦
			

			

				2
			

			

				𝐶
			

			

				2
			

			
				+
				3
				𝒦
			

			

				1
			

			
				T
				r
				(
				𝑄
				)
				‖
				𝑝
				‖
			

			

				𝐿
			

			

				1
			

			
				𝜓
				(
				𝜚
				(
				𝑡
				)
				)
			

			
				
			
			
				1
				−
				3
				𝑇
				𝒦
			

			

				1
			

			

				𝐶
			

			

				1
			

			

				.
			

		
	

								Since
									
	
 		
 			
				(
				3
				.
				3
				4
				)
			
 		
	

	
		
			
				‖
				𝑥
				‖
			

			

				ℬ
			

			

				𝒯
			

			
				=
				s
				u
				p
			

			
				0
				≤
				𝑡
				≤
				𝑇
			

			
				𝜚
				(
				𝑡
				)
				,
			

		
	

								it follows that
									
	
 		
 			
				(
				3
				.
				3
				5
				)
			
 		
	

	
		
			
				‖
				𝑥
				‖
			

			

				ℬ
			

			

				𝒯
			

			
				≤
				3
				𝑇
				𝒦
			

			

				2
			

			

				𝐶
			

			

				2
			

			
				+
				3
				𝒦
			

			

				1
			

			
				T
				r
				(
				𝑄
				)
				‖
				𝑝
				‖
			

			

				𝐿
			

			

				1
			

			
				𝜓
				
				‖
				𝑥
				‖
			

			

				ℬ
			

			

				𝒯
			

			

				
			

			
				
			
			
				1
				−
				3
				𝑇
				𝒦
			

			

				1
			

			

				𝐶
			

			

				1
			

			

				.
			

		
	

								Therefore
									
	
 		
 			
				(
				3
				.
				3
				6
				)
			
 		
	

	
		
			
				
				1
				−
				3
				𝑇
				𝒦
			

			

				1
			

			

				𝐶
			

			

				1
			

			
				
				‖
				𝑥
				‖
			

			

				ℬ
			

			

				𝒯
			

			
				
			
			
				3
				𝑇
				𝒦
			

			

				2
			

			

				𝐶
			

			

				2
			

			
				+
				3
				𝒦
			

			

				1
			

			
				T
				r
				(
				𝑄
				)
				‖
				𝑝
				‖
			

			

				𝐿
			

			

				1
			

			
				𝜓
				
				‖
				𝑥
				‖
			

			

				ℬ
			

			

				𝒯
			

			
				
				≤
				1
				.
			

		
	

								Now, by (3.3) there exists 
	
		
			

				𝜌
			

			

				0
			

			
				>
				0
			

		
	
 such that
									
	
 		
 			
				(
				3
				.
				3
				7
				)
			
 		
	

	
		
			
				
				1
				−
				3
				𝑇
				𝒦
			

			

				1
			

			

				𝐶
			

			

				1
			

			
				
				𝜌
			

			

				0
			

			
				
			
			
				3
				𝑇
				𝒦
			

			

				2
			

			

				𝐶
			

			

				2
			

			
				+
				3
				𝒦
			

			

				1
			

			
				T
				r
				(
				𝑄
				)
				‖
				𝑝
				‖
			

			

				𝐿
			

			

				1
			

			
				𝜓
				
				𝜌
			

			

				0
			

			
				
				>
				1
				.
			

		
	

								Let 
	
		
			
				𝔜
				=
				{
				𝑣
				∈
				ℬ
			

			

				𝒯
			

			
				∶
				‖
				𝑣
				‖
			

			

				ℬ
			

			

				𝒯
			

			
				<
				𝜌
			

			

				0
			

			

				}
			

		
	
. Suppose that there is 
	
		
			
				𝑣
				∈
				𝜕
				𝔜
			

		
	
 such that 
	
		
			
				𝑣
				∈
				𝜆
				ℳ
				(
				𝑣
				)
			

		
	
 for 
	
		
			
				𝜆
				∈
				(
				0
				,
				1
				)
			

		
	
. Then 
	
		
			
				‖
				𝑥
				‖
			

			

				ℬ
			

			

				𝒯
			

			
				=
				𝜚
			

			

				0
			

		
	
 satisfies (3.36), which contradicts (3.37). So, alternative (ii) in Theorem 2.1. does not hold, and consequently, the multivalued operator 
	
		
			

				ℳ
			

		
	
 has a fixed point, which is a solution of (1.1).
We now present another existence result for system (1.1). We shall assume that the single-valued 
	
		
			

				𝑓
			

		
	
 and the multivalued 
	
		
			

				𝐺
			

		
	
 satisfy a Wintner-type growth condition with respect to their second variable.
Theorem 3.2.  Assume that 
	
		
			
				(
				𝐻
			

			

				2
			

			

				)
			

		
	
 and the following condition hold. 
	
		
			
				(
				𝐻
			

			
				𝑓
				𝐺
			

			

				)
			

		
	
:There exists 
	
		
			
				ℓ
				∈
				𝐿
			

			

				1
			

			
				(
				[
				0
				,
				𝑇
				]
				,
				ℜ
			

			

				+
			

			

				)
			

		
	
 such that  
	
 		
 			
				(
				3
				.
				3
				8
				)
			
 		
	

	
		
			
				𝐻
				
				𝑓
				
				𝑡
				,
				𝑥
			

			

				𝑡
			

			
				
				
				,
				𝑓
				𝑡
				,
				𝑦
			

			

				𝑡
			

			
				
				𝐺
				
				
				
				∨
				𝐻
				𝑡
				,
				𝑥
			

			

				𝑡
			

			
				
				
				,
				𝐺
				𝑡
				,
				𝑦
			

			

				𝑡
			

			
				
				
				≤
				ℓ
				(
				𝑡
				)
				‖
				𝑥
				−
				𝑦
				‖
			

			

				2
			

			
				,
				∀
				𝑡
				∈
				𝐽
				,
				𝑥
				,
				𝑦
				∈
				𝐷
			

			

				𝜏
			

			
				,
				𝐻
				(
				0
				,
				𝑓
				(
				𝑡
				,
				0
				)
				)
				∨
				𝐻
				(
				0
				,
				𝐺
				(
				𝑡
				,
				0
				)
				)
				≤
				ℓ
				(
				𝑡
				)
				,
				𝑎
				.
				𝑒
				.
				𝑡
				∈
				𝐽
				,
			

		
	

						then the system (1.1) has at least one mild solution on 
	
		
			
				(
				−
				∞
				,
				𝑇
				]
			

		
	
.
Remark 3.3. 
	
		
			
				𝐻
				(
				𝑓
				(
				𝑡
				,
				𝑥
			

			

				𝑡
			

			
				)
				,
				𝑓
				(
				𝑡
				,
				𝑦
			

			

				𝑡
			

			
				)
				)
				=
				‖
				𝑓
				(
				𝑡
				,
				𝑥
			

			

				𝑡
			

			
				)
				−
				𝑓
				(
				𝑡
				,
				𝑦
			

			

				𝑡
			

			
				)
				‖
			

			

				2
			

		
	
. 					
Proof. The multivalued operator 
	
		
			

				ℳ
			

		
	
 defined in the proof of the previous theorem is completely continuous and upper semicontinuous. Now, we prove that
							
	
 		
 			
				(
				3
				.
				3
				9
				)
			
 		
	

	
		
			
				
				𝔜
				=
				𝑥
				∈
				ℬ
			

			

				𝒯
			

			
				
				∶
				𝑥
				∈
				𝜆
				ℳ
				(
				𝑥
				)
				f
				o
				r
				s
				o
				m
				e
				𝜆
				∈
				(
				0
				,
				1
				)
			

		
	

						is bounded. Let 
	
		
			
				𝑥
				∈
				𝔜
			

		
	
. Then there exists 
	
		
			
				𝑔
				∈
				𝑆
			

			
				𝐺
				,
				𝑥
			

		
	
 such that for each 
	
		
			
				𝑡
				∈
				𝐽
			

		
	

	
 		
 			
				(
				3
				.
				4
				0
				)
			
 		
	

	
		
			
				𝑥
				(
				𝑡
				)
				=
				𝜆
			

			

				𝑚
			

			

				
			

			
				𝑖
				=
				1
			

			

				𝛾
			

			

				𝑖
			

			
				
				
				𝑆
				(
				𝑡
				)
				𝐵
			

			

				𝑡
			

			

				𝑖
			

			

				0
			

			
				𝑆
				
				𝑡
			

			

				𝑖
			

			
				
				𝑓
				
				−
				𝑠
				𝑠
				,
				𝑥
			

			

				𝑠
			

			
				
				
				𝑑
				𝑠
				+
			

			

				𝑡
			

			

				𝑖
			

			

				0
			

			
				𝑆
				
				𝑡
			

			

				𝑖
			

			
				
				
				
				−
				𝑠
				𝑔
				(
				𝑠
				)
				𝑑
				𝑤
				(
				𝑠
				)
				+
				𝜆
			

			
				𝑡
				0
			

			
				
				𝑆
				(
				𝑡
				−
				𝑠
				)
				𝑓
				𝑠
				,
				𝑥
			

			

				𝑠
			

			
				
				
				𝑑
				𝑠
				+
				𝜆
			

			
				𝑡
				0
			

			
				𝑆
				(
				𝑡
				−
				𝑠
				)
				𝑔
				(
				𝑠
				)
				𝑑
				𝑤
				(
				𝑠
				)
				,
			

		
	

						for some 
	
		
			
				𝜆
				∈
				(
				0
				,
				1
				)
			

		
	
. Then
							
	
 		
 			
				(
				3
				.
				4
				1
				)
			
 		
	

	
		
			
				‖
				𝑥
				(
				𝑡
				)
				‖
			

			

				2
			

			
				
				≤
				3
				2
				𝑚
				𝑀
			

			
				2
				𝑚
			

			

				
			

			
				𝑖
				=
				1
			

			

				𝑡
			

			

				𝑖
			

			
				‖
				‖
				𝛾
			

			

				𝑖
			

			
				‖
				‖
			

			

				2
			

			
				‖
				𝐵
				‖
			

			

				2
			

			
				
				𝑀
				+
				𝑇
			

			

				2
			

			

				
			

			
				𝑡
				0
			

			
				‖
				‖
				𝑓
				
				𝑠
				,
				𝑥
			

			

				𝑠
			

			
				
				‖
				‖
			

			

				2
			

			
				
				𝑑
				𝑠
				+
				3
				2
				𝑚
				𝑀
			

			
				2
				𝑚
			

			

				
			

			
				𝑖
				=
				1
			

			
				‖
				‖
				𝛾
			

			

				𝑖
			

			
				‖
				‖
			

			

				2
			

			
				‖
				𝐵
				‖
			

			

				2
			

			
				
				𝑀
				+
				1
			

			

				2
			

			
				
				T
				r
				(
				𝑄
				)
			

			
				𝑡
				0
			

			
				‖
				𝑔
				(
				𝑠
				)
				‖
			

			

				2
			

			
				
				𝑑
				𝑠
				≤
				6
				2
				𝑚
				𝑀
			

			
				2
				𝑚
			

			

				
			

			
				𝑖
				=
				1
			

			

				𝑡
			

			

				𝑖
			

			
				‖
				‖
				𝛾
			

			

				𝑖
			

			
				‖
				‖
			

			

				2
			

			
				‖
				𝐵
				‖
			

			

				2
			

			
				
				𝑀
				+
				𝑇
			

			

				2
			

			

				
			

			
				𝑡
				0
			

			
				
				ℓ
				(
				𝑠
				)
				1
				+
				‖
				𝑥
				(
				𝑠
				)
				‖
			

			

				2
			

			
				
				
				𝑑
				𝑠
				+
				6
				2
				𝑚
				𝑀
			

			
				2
				𝑚
			

			

				
			

			
				𝑖
				=
				1
			

			
				‖
				‖
				𝛾
			

			

				𝑖
			

			
				‖
				‖
			

			

				2
			

			
				‖
				𝐵
				‖
			

			

				2
			

			
				
				𝑀
				+
				1
			

			

				2
			

			
				
				T
				r
				(
				𝑄
				)
			

			
				𝑡
				0
			

			
				
				ℓ
				(
				𝑠
				)
				1
				+
				‖
				𝑥
				(
				𝑠
				)
				‖
			

			

				2
			

			
				
				𝑑
				𝑠
				.
			

		
	

						Thus
							
	
 		
 			
				(
				3
				.
				4
				2
				)
			
 		
	

	
		
			
				𝐸
				‖
				𝑥
				(
				𝑡
				)
				‖
			

			

				2
			

			
				≤
				𝑄
			

			

				1
			

			
				+
				𝑄
			

			

				2
			

			

				
			

			
				𝑡
				0
			

			
				ℓ
				(
				𝑠
				)
				𝐸
				‖
				𝑥
				(
				𝑠
				)
				‖
			

			

				2
			

			
				𝑑
				𝑠
				,
			

		
	

						where
							
	
 		
 			
				(
				3
				.
				4
				3
				)
			
 		
	

	
		
			

				𝑄
			

			

				1
			

			
				
				=
				6
				2
				𝑚
				𝑀
			

			
				2
				𝑚
			

			

				
			

			
				𝑖
				=
				1
			

			

				𝑡
			

			

				𝑖
			

			
				‖
				‖
				𝛾
			

			

				𝑖
			

			
				‖
				‖
			

			

				2
			

			
				‖
				𝐵
				‖
			

			

				2
			

			
				
				𝑀
				+
				𝑇
			

			

				2
			

			
				(
				𝑇
				+
				T
				r
				(
				𝑄
				)
				)
				‖
				ℓ
				‖
			

			

				𝐿
			

			

				1
			

			
				,
				𝑄
			

			

				2
			

			
				
				=
				6
				2
				𝑚
				𝑀
			

			
				2
				𝑚
			

			

				
			

			
				𝑖
				=
				1
			

			
				‖
				‖
				𝛾
			

			

				𝑖
			

			
				‖
				‖
			

			

				2
			

			
				‖
				𝐵
				‖
			

			

				2
			

			
				
				𝑀
				+
				1
			

			

				2
			

			
				(
				𝑇
				+
				T
				r
				(
				Q
				)
				)
				.
			

		
	

						Using the function 
	
		
			
				𝜚
				(
				𝑡
				)
			

		
	
, defined by (3.31), we obtain
							
	
 		
 			
				(
				3
				.
				4
				4
				)
			
 		
	

	
		
			
				𝜚
				(
				𝑡
				)
				≤
				𝑄
			

			

				1
			

			
				+
				𝑄
			

			

				2
			

			

				
			

			
				𝑡
				0
			

			
				ℓ
				(
				𝑠
				)
				𝜚
				(
				𝑠
				)
				𝑑
				𝑠
				.
			

		
	

						Gronwall’s inequality gives
							
	
 		
 			
				(
				3
				.
				4
				5
				)
			
 		
	

	
		
			
				𝜚
				(
				𝑡
				)
				≤
				𝑄
			

			

				1
			

			
				
				𝑄
				e
				x
				p
			

			

				2
			

			
				‖
				ℓ
				‖
			

			

				𝐿
			

			

				1
			

			
				
				,
				∀
				𝑡
				∈
				𝐽
				.
			

		
	

						Therefore there exists 
	
		
			
				𝛽
				>
				0
			

		
	
 such that
							
	
 		
 			
				(
				3
				.
				4
				6
				)
			
 		
	

	
		
			
				𝜚
				(
				𝑡
				)
				≤
				𝛽
				,
				∀
				𝑡
				∈
				𝐽
				,
			

		
	

						which implies that
							
	
 		
 			
				(
				3
				.
				4
				7
				)
			
 		
	

	
		
			
				‖
				𝑥
				‖
			

			
				2
				ℬ
			

			

				𝒯
			

			
				≤
				𝛽
				.
			

		
	

						This shows that 
	
		
			

				𝔜
			

		
	
 is bounded. Theorem 2.1. shows that 
	
		
			

				ℳ
			

		
	
 has a fixed point, which is a solution of (1.1), and this completes the proof.
4. Example
Consider the following stochastic partial differential inclusion with infinite delay
	
 		
 			
				(
				4
				.
				1
				)
			
 		
	

	
		
			

				𝜕
			

			
				
			
			
				𝜕
				𝑡
				𝑣
				(
				𝑡
				,
				𝑥
				)
				∈
			

			

				𝑛
			

			

				
			

			
				𝑖
				,
				𝑗
				=
				1
			

			

				𝜕
			

			
				
			
			
				𝜕
				𝑥
			

			

				𝑖
			

			
				
				𝑎
			

			
				𝑖
				𝑗
			

			
				𝜕
				(
				𝑥
				)
			

			
				
			
			
				𝜕
				𝑥
			

			

				𝑗
			

			
				
				𝑣
				(
				𝑡
				,
				𝑥
				)
				−
				𝑎
			

			

				0
			

			
				𝑣
				(
				𝑡
				,
				𝑥
				)
				+
				𝜖
			

			

				𝑛
			

			

				
			

			
				𝑖
				=
				1
			

			

				𝜕
			

			
				
			
			
				𝜕
				𝑥
			

			

				𝑖
			

			
				+
				
				𝑣
				(
				𝑡
				−
				𝑟
				,
				𝑥
				)
			

			
				0
				−
				∞
			

			

				𝛽
			

			

				1
			

			
				
				(
				𝜃
				)
				𝑣
				(
				𝑡
				+
				𝜃
				,
				𝑥
				)
				𝑑
				𝜃
				+
			

			
				0
				−
				∞
			

			

				𝛽
			

			

				2
			

			
				(
				𝑡
				,
				𝑥
				,
				𝜃
				)
				𝐺
			

			

				1
			

			
				(
				𝑣
				(
				𝑡
				+
				𝜃
				,
				𝑥
				)
				)
				𝑑
				𝜃
				𝑑
				𝛽
				(
				𝑡
				)
				𝑣
				(
				𝑡
				,
				𝑥
				)
				=
				0
				,
				𝑡
				∈
				𝐽
				,
				𝑥
				∈
				𝜕
				Δ
				,
				𝑣
				(
				0
				,
				𝑥
				)
				=
			

			

				𝑛
			

			

				
			

			
				𝑖
				=
				1
			

			
				̂
				𝛽
			

			

				𝑘
			

			
				
				(
				𝑥
				)
				𝑣
				𝑥
				,
				𝑡
			

			

				𝑘
			

			
				
				,
				𝑥
				∈
				Δ
				,
				𝑡
			

			

				𝑘
			

			
				∈
				[
				]
				,
				0
				,
				𝑇
				𝑣
				(
				𝜃
				,
				𝑥
				)
				=
				𝜑
				(
				0
				,
				𝑥
				)
				,
				−
				∞
				<
				𝜃
				≤
				0
				,
				𝑥
				∈
				Δ
				,
			

		
	

					where 
	
		
			

				𝑎
			

			

				0
			

			
				,
				𝑟
			

		
	
, and 
	
		
			

				𝜖
			

		
	
  are positive constants, 
	
		
			
				𝐽
				=
				[
				0
				,
				𝑇
				]
			

		
	
, 
	
		
			

				Δ
			

		
	
 is an open bounded set in 
	
		
			

				ℜ
			

			

				𝑛
			

		
	
 with a smooth boundary 
	
		
			
				𝜕
				Δ
				,
				𝛽
			

			

				1
			

			
				∶
				(
				−
				∞
				,
				0
				]
				→
				ℜ
			

		
	
 is a positive function, 
	
		
			
				𝛽
				(
				𝑡
				)
			

		
	
 stands for a standard cylindrical Wiener process in 
	
		
			

				𝐿
			

			

				2
			

			
				(
				Δ
				)
			

		
	
 defined on a stochastic basis 
	
		
			
				(
				Ω
				,
				ℱ
				,
				𝑃
				)
			

		
	
, and 
	
		
			
				𝜑
				∈
				𝐷
			

			
				𝑏
				ℱ
			

			

				0
			

			
				(
				(
				−
				∞
				,
				0
				]
				,
				𝐿
			

			

				2
			

			
				(
				Δ
				)
				)
			

		
	
.
The coefficients 
	
		
			

				𝑎
			

			
				𝑖
				𝑗
			

			
				∈
				𝐿
			

			

				∞
			

			
				(
				Δ
				)
			

		
	
 are symmetric and satisfy the ellipticity condition
	
 		
 			
				(
				4
				.
				2
				)
			
 		
	

	
		
			

				𝑛
			

			

				
			

			
				𝑖
				,
				𝑗
				=
				1
			

			

				𝑎
			

			
				𝑖
				𝑗
			

			
				(
				𝑥
				)
				𝜉
			

			

				𝑖
			

			

				𝜉
			

			

				𝑗
			

			
				|
				|
				𝜉
				|
				|
				≥
				𝜘
			

			

				2
			

			
				,
				𝑥
				∈
				Δ
				,
				𝜉
				∈
				ℜ
			

			

				𝑛
			

			

				,
			

		
	

					for a positive constant 
	
		
			

				𝜘
			

		
	
.
In order to rewrite (4.1) in the abstract form, we introduce 
	
		
			
				𝑋
				=
				𝐿
			

			

				2
			

			
				(
				Δ
				)
			

		
	
 and we define the linear operator 
	
		
			
				𝐴
				∶
				𝐷
				(
				𝐴
				)
				⊂
				𝑋
				→
				𝑋
			

		
	
 by 
	
 		
 			
				(
				4
				.
				3
				)
			
 		
	

	
		
			
				𝐷
				(
				𝐴
				)
				=
				𝐻
			

			

				2
			

			
				(
				Δ
				)
				∩
				𝐻
			

			
				1
				0
			

			
				(
				Δ
				)
				;
				𝐴
				=
				−
			

			

				𝑛
			

			

				
			

			
				𝑖
				,
				𝑗
			

			

				𝜕
			

			
				
			
			
				𝜕
				𝑥
			

			

				𝑖
			

			
				
				𝑎
			

			
				𝑖
				𝑗
			

			
				𝜕
				(
				𝑥
				)
			

			
				
			
			
				𝜕
				𝑥
			

			

				𝑗
			

			
				
				.
			

		
	

 Here 
	
		
			

				𝐻
			

			

				1
			

			
				(
				Δ
				)
			

		
	
 is the Sobolev space of functions 
	
		
			
				𝑢
				∈
				𝐿
			

			

				2
			

			
				(
				Δ
				)
			

		
	
 with distributional derivative 
	
		
			

				𝑢
			

			

				
			

			
				∈
				𝐿
			

			

				2
			

			
				(
				Δ
				)
			

		
	
, 
	
		
			

				𝐻
			

			
				1
				0
			

			
				(
				Δ
				)
				=
				{
				𝑢
				∈
				𝐻
			

			

				1
			

			
				(
				Δ
				)
				;
				𝑢
				=
				0
				o
				n
				𝜕
				Δ
				}
			

		
	
 and 
	
		
			

				𝐻
			

			

				2
			

			
				(
				Δ
				)
				=
				{
				𝑢
				∈
				𝐿
			

			

				2
			

			
				(
				Δ
				)
				;
				𝑢
			

			

				
			

			
				,
				𝑢
			

			
				
				
			

			
				∈
				𝐿
			

			

				2
			

			
				(
				Δ
				)
				}
			

		
	
.
Then 
	
		
			

				𝐴
			

		
	
 generates a symmetric compact analytic semigroup 
	
		
			

				𝑒
			

			
				−
				𝑡
				𝐴
			

		
	
 in 
	
		
			

				𝑋
			

		
	
, and there exists a constant 
	
		
			

				𝑀
			

			

				1
			

			
				>
				0
			

		
	
 such that 
	
		
			
				‖
				𝑒
			

			
				−
				𝑡
				𝐴
			

			
				‖
				≤
				𝑀
			

			

				1
			

		
	
. Also, note that there exists a complete orthonormal set 
	
		
			
				{
				𝜉
			

			

				𝑛
			

			

				}
			

		
	
, 
	
		
			
				(
				𝑛
				=
				1
				,
				2
				,
				…
				)
			

		
	
 of eigenvectors of 
	
		
			

				𝐴
			

		
	
 with 
	
		
			

				𝜉
			

			

				𝑛
			

			
				√
				(
				𝑥
				)
				=
			

			
				
			
			
				(
				2
				/
				𝑛
				)
				s
				i
				n
				(
				𝑛
				𝑥
				)
			

		
	
.
We assume the following conditions hold.(i)The function 
	
		
			

				𝛽
			

			

				1
			

			
				(
				⋅
				)
			

		
	
 is continuous in 
	
		
			

				𝐽
			

		
	
 with
								
	
 		
 			
				(
				4
				.
				4
				)
			
 		
	

	
		
			

				
			

			
				0
				−
				∞
			

			

				𝛽
			

			

				1
			

			
				(
				𝜃
				)
			

			

				2
			

			
				𝑑
				𝜃
				<
				∞
				.
			

		
	
(ii)The function 
	
		
			

				𝛽
			

			

				2
			

			
				(
				⋅
				)
				≥
				0
			

		
	
 is continuous in 
	
		
			
				𝐽
				×
				Δ
				×
				(
				−
				∞
				,
				0
				)
			

		
	
 with
								
	
 		
 			
				(
				4
				.
				5
				)
			
 		
	

	
		
			

				
			

			
				0
				−
				∞
			

			

				𝛽
			

			

				2
			

			
				(
				𝑡
				,
				𝑥
				,
				𝜃
				)
				𝑑
				𝜃
				=
				𝑝
			

			

				1
			

			
				
				
				(
				𝑡
				,
				𝑥
				)
				<
				∞
				,
			

			

				Δ
			

			

				𝑝
			

			
				2
				1
			

			
				
				(
				𝑡
				,
				𝑥
				)
				𝑑
				𝑥
			

			
				1
				/
				2
			

			
				<
				∞
				.
			

		
	
(iii)The multifunction 
	
		
			

				𝐺
			

			

				1
			

			
				(
				⋅
				)
			

		
	
 is an 
	
		
			

				𝐿
			

			

				2
			

		
	
-Carathèodory multivalued function with compact and convex values and
								
	
 		
 			
				(
				4
				.
				6
				)
			
 		
	

	
		
			
				‖
				‖
				𝐺
				0
				≤
			

			

				1
			

			
				‖
				‖
				(
				𝑣
				(
				𝜃
				,
				𝑥
				)
				)
				≤
				𝜓
			

			

				0
			

			
				
				‖
				‖
				𝑣
				(
				𝜃
				,
				⋅
				)
			

			

				𝐿
			

			

				2
			

			
				
				,
				(
				𝜃
				,
				𝑥
				)
				∈
				𝐽
				×
				Δ
				,
			

		
	

							where 
	
		
			

				𝜓
			

			

				0
			

			
				(
				⋅
				)
				∶
				[
				0
				,
				∞
				)
				→
				(
				0
				,
				∞
				)
			

		
	
 is continuous and nondecreasing. 
Assuming that conditions 
	
		
			
				(
				i
				)
			

		
	
–
	
		
			
				(
				i
				i
				i
				)
			

		
	
 are verified, then the problem (4.1) can be modeled as the abstract stochastic partial functional differential inclusions of the form (1.1), with 
	
 		
 			
				(
				4
				.
				7
				)
			
 		
	

	
		
			
				𝑓
				
				𝑡
				,
				𝑣
			

			

				𝑡
			

			
				
				=
				
			

			
				0
				−
				∞
			

			

				𝛽
			

			

				1
			

			
				𝐺
				
				(
				𝜃
				)
				𝑣
				(
				𝑡
				+
				𝜃
				,
				𝑥
				)
				𝑑
				𝜃
				𝑡
				,
				𝑣
			

			

				𝑡
			

			
				
				=
				
			

			
				0
				−
				∞
			

			

				𝛽
			

			

				2
			

			
				(
				𝑡
				,
				𝑥
				,
				𝜃
				)
				𝐺
			

			

				1
			

			
				(
				𝑣
				(
				𝑡
				+
				𝜃
				,
				𝑥
				)
				)
				𝑑
				𝜃
				,
				𝛾
			

			

				𝑖
			

			
				=
				̂
				𝛽
			

			

				𝑘
			

			
				(
				𝑥
				)
				.
			

		
	

The next result is a consequence of Theorem 3.1.
Proposition 4.1.  Assume that the conditions 
	
		
			
				(
				i
				)
			

		
	
–
	
		
			
				(
				i
				i
				i
				)
			

		
	
 hold. Then there exists at least one mild solution 
	
		
			

				𝑣
			

		
	
 for the system (4.1) provided that 
							
	
 		
 			
				(
				4
				.
				8
				)
			
 		
	

	
		
			
				s
				u
				p
			

			
				[
				𝜌
				∈
				0
				,
				∞
				)
			

			
				
				1
				−
				3
				𝑇
				𝕂
			

			

				2
			

			

				𝐶
			

			

				1
			

			
				
				𝜌
			

			
				
			
			
				3
				𝕂
			

			

				1
			

			
				𝑇
				𝑟
				(
				𝑄
				)
				‖
				𝑝
				‖
			

			

				𝐿
			

			

				1
			

			

				𝜓
			

			

				0
			

			
				(
				𝜌
				)
				>
				1
				,
			

		
	

						where 
	
		
			

				𝕂
			

			

				1
			

			
				=
				(
				2
				𝑚
				𝑀
			

			
				2
				1
			

			

				∑
			

			
				𝑚
				𝑖
				=
				1
			

			
				‖
				𝛾
			

			

				𝑖
			

			

				‖
			

			

				2
			

			
				‖
				𝐵
				‖
			

			

				2
			

			
				+
				1
				)
				𝑀
			

			
				2
				1
			

			
				a
				n
				d
				𝕂
			

			

				2
			

			
				=
				(
				2
				𝑚
				𝑀
			

			
				2
				1
			

			

				∑
			

			
				𝑚
				𝑖
				=
				1
			

			

				𝑡
			

			

				𝑖
			

			
				‖
				𝛾
			

			

				𝑖
			

			

				‖
			

			

				2
			

			
				‖
				𝐵
				‖
			

			

				2
			

			
				+
				𝑇
				)
				𝑀
			

			
				2
				1
			

		
	
.
Proof. Condition (i) implies that 
	
		
			
				(
				𝐻
			

			

				1
			

			

				)
			

		
	
 holds with 
	
		
			

				𝐶
			

			

				1
			

			
				=
				∫
			

			
				0
				−
				∞
			

			

				𝛽
			

			
				2
				1
			

			
				(
				𝜃
				)
				𝑑
				𝜃
			

		
	
 and 
	
		
			

				𝐶
			

			

				2
			

			
				=
				0
			

		
	
.  
	
		
			
				(
				𝐻
			

			

				2
			

			

				)
			

		
	
 and 
	
		
			
				(
				𝐻
			

			

				3
			

			

				)
			

		
	
 follow from conditions (ii) and (iii) with 
	
		
			
				∫
				𝑝
				(
				𝑡
				)
				=
				(
			

			

				Δ
			

			

				𝑝
			

			
				2
				1
			

			
				(
				𝑡
				,
				𝑥
				)
				𝑑
				𝑥
				)
			

			
				1
				/
				2
			

		
	
 and 
	
		
			
				𝜓
				=
				𝜓
			

			

				0
			

		
	
.
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