PERIODICITY IN A RATIO-DEPENDENT PREDATOR-PREY SYSTEM WITH STAGE STRUCTURE FOR PREDATOR
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With the help of a continuation theorem based on Gaines and Mawhin’s coincidence degree, easily verifiable criteria are established for the global existence of positive periodic solutions of a delayed ratio-dependent predator-prey system with stage structure for predator. The approach involves some new technique of priori estimate. For the system without delay, by constructing a suitable Lyapunov function, some sufficient conditions which guarantee the existence of a unique global attractive positive periodic solution are obtained. Those results have further applications in population dynamics.

1. Introduction

Recently, some biologists have argued that the ratio-dependent predator-prey model

\[
\begin{align*}
\frac{dx}{dt} &= x(a - bx) - \frac{cxy}{my + x}, \\
\frac{dy}{dt} &= y\left(-d + \frac{fx}{my + x}\right)
\end{align*}
\]

(1.1)

is more appropriate than the Gause type model for modelling predator-prey interactions when predation involves searching processes. This is strongly supported by numerous laboratory experiments and observations [1, 2, 3, 4, 13, 18]. Many authors [1, 5, 8, 17] have observed that system (1.1) exhibits much richer, more complicated, and more reasonable or acceptable dynamics. Beretta and Kuang [5] introduced a single discrete-time delay into the predator equation in the above model, that is,

\[
\begin{align*}
\frac{dx}{dt} &= x(a - bx) - \frac{cxy}{my + x}, \\
\frac{dy}{dt} &= y\left(-d + \frac{fx(t - \tau)}{my(t - \tau) + x(t - \tau)}\right)
\end{align*}
\]

(1.2)

and carried out systematic works on the global qualitative analysis of (1.2).
Many excellent works have been done for the ratio-dependent predator-prey system, with or without time delay, in the sense that most results are constant environment-related (see [24, 25, 28, 27, 29]). Recently, more and more scholars pay attention to the nonautonomous cases of ratio-dependent predator-prey system (cf. [11, 15, 19, 20, 21]). For example, Fan et al. [15] studied the nonautonomous cases of system (1.1). For the general nonautonomous case, they gave a thoroughly analysis on the positive invariance, permanence, nonpersistence, and global stability of the system. For the periodic case or almost periodic case, by using the coincidence degree theory and constructing a suitable Lyapunov function, they obtained sufficient conditions which guarantee the existence, uniqueness, and stability of periodic solution and almost periodic solution of the system. Also, in [14], they further considered system (1.2) with time-varying delays, by using the coincidence degree theory, they obtained sufficient conditions which guarantee the existence of positive periodic solution. Their result shows that delay has no influence on the existence of positive periodic solution of the system.

Though many excellent works have been done for the ratio-dependent predator-prey system (cf. [11, 14, 15, 19, 20, 21, 24, 25, 27, 28, 29]), such models are not well studied in the sense that most scholars did not consider the influence of stage structure on species, that is, all the above-mentioned works assumed that each individual predator admits the same ability to attack prey. Already, there were many scholars considering the stage-structure ecosystem. In [23], a predator-prey system with stage structure was established under the assumptions that the predator is divided into two groups, one immature and the other mature, and that the mature predator attacks the prey and admits reproductive ability, while the immature predator does not attack the prey and does not have reproductive ability. It is found that an orbitally asymptotically stable periodic orbit exists in the model. When time delay due to gestation of the predator and time delay from crowding effect of the prey are incorporated, they established the condition for the permanence of populations and obtained sufficient conditions under which positive equilibrium of the model is globally stable. In [22], they further incorporated Holling-II-type functional response into the model and investigated extinction and permanence of the model. Stimulated by the works of [22, 23], in [26], Xiao considered the ratio-dependent predator-prey system with stage structure, that is

\[
\begin{align*}
    \frac{dx}{dt} &= x(r - ax) - \frac{bxy_2}{my_2 + x}, \\
    \frac{dy_1}{dt} &= \frac{kbxy_2}{my_2 + x} - (D + v_1)y_1, \\
    \frac{dy_2}{dt} &= Dy_1 - v_2y_2.
\end{align*}
\]

Xiao found that system (1.3) has a more complicate dynamics behavior.

However, to the best of the authors’ knowledge, to this day, still no scholar considers the nonautonomous case of system (1.3), though the nonautonomous case is more realistic. So, in the present paper, we consider a more general delayed ratio-dependent
predator-prey model with periodic coefficients and stage structure of the predator:

\[
\begin{align*}
\frac{dx(t)}{dt} &= x(t)(r(t) - a(t)x(t)) - \frac{b(t)x(t)y_2(t)}{my_2(t) + x(t)}, \\
\frac{dy_1(t)}{dt} &= \frac{c(t)x(t - \tau(t))y_2(t - \tau(t))}{my_2(t - \tau(t)) + x(t - \tau(t))} - (D(t) + v_1(t))y_1(t), \\
\frac{dy_2(t)}{dt} &= D(t)y_1(t) - v_2(t)y_2(t),
\end{align*}
\]

where \(x(t)\) is the density of the prey, \(y_1(t)\) is the density of the immature predator, and \(y_2(t)\) is the density of the mature predator. \(r(t), a(t), b(t), c(t), D(t), v_1(t),\) and \(v_2(t)\) are all continuously positive periodic functions with periodic \(\omega\). \(r(t)\) is the intrinsic growth rate of the prey, \(v_1(t)\) is the death rate of the immature predator, and \(v_2(t)\) is the death rate of the mature predator, \(D(t)\) denotes the rate of the immature predator to be a mature predator, it is assumed that this rate is proportional to the density of the immature predator. \(k(t) = c(t)/b(t)\) denotes the conversion rate of nutrients into the reproduction of the predator. \(\tau(t)\) is a nonnegative continuous \(\omega\)-periodic function denotes the time delay due to gestation of the mature predator. We have assumed in (1.4) that, when the predator is absent, the prey species is governed by the well-known logistic equation, in which each individual competes with all others for common resources. We have also assumed that the functional response of a predator is of a Michaelis-Menten type. In the absence of prey species, the average growth rate of the immature predator species decreases exponentially due to the presence of \(-[D(t) + v_1(t)]\) in the immature predator dynamics, and so the average growth rate of the mature predator species decreases exponentially due to the presence of \(-v_2(t)\) in the mature predator dynamics.

The initial conditions for system (1.4) take the form of

\[
\begin{align*}
x(\theta) &= \phi(\theta) \geq 0, \\
y_1(\theta) &= \psi_1(\theta) \geq 0, \\
y_2(\theta) &= \psi_2(\theta) \geq 0,
\end{align*}
\]

\[
\theta \in [-\tau, 0], \\
\phi(0) > 0, \\
\psi_1(0) > 0, \\
\psi_2(0) > 0,
\]

where \(\tau = \max_{0 \leq t \leq \omega}\{\tau(t)\}\), \(\Phi = (\phi(\theta), \psi_1(\theta), \psi_2(\theta)) \in C([-\tau, 0], R_{++}^3)\), where \(R_{++}^3 = \{(x_1, x_2, x_3) : x_i \geq 0, \ i = 1, 2, 3\}\). By similar arguments as those of [23, Lemma 2.3], one can prove that the solution of system (1.4) with initial conditions (1.5) exists and remains positive for all future time.

The organization of this paper is as follows. Section 2 is devoted to deriving a set of easily verifiable sufficient conditions for the global existence of positive periodic solutions of (1.4) with initial conditions (1.5). The method used here will be the coincidence degree theory developed by Gaines and Mawhin [16] and some new technique of priori estimate. This method was elegantly applied by Chen [12] on a competition model, and his success inspired us. Section 3 deals with the system under the assumption \(\tau(t) = 0\), by constructing a suitable Lyapunov function, sufficient conditions are obtained which guarantee the existence of a unique globally attractive positive periodic solution of the system. A brief discussion is given at the end of the paper. For more works on
periodic solution of ecosystem, one could refer to [6, 7, 8, 9, 10] and the references cited therein.

2. Existence of positive periodic solutions

In order to obtain the existence of positive periodic solutions of (1.4), for the reader’s convenience, we will summarize in the following a few concepts and results from [16] that will be basic for this section.

Let $X, Z$ be normed vector spaces, $L : \text{Dom} L \subset X \to Z$ a linear mapping, and $N : X \to Z$ a continuous mapping. The mapping $L$ will be called a Fredholm mapping of index zero if $\dim \text{Ker} L = \text{Codim} \text{Im} L < +\infty$ and $\text{Im} L$ is closed in $Z$. If $L$ is a Fredholm mapping of index zero, there exist continuous projectors $P : X \to X$ and $Q : Z \to Z$ such that $\text{Im} P = \text{Ker} L$, $\text{Im} L = \text{Ker} Q = \text{Im} (I - Q)$. It follows that $L|_{\text{Dom} L \cap \text{Ker} P} : (I - P)X \to \text{Im} L$ is invertible. We denote the inverse of that map by $K_P$. If $\Omega$ is an open bounded subset of $X$, the mapping $N$ will be called $L$-compact on $\bar{\Omega}$ if $QN(\bar{\Omega})$ is bounded and $K_P (I - Q)N : \bar{\Omega} \to X$ is compact. Since $\text{Im} Q$ is isomorphic to $\text{Ker} L$, there exists an isomorphism $J : \text{Im} Q \to \text{Ker} L$.

In the proof of our existence theorem below, we will use the continuation theorem of Gaines and Mawhin (see [16, page 40]).

**Lemma 2.1** (the continuation theorem). Let $L$ be a Fredholm mapping of index zero and let $N$ be $L$-compact on $\bar{\Omega}$. Suppose

(a) for each $\lambda \in (0, 1)$, every solution $x$ of $Lx = \lambda Nx$ is such that $x \notin \partial \Omega \cap \text{Dom} L$;

(b) $QNx \neq 0$ for each $x \in \partial \Omega \cap \text{Ker} L$ and

$$\deg \{JQN, \Omega \cap \text{Ker} L, 0\} \neq 0. \quad (2.1)$$

Then the equation $Lx = Nx$ has at least one solution lying in $\text{Dom} L \cap \bar{\Omega}$.

For convenience, we introduce the notations

$$\bar{g} = \frac{1}{\omega} \int_0^\omega g(t) dt, \quad g^l = \min_{t \in \mathbb{R}} g(t) = \min_{t \in [0, \omega]} g(t), \quad g^u = \max_{t \in \mathbb{R}} g(t) = \max_{t \in [0, \omega]} g(t), \quad (2.2)$$

where $g$ is a continuous $\omega$-periodic function.

**Theorem 2.2.** If

(i) $mr^l > b^u$,

(ii) $cD^l > v^1_\omega (D^u + v^u_\omega)$,

hold, then system (1.4) with initial condition (1.5) has at least one positive $\omega$-periodic solution.

**Proof.** Making the change of variables

$$x(t) = \exp \{u(t)\}, \quad y_i(t) = \exp \{n_i(t)\}, \quad i = 1, 2, \quad (2.3)$$
then (1.4) can be reformulated as

\[
\frac{du(t)}{dt} = r(t) - a(t) \exp \{u(t)\} - \frac{b(t) \exp \{n_2(t)\}}{m \exp \{n_2(t)\} + \exp \{u(t)\}},
\]

\[
\frac{dn_1(t)}{dt} = \frac{c(t) \exp \{u(t - \tau(t))\} \exp \{n_2(t - \tau(t)) - n_1(t)\}}{m \exp \{n_2(t - \tau(t))\} + \exp \{u(t - \tau(t))\}} - (D(t) + v_1(t)), \tag{2.4}
\]

\[
\frac{dn_2(t)}{dt} = D(t) \exp \{n_1(t) - n_2(t)\} - v_2(t).
\]

In order to apply Lemma 2.1 (the continuation theorem) to (2.4), we first define

\[
X = Z = \left\{ x(t) = (u(t), n_1(t), n_2(t))^T \in C(R, R^3), x(t + \omega) = x(t) \right\},
\]

\[
\|x\| = \max_{t \in [0, \omega]} |n_1(t)| + \max_{t \in [0, \omega]} |n_2(t)| + \max_{t \in [0, \omega]} |u(t)|,
\]

(2.5)

for any \( x \in X \) (or \( Z \)). Then \( X \) and \( Z \) are Banach spaces with the norm \( \| \cdot \| \). For any \( x \in X \), because of the periodicity, we can easily check that

\[
\Delta_1(x, t) = r(t) - a(t) \exp \{u(t)\} - \frac{b(t) \exp \{n_2(t)\}}{m \exp \{n_2(t)\} + \exp \{u(t)\}} \in C(R, R),
\]

\[
\Delta_2(x, t) = \frac{c(t) \exp \{u(t - \tau(t))\} \exp \{n_2(t - \tau(t)) - n_1(t)\}}{m \exp \{n_2(t - \tau(t))\} + \exp \{u(t - \tau(t))\}} - (D(t) + v_1(t)) \in C(R, R),
\]

\[
\Delta_3(x, t) = D(t) \exp \{n_1(t) - n_2(t)\} - v_2(t) \in C(R, R)
\]

(2.6)

are all \( \omega \)-periodic. Let

\[
N_x = (\Delta_1(x, t), \Delta_2(x, t), \Delta_3(x, t))^T, \quad x \in X.
\]

\[
Lx = \dot{x} = \frac{dx(t)}{dt}, \quad Px = \frac{1}{\omega} \int_0^\omega x(t)dt, \quad x \in X, \quad Qz = \frac{1}{\omega} \int_0^\omega z(t)dt, \quad z \in Z.
\]

Then it follows that

\[
\ker L = R^3, \quad \text{Im} L = \left\{ z \in Z : \int_0^\omega z(t)dt = 0 \right\} \text{ is closed in } Z,
\]

\[
\dim \ker L = 3 = \text{Codim} \text{Im} L,
\]

(2.8)

and \( P, Q \) are continuous projectors such that

\[
\text{Im} P = \ker L, \quad \ker Q = \text{Im} L = \text{Im} (I - Q).
\]

(2.9)

Therefore, \( L \) is a Fredholm mapping of index zero. Furthermore, the inverse (to \( L \)) \( K_P : \text{Im} L \to \ker P \cap \text{Dom} L \) exists and has the form

\[
K_P(z) = \int_0^t z(s)ds - \frac{1}{\omega} \int_0^\omega \int_0^t z(s)dsdt.
\]

(2.10)
Thus

\[ QNx = \left( \frac{1}{\omega} \int_0^\omega \Delta_1(x, \tau) d\tau, \frac{1}{\omega} \int_0^\omega \Delta_2(x, \tau) d\tau, \frac{1}{\omega} \int_0^\omega \Delta_3(x, \tau) d\tau \right)^T, \quad (2.11) \]

\[ KP(I - Q)Nx = (\Phi_1(x, t), \Phi_2(x, t), \Phi_3(x, t))^T, \]

where \( \Phi_i(x, t) = \int_0^t \Delta_i(x, s) ds - 1/\omega \int_0^\omega \int_0^t \Delta_i(x, s) ds dt - (t/\omega - 1/2) \int_0^\omega \Delta_i(x, s) ds, i = 1, 2, 3. \)

Obviously, \( QN \) and \( KP(I - Q)N \) are continuous. It is not difficult to show that \( KP(I - Q)N(\Omega) \) is compact for any open bounded \( \Omega \subset X \) by using the Arzela-Ascoli theorem. Moreover, \( QN(\hat{\Omega}) \) is clearly bounded. Thus, \( N \) is \( L \)-compact on \( \hat{\Omega} \) with any open bounded set \( \omega \subset X \).

Now we reach the position to search for an appropriate open bounded subset \( \Omega \) for the application of the continuation theorem (Lemma 2.1). Corresponding to the operator equation \( Lx = \lambda Nx, \lambda \in (0, 1) \), we have

\[ \frac{du(t)}{dt} = \lambda \left[ r(t) - a(t) \exp \{ u(t) \} - \frac{b(t) \exp \{ n_2(t) \}}{m \exp \{ n_2(t) \} + \exp \{ u(t) \}} \right], \]

\[ \frac{dn_1(t)}{dt} = \lambda \left[ \frac{c(t) \exp \{ u(t - \tau(t)) \} \exp \{ n_2(t - \tau(t)) - n_1(t) \}}{m \exp \{ n_2(t - \tau(t)) \} + \exp \{ u(t - \tau(t)) \}} - (D(t) + v_1(t)) \right], \quad (2.12) \]

\[ \frac{dn_2(t)}{dt} = \lambda \left[ D(t) \exp \{ n_1(t) - n_2(t) \} - n_2(t) \right]. \]

Assume that \( x = x(t) \in X \) is a solution of (2.12) for a certain \( \lambda \in (0, 1) \). Since \( x \in X \), there exist \( t_i \in [0, \omega] \) such that

\[ u(t_1) = \max_{t \in [0, \omega]} u(t), \quad n_1(t_2) = \max_{t \in [0, \omega]} n_1(t), \quad n_2(t_3) = \max_{t \in [0, \omega]} n_2(t). \quad (2.13) \]

Then one has

\[ 0 = \frac{du(t)}{dt} \bigg|_{t=t_1} = \lambda \left[ r(t_1) - a(t_1) \exp \{ u(t_1) \} - \frac{b(t_1) \exp \{ n_2(t_1) \}}{m \exp \{ n_2(t_1) \} + \exp \{ u(t_1) \}} \right], \]

\[ 0 = \frac{dn_1(t)}{dt} \bigg|_{t=t_2} = \lambda \left[ \frac{c(t_2) \exp \{ u(t_2 - \tau(t_2)) \} \exp \{ n_2(t_2 - \tau(t_2)) - n_1(t_2) \}}{m \exp \{ n_2(t_2 - \tau(t_2)) \} + \exp \{ u(t_2 - \tau(t_2)) \}} - (D(t_2) + v_1(t_2)) \right], \quad (2.14) \]

\[ 0 = \frac{dn_2(t)}{dt} \bigg|_{t=t_3} = \lambda \left[ D(t_3) \exp \{ n_1(t_3) - n_2(t_3) \} - n_2(t_3) \right] \]
or
\[
0 = r(t_1) - a(t_1) \exp \{ u(t_1) \} - \frac{b(t_1) \exp \{ n_2(t_1) \} m \exp \{ n_2(t_1) \} + \exp \{ u(t_1) \} }{m \exp \{ n_2(t_1) \} + \exp \{ u(t_1) \}},
\] (2.15)
\[
0 = \frac{c(t_2) \exp \{ u(t_2 - \tau(t_2)) \} \exp \{ n_2(t_2 - \tau(t_2)) \} + \exp \{ u(t_2 - \tau(t_2)) \}}{m \exp \{ n_2(t_2 - \tau(t_2)) \} + \exp \{ u(t_2 - \tau(t_2)) \}} - (D(t_2) + v_1(t_2)),
\] (2.16)
\[
0 = D(t_3) \exp \{ n_1(t_3) \} - n_2(t_3) \} - v_2(t_3).
\] (2.17)

From (2.16), one has
\[
\frac{c(t_2) \exp \{ u(t_2 - \tau(t_2)) \} \exp \{ n_2(t_2 - \tau(t_2)) \} + \exp \{ u(t_2 - \tau(t_2)) \}}{m \exp \{ n_2(t_2 - \tau(t_2)) \} + \exp \{ u(t_2 - \tau(t_2)) \}} = \exp \{ n_1(t_2) \} (D(t_2) + v_1(t_2)).
\] (2.18)

From (2.17), one has
\[
D(t_3) \exp \{ n_1(t_3) \} = \exp \{ n_2(t_3) \} v_2(t_3),
\] (2.19)

which implies that
\[
\exp \{ n_2(t_3) \} \leq \frac{D^u}{v_2} \exp \{ n_1(t_3) \}.
\] (2.20)

From (2.15), one has
\[
\frac{r(t_1) - a(t_1) \exp \{ u(t_1) \}}{m} > 0,
\] (2.21)

therefore,
\[
u(t_1) \leq \ln \frac{r^u}{a^t}.
\] (2.22)

By using (2.20) and (2.22), from (2.19), it follows that
\[
\frac{\exp \{ n_1(t_2) \} (D(t_2) + v_1(t_2))}{m} = \frac{c(t_2) \exp \{ u(t_2 - \tau(t_2)) \} \exp \{ n_2(t_2 - \tau(t_2)) \} + \exp \{ u(t_2 - \tau(t_2)) \}}{m \exp \{ n_2(t_2) - \tau(t_2) \} + \exp \{ u(t_2 - \tau(t_2)) \}} \leq \frac{c(t_2) \exp \{ u(t_1) \} \exp \{ n_2(t_3) \} + \exp \{ u(t_1) \}}{m \exp \{ n_2(t_3) \} + \exp \{ u(t_1) \}} \frac{c(t_2)(r^u/a^t)(D^u/v_2)}{m(D^u/v_2)} \exp \{ n_1(t_2) \} + r^u/a^t,
\] (2.23)

which implies
\[
\exp \{ n_1(t_2) \} (D^u + v_1) \leq \frac{c(t_2)(r^u/a^t)(D^u/v_2)}{m(D^u/v_2)} \exp \{ n_1(t_2) \} + r^u/a^t.
\] (2.24)

Therefore,
\[
(D^u + v_1) \left( \frac{m D^u}{v_2} \exp \{ n_1(t_2) \} + \frac{r^u}{a^t} \right) \leq c(t_2)(r^u/a^t)(D^u/v_2).
\] (2.25)
Solving the above inequality, one obtains
\[
\exp\{n_1(t_2)\} \leq \frac{(\rho^u/a^u v_3^u) [c^u D^u - v_2^u (D^l + v_1^l)]}{(D^l + v_1^l) m (D^u/v_2^u)} := B_1,
\] (2.26)

therefore,
\[
n_1(t_2) \leq \rho_2,
\] (2.27)

where \( \rho_2 = \ln B_1 \). Again, from (2.20), one has
\[
\exp\{n_2(t_3)\} \leq \frac{D^u}{v_2^u} \exp\{n_1(t_3)\} \leq \frac{D^u}{v_2^u} \exp\{n_1(t_2)\} \leq \frac{D^u}{v_2^u} B_1.
\] (2.28)

And so,
\[
n_2(t_3) \leq \rho_3,
\] (2.29)

where \( \rho_3 = \ln(D^u/v_2^u)B_1 \).

On the other hand, since \( x \in X \), there also exist \( t_i' \in [0, \omega) \) such that
\[
u(t_i') = \min_{t \in [0, \omega]} u(t), \quad n_1(t_i') = \min_{t \in [0, \omega]} n_1(t), \quad n_2(t_i') = \min_{t \in [0, \omega]} n_2(t).
\] (2.30)

Then one has
\[
0 = \frac{du(t)}{dt} \bigg|_{t=t_i'} = \lambda \left[ r(t_i') - a(t_i') \exp\{u(t_i')\} - \frac{b(t_i') \exp\{n_2(t_i')\}}{m \exp\{n_2(t_i')\} + \exp\{u(t_i')\}} \right],
\]
\[
0 = \frac{dn_1(t)}{dt} \bigg|_{t=t_i'} = \lambda \left[ \frac{c(t_i') \exp\{u(t_i' - \tau(t_2'))\} \exp\{n_2(t_i' - \tau(t_2')) - n_1(t_i')\}}{m \exp\{n_2(t_i' - \tau(t_2'))\} + \exp\{u(t_i' - \tau(t_2'))\}} - (D(t_2') + v_1(t_2')) \right],
\] (2.31)
\[
0 = \frac{dn_2(t)}{dt} \bigg|_{t=t_i'} = \lambda \left[ D(t_3') \exp\{n_1(t_3') - n_2(t_3')\} - v_2(t_3') \right]
\]
or
\[
0 = r(t_i') - a(t_i') \exp\{u(t_i')\} - \frac{b(t_i') \exp\{n_2(t_i')\}}{m \exp\{n_2(t_i')\} + \exp\{u(t_i')\}} ,
\] (2.32)
\[
0 = \frac{c(t_i') \exp\{u(t_i' - \tau(t_2'))\} \exp\{n_2(t_i' - \tau(t_2')) - n_1(t_i')\}}{m \exp\{n_2(t_i' - \tau(t_2'))\} + \exp\{u(t_i' - \tau(t_2'))\}} - (D(t_2') + v_1(t_2')) ,
\] (2.33)
\[
0 = D(t_3') \exp\{n_1(t_3') - n_2(t_3')\} - v_2(t_3').
\] (2.34)

From (2.33), one has
\[
\frac{c(t_i') \exp\{u(t_i' - \tau(t_2'))\} \exp\{n_2(t_i' - \tau(t_2'))\}}{m \exp\{n_2(t_i' - \tau(t_2'))\} + \exp\{u(t_i' - \tau(t_2'))\}} = \exp\{n_1(t_3')(D(t_2') + v_1(t_2')).
\] (2.35)
From (2.34), one has

$$D(t'_3) \exp \{n_1(t'_3)\} = \exp \{n_2(t'_3)\} v_2(t'_3),$$

which implies that

$$\exp \{n_2(t'_3)\} \geq \frac{D^l}{v_2} \exp \{n_1(t'_3)\} \geq \frac{D^l}{v_2} \exp \{n_1(t'_2)\}. \quad (2.37)$$

From (2.32), one has

$$r(t'_1) - a(t'_1) \exp \{u(t'_1)\} - \frac{b(t'_1)}{m} \leq 0, \quad (2.38)$$

therefore,

$$a(t'_1) \exp \{u(t'_1)\} \geq r(t'_1) - \frac{b(t'_1)}{m}. \quad (2.39)$$

By using Theorem 2.2(i), one has

$$u(t'_1) \geq \ln \frac{mr^l - b^u}{ma^u}. \quad (2.40)$$

By using (2.36), (2.37), and (2.40), from (2.35), it follows that

$$\exp \{n_1(t'_2)\} (D(t'_2) + v_1(t'_2)) \geq \frac{c(l)(mr^l - b^u)/ma^u(D^l/v_2^l) \exp \{n_1(t'_2)\}}{m(D^l/v_2^l) \exp \{n_1(t'_2)\} + (mr^l - b^u)/ma^u}, \quad (2.41)$$

which implies

$$\exp \{n_1(t'_2)\} (D^u + v_1^u) \geq \frac{c(l)(mr^l - b^u)/ma^u(D^l/v_2^l) \exp \{n_1(t'_2)\}}{m(D^l/v_2^l) \exp \{n_1(t'_2)\} + (mr^l - b^u)/ma^u}, \quad (2.42)$$

therefore,

$$(D^u + v_1^u) \left( \frac{D^l}{v_2^l} \exp \{n_1(t'_2)\} + \frac{ml - b^u}{ma^u} \right) \geq c(l) \frac{mr^l - b^u}{ma^u} \frac{D^l}{v_2^l}. \quad (2.43)$$

By using Theorem 2.2(ii), solving the above inequality, one obtains

$$\exp \{n_1(t'_2)\} \geq \frac{((mr^l - b^u)/ma^u v_2^l) \left[ c(l) D^l - v_1^u(D^u + v_1^u) \right]}{(D^u + v_1^u) m(D^l/v_2^l)} := B'_1, \quad (2.44)$$
therefore,

\[ n_1 (t_2) \geq \rho_2^*, \]  

(2.45)

where \( \rho_2^* = \ln B'_1 \). Again, from (2.37), one has

\[ \exp \{ n_2 (t'_3) \} \geq \frac{D'_l}{v'_2^u} \exp \{ n_1 (t'_3) \} \geq \frac{D'_l}{v'_2^u} B'_1. \]  

(2.46)

And so,

\[ n_2 (t_3) \geq \rho_3^*, \]  

(2.47)

where \( \rho_3^* = \ln (D'/v'_2^u)B'_1 \). It follows from (2.22) and (2.40) that

\[ \max_{t \in [0, \omega]} | u(t) | \leq \max \left\{ \left| \ln \frac{r^u}{a^l} \right|, \left| \ln \frac{m r^l - b^u}{m a^u} \right| \right\} := R_1. \]  

(2.48)

And from (2.27), (2.29), (2.45), and (2.47), one has

\[ \max_{t \in [0, \omega]} | n_1 (t) | \leq \max \left\{ | \rho_2 |, | \rho_2^* | \right\} := R_2, \]

\[ \max_{t \in [0, \omega]} | n_2 (t) | \leq \max \left\{ | \rho_3 |, | \rho_3^* | \right\} := R_3. \]  

(2.49)

Clearly, \( R_i \) (\( i = 1, 2, 3 \)) are independent of the choice of \( \lambda \). Under the assumptions in Theorem 2.2, it is easy to show that the system of algebraic equations

\[
\begin{align*}
\overline{r} - \overline{a}u - \frac{\overline{b}n_2}{mn_2 + u} &= 0, \\
\overline{c} \cdot \frac{u}{mn_2 + u} \cdot \frac{n_2}{n_1} - (\overline{D} + \overline{v}_1) &= 0, \\
\overline{D}n_1 - \overline{v}_2 &= 0
\end{align*}
\]

(2.50)

has a unique solution \( (u^*, x_1^*, x_2^*)^T \in \{ R_3 \}^3 \) with \( u^* > 0, x_i^* > 0, i = 1, 2 \). Take \( B = R_1 + R_2 + R_3 + R_0 \), where \( R_0 > 0 \) is taken sufficiently large such that \( \| (\ln \{ u^* \}, \ln \{ v_1^* \}, \ln \{ v_2^* \})^T \| = \| \ln \{ u^* \} \| + \| \ln \{ v_1^* \} \| + \| \ln \{ v_2^* \} \| < R_0 \), and define

\[ \Omega = \left\{ x(t) = (u(t), n_1(t), n_2(t))^T \in X : \| x \| < R \right\}. \]  

(2.51)

It is clear that \( \Omega \) verifies the requirement in Lemma 2.1(a). When \( x \in \partial \Omega \cap \text{Ker} L = \partial \Omega \cap R^3 \), \( x \) is a constant vector in \( R^3 \) with \( \| x \| = B \). Then

\[
QN x = \begin{pmatrix}
\frac{\overline{r} - \overline{a} \exp \{ u \} - \frac{\overline{b} \exp \{ n_2 \}}{m \exp \{ n_2 \} + \exp \{ u \}}}{\overline{c}} \\
\frac{\exp \{ u \}}{mn_2 + \exp \{ u \}} \exp \{ n_1 - n_2 \} - (\overline{D} + \overline{v}_1)
\end{pmatrix} \neq 0.
\]  

(2.52)
Furthermore, in view of the assumptions in Theorem 2.2, direct calculation produces

$$\text{deg}\{JQN, \Omega \cap \ker L, 0\} = \text{sgn} \left( \frac{-Dcm \exp \{2u^* + n^*_2\}}{(m \exp \{n^*_2\} + \exp \{u^*\})^2} \right) = -1 \neq 0. \quad (2.53)$$

Here $J$ can be the identity mapping since $\text{Im} P = \ker L$. By now we have proved that $\Omega$ verifies all the requirements in Lemma 2.1. Hence, (2.4) has at least one solution $(u^*(t), n^*_1(t), n^*_2(t))^T$ in $\text{Dom} L \cap \bar{\Omega}$. Set $x^*(t) = \exp \{u^*(t)\}$, $y^*_1(t) = \exp \{n^*_1(t)\}$, $y^*_2(t) = \exp \{n^*_2(t)\}$, then by the medium of (2.3), we know that $(x^*(t), y^*_1(t), y^*_2(t))^T$ is an $\omega$-periodic solution of (1.4) with strictly positive components. This completes the proof of Theorem 2.2. \qed

Remark 2.3. From the proof of Theorem 2.2, one can observe that Theorem 2.2 remains valid if discrete delay in (1.4) is replaced by state-dependent delay $\tau(t, x(t), y_1(t), y_2(t))$ or constant delay $\tau(t) \equiv \tau$. We note that discrete delay has no influence on the existence of positive periodic solution of the system.

3. Permanence and stability of periodic solution

This section is devoted to study the stability of system (1.4) under the assumption $\tau(t) \equiv 0$, throughout this section, we assume that

$$(H) \; \tau(t) \equiv 0 \text{ in system (1.4)}. $$

We will now proceed to derive sufficient conditions to guarantee the permanence of system (1.4). To this end, we first obtain certain upper bound estimates for positive solutions of system (1.4) with initial conditions (1.5).

Lemma 3.1. Let $(x(t), y_1(t), y_2(t))$ be any positive solution to system (1.4) with initial conditions (1.5). Then there exist a $T > 0$ and an $M > 0$ such that $x(t) < M$, $y_1(t) < M$, and $y_2(t) < M$ for all $t > T$. 

Proof. It follows from the first equation of system (1.4) that

$$\frac{dx(t)}{dt} \leq x(t)(r^u - a^l x(t)). \quad (3.1)$$

From this, by using the comparison theorem, one could deduce that there exists a $T > 0$ such that

$$x(t) < \frac{r^u}{a^l} + \epsilon := M_0, \quad (3.2)$$

where $\epsilon$ is an arbitrary small positive number.
Now let \( V(t) = (c^u/b^l)x(t) + y_1(t) \), calculating the derivative of \( V(t) \) along the positive solution of system (1.4), then for \( t > T \),

\[
V'(t) = \frac{c^u}{b^l}
\left[
 x(t)(r(t) - a(t)\cdot x(t)) - \frac{b(t)x(t)y_2(t)}{m_2(t) + x(t)}\right] + \frac{c(t)x(t)y_2(t)}{m_2(t) + x(t)} - (D(t) + v_1(t))y_1(t)
\leq \frac{c^u}{b^l}x(t) - (D^l + v_1^l)y_1(t) = -(D^l + v_1^l)V(t) + \frac{c^u}{b^l}(D^l + v_1^l + r^a)M_0.
\]

(3.3)

Noticing that \( x(t) < M_0 \) for \( t > T \), from the definition of \( V(t) \), one can deduce that there exists an \( M_1 > 0 \) such that

\[
y_1(t) < M_1 \quad \text{for } t \geq T.
\]

(3.4)

From (3.4) and the third equation of system (1.4), by using the comparison theorem, one could deduce there exists an \( M_2 > 0 \) such that

\[
y_2(t) < M_2 \quad \text{for } t \geq T.
\]

(3.5)

Take \( M = \max\{M_0,M_1,M_2\} \), then \( x(t) < M \), \( y_1(t) < M \), and \( y_2(t) < M \) for all \( t > T \). This ends the proof of Lemma 3.1. \( \square \)

**Theorem 3.2.** In addition to condition \((H)\), assume that the conditions of Theorem 2.2 hold. Then system (1.4) is permanent.

**Proof.** Let \((x(t), y_1(t), y_2(t))\) be any positive solution to system (1.4) with initial conditions (1.5). Under the assumption \( mr^l > b^u \), one has

\[
\frac{dx}{dt} \geq x(t)
\left[
 r^l \cdot \frac{b^u}{m} - a^d\cdot x(t)\right].
\]

(3.6)

From this, one has

\[
\lim_{t \to +\infty} \inf x(t) \geq \frac{r^l m - b^u}{m a^d} := x^*,
\]

(3.7)

and so, there exists a \( T_1 > 0 \) such that

\[
x(t) \geq \frac{x^*}{2} := m_1 \quad \text{for } t \geq T_1.
\]

(3.8)

By using (3.8), from the second and third equations of system (1.4), one has

\[
\frac{dy_1(t)}{dt} \geq \frac{c^l(x^*/2)}{m_2(t) + x^*/2} - (D^u + v_1^u)y_1(t),
\]

\[
\frac{dy_2(t)}{dt} \geq D^l y_1(t) - v_2^u y_2(t).
\]

(3.9)
Now we consider the system

\[
\frac{dy_1(t)}{dt} = \frac{c'(x*/2)y_2(t)}{my_2(t) + x*/2} - (D^u + \nu_1^u)y_1(t),
\]
\[
\frac{dy_2(t)}{dt} = D^l y_1(t) - \nu_2^l y_2(t).
\]  (3.10)

By using Lemma 3.1, similar to the analysis of [12, page 69], under the assumption of Theorem 3.2, one could deduce that the unique positive equilibrium \((y_1^*, y_2^*) = ((\nu_2^l/D^l)y_2^*, (c^lD^l - (D^u + \nu_1^u)\nu_2^l)x^*/(D^u + \nu_1^u)\nu_2^l m))\) of the above system is globally attractive. And so, by using the comparison theorem, one could deduce that there exists a \(T_2 > T_1\) such that

\[
y_1(t) \geq \frac{y_1^*}{2} := m_2, \quad y_2(t) \geq \frac{y_2^*}{2} := m_3.
\]  (3.11)

Now we take \(T = T_2\), then

\[
x(t) \geq m_1, \quad y_1(t) \geq m_2, \quad y_2(t) \geq m_3, \quad \text{for } t \geq T.
\]  (3.12)

This ends the proof of Theorem 3.2. \(\square\)

**Theorem 3.3.** *In addition to the conditions of Theorem 3.2, assume further that*

\[
\min \{a(t), v_2(t)\} > \frac{b(t)M + c(t)mM^2}{(mm_3 + m_1)^2},
\]  (3.13)

*where \(M, m_3,\) and \(m_1\) are defined by Lemma 3.1 and (3.12), respectively. Then system (1.4) with initial conditions (1.5) has a unique globally attractive positive periodic solution.*

**Proof.** From Theorem 3.2, (1.4) has at least one positive periodic solution. Let \((x^*(t), y_1^*(t), y_2^*(t))^T\) be a positive \(\omega\)-periodic solution of system (1.4) with initial conditions (1.5). Suppose that \((x(t), y_1(t), y_2(t))^T\) is any positive solution of system (1.4). Let

\[
V(t) = |\ln x(t) - \ln x^*(t)| + |y_1(t) - y_1^*(t)| + |y_2(t) - y_2^*(t)|.
\]  (3.14)

A direct calculation of the right derivative \(D^+ V(t)\) along the solution of (1.4) produces

\[
D^+ V(t) = \text{sgn} \left( x(t) - x^*(t) \right) \left[ - a(t) (x(t) - x^*(t)) - \left( \frac{b(t)y_2(t)}{my_2(t) + x(t)} - \frac{b(t)y_2^*(t)}{my_2^*(t) + x^*(t)} \right) \right]
\]
\[
+ \text{sgn} \left( y_1(t) - y_1^*(t) \right) \left[ \left( \frac{c(t)x(t)y_2(t)}{my_2(t) + x(t)} - \frac{c(t)x^*(t)y_2^*(t)}{my_2^*(t) + x^*(t)} \right)
\]
\[
- (D(t) + \nu_1(t)) \left( y_1(t) - y_1^*(t) \right) \right]
\]
\[
+ \text{sgn} \left( y_2(t) - y_2^*(t) \right) \left[ D(t) (y_1(t) - y_1^*(t)) - \nu_2(t) (y_2(t) - y_2^*(t)) \right].
\]  (3.15)
Integrating on both sides of (3.19) from \( t \) to \( 0 \) yields

\[ y^+_2(t)x(t) - y_2(t)x^*(t) = x(t)(y^+_2(t) - y_2(t)) + y_2(t)(x(t) - x^*(t)). \] (3.16)

So, for \( t \geq T \) (here \( T \) is defined by Theorem 3.2), one has

\[
\text{sgn} \left( x(t) - x^*(t) \right) \left( -\frac{b(t)y_2(t)}{my_2(t) + x(t)} + \frac{b(t)\dot{y}_2(t)}{my_2^*(t) + x^*(t)} \right)
\leq \frac{b(t)x(t) | y_2(t) - y^+_2(t) |}{(my_2(t) + x(t))(my_2^*(t) + x^*(t))} + \frac{b(t)\dot{y}_2(t) | x(t) - x^*(t) |}{(my_2(t) + x(t))(my_2^*(t) + x^*(t))}
\leq \frac{b(t)M | y_2(t) - y^+_2(t) |}{(mm_3 + m_1)^2} + \frac{b(t)M | x(t) - x^*(t) |}{(mm_3 + m_1)^2},
\]

\[
\text{sgn} \left( y_1(t) - y^*_1(t) \right) \left( \frac{c(t)x(t)y_2(t)}{my_2(t) + x(t)} - \frac{c(t)x^*(t)y^*_2(t)}{my_2^*(t) + x^*_2(t)} \right)
\leq \frac{c(t)my_2(t)y^+_2(t) | x(t) - x^*(t) |}{(my_2^*(t) + x^*_2(t))(my_2(t) + x(t))} + \frac{c(t)m\dot{x}(t)x^*(t) | y_2(t) - y^*_2(t) |}{(my_2^*(t) + x^*_2(t))(my_2(t) + x(t))}
\leq \frac{c(t)mM^2 | x(t) - x^*(t) |}{(mm_3 + m_1)^2} + \frac{c(t)mM^2 | y_2(t) - y^*_2(t) |}{(mm_3 + m_1)^2},
\]

where \( M, m_3, \) and \( m_1 \) are defined by Lemma 3.1 and (3.12), respectively. Then when \( t > T \) from (3.17), one has

\[
D^+ V(t) \leq -\left( a(t) - \frac{b(t)M}{(mm_3 + m_1)^2} - \frac{c(t)mM^2}{(mm_3 + m_1)^2} \right) | x(t) - x^*(t) |
- v_1(t) | y_1(t) - y^*_1(t) |
- \left( v_2(t) - \frac{c(t)mM^2}{(mm_3 + m_1)^2} - \frac{b(t)M}{(mm_3 + m_1)^2} \right) | y_2(t) - y^*_2(t) |.
\] (3.18)

From the above inequality, combined with the condition of the Theorem 3.2, it follows that there exists a positive constant \( \mu > 0 \) such that

\[
D^+ V(t) \leq -\mu \left[ | x(t) - x^*(t) | + \sum_{i=1}^{2} | y_i(t) - y^*_i(t) | \right], \quad t > T.
\] (3.19)

Integrating on both sides of (3.19) from \( T \) to \( t \) produces

\[
V(t) + \mu \int_T^t \left[ | x(s) - x^*(s) | + \sum_{i=1}^{2} | y_i(s) - y^*_i(s) | \right] ds \leq V(T) < +\infty, \quad t \geq T.
\] (3.20)

Then

\[
\int_T^t \left[ | x(s) - x^*(s) | + \sum_{i=1}^{2} | y_i(s) - y^*_i(s) | \right] ds \leq \mu^{-1} V(T) < +\infty, \quad t \geq T.
\] (3.21)
And hence, $|x(t) - x^*(t)| + \sum_{i=1}^{2} |y_i(t) - y_i^*(t)| \in L^1([T, +\infty))$. The boundedness of $x^*(t)$ and $y_i^*(t)$ $(i = 1, 2)$ and the ultimate boundedness of $x(t)$ and $y_i(t)$ $(i = 1, 2)$ imply that $x(t)$, $y_i(t)$, $x^*(t)$, and $y_i^*(t)$ $(i = 1, 2)$ all have bounded derivatives for $t > T$ (from the equations satisfied by them). Then it follows that $|x(t) - x^*(t)| + \sum_{i=1}^{2} |y_i(t) - y_i^*(t)|$ is uniformly continuous on $[T, +\infty)$. And so

$$\lim_{t \to +\infty} \left( |x(t) - x^*(t)| + \sum_{i=1}^{2} |y_i(t) - y_i^*(t)| \right) = 0. \quad (3.22)$$

The proof is completed. $$\square$$

The following numerical example shows the feasibility of our main result.

**Example 3.4.** Consider the following nonautonomous stage-structured ratio-dependent predator-prey system:

$$\frac{dx(t)}{dt} = x(t)(12 + 3\sin t - (2 + \cos 2t)x(t)) - \frac{(4 - \sin t)x(t)y_2(t)}{2y_2(t) + x(t)},$$

$$\frac{dy_1(t)}{dt} = \frac{3x(t - \tau(t))y_2(t - \tau(t))}{2y_2(t - \tau(t)) + x(t - \tau(t))} - \left( \frac{1}{2} + \left( \frac{1}{2} + \frac{\cos t}{2} \right) \right)y_1(t),$$

$$\frac{dy_2(t)}{dt} = \frac{1}{2}y_1(t) - \frac{1}{2}y_2(t),$$

where $\tau(t) \geq 0$ is a continuous $2\pi$-periodic function. In this case, corresponding to system (1.4), one has $r(t) = 12 + 3\sin t$, $a(t) = 2 + \cos 2t$, $b(t) = 4 - \sin t$, $c(t) = 3$, $D(t) = 1/2$, $v_1(t) = 1/2 + \cos t/2$, $v_2(t) = 1/2$, $m = 2$, and so

$$mr^l = 2 \times 9 > b^u = 5,$$

$$c^lD^l = 3 \times \frac{1}{2} > \frac{3}{2} \left( \frac{1}{2} + 1 \right) = \frac{3}{4} = v_2^u(D^u + v_1^u). \quad (3.24)$$

By Theorem 2.2, system (3.23) has at least one positive $2\pi$-periodic solution. Also, if we further assume that $\tau(t) \equiv 0$, then system (3.23) is permanent.

We end this paper by some remarks. In this paper, a set of sufficient conditions has been derived ensuring the existence of periodic solution of the periodic system (1.4) by using the theory of coincidence degree and developing the analysis technique of [12]. To the best of our knowledge, it is the first time to consider system (1.4). If all the parameters in (1.4), in particular, are restricted to be positive constants, then the conditions in Theorem 2.2 are sufficient to guarantee the existence of a positive equilibrium (for more details, one could refer to [26]), that is to say, in this case, the positive periodic solution obtained in Theorem 2.2 may degenerate to a trivial periodic solution. By Theorem 2.2, we see that if the prey intrinsic growth rate ($r(t)$), the conversion rate of nutrients into the reproduction of the predator ($k(t) = c(t)/b(t)$), and the capture rate of the predator ($b(t)$) are high, and the death rate of both the immature ($v_1(t)$) and mature ($v_2(t)$) predators is low, then system (1.4) admits at least one positive periodic solution. For the system
A stage-structured ratio-dependent predator-prey model without delay, by constructing a suitable Lyapunov function, sufficient conditions are derived to ensure the global attractivity of the positive periodic solution. These criteria are of great interest in many applications such as biomathematics and computation.
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