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Remarkable improvements in the asymptotic properties of discrete system zeros may be achieved by properly adjusted fractional-order hold (FROH) circuit. This paper analyzes asymptotic properties of the limiting zeros, as the sampling period $T$ tends to zero, of the sampled-data models on the basis of the normal form representation of the continuous-time systems with FROH. Moreover, when the relative degree of the continuous-time system is equal to one or two, an approximate expression of the limiting zeros for the sampled-data system with FROH is also given as power series with respect to a sampling period up to the third-order term. And, further, the corresponding stability conditions of the sampling zeros are discussed for fast sampling rates. The ideas of the paper here provide a more accurate approximation for asymptotic zeros, and certain known achievements on asymptotic behavior of limiting zeros are shown to be particular cases of the results presented.

1. Introduction

Zeros, along with poles, are fundamental characteristics of linear time-invariant systems, and the stability of zeros is one of the most important issues in the model matching and adaptive control problems. When a continuous-time system is discretized by the use of a sampler and a hold, the mapping between the discrete-time poles and their continuous-time counterparts is very simple; namely, stability of poles is reserved. There is unfortunately no simple transformation between the discrete-time zeros and their continuous-time ones because the zeros of discrete-time systems depend on sampling period $T$ [1]. More precisely, it is generally impossible to transform a continuous-time system with zeros in the left-half plane to a discrete-time system with zeros inside the unit circle. That is to say, the stability of zeros is not necessarily preserved except in special cases. Therefore, one of the special cases (i.e., the limiting case) is that the sampling period $T$ tends to zero which has attracted considerable attention from the engineering point of view.

Perhaps the first attempt to study discrete system zeros was given by Åström and coworkers [1], who describe the asymptotic behavior of the discrete-time zeros for fast sampling rate when the original continuous-time plant is discretized with zero-order hold (ZOH). In this case, the discretized zeros are further called limiting zeros which are composed of the intrinsic zeros and sampling zeros [2]. The former ones have counterparts in the underlying continuous-time system and go to unity [3] while the latter ones, which have no continuous-time counterparts and are generated in the sampling process, go toward roots of a certain polynomial [4, 5] determined by relative degree of the continuous-time system.

In much of discussion about the properties of discrete-time zeros, ZOH has been mainly employed as a hold circuit since it is used most commonly in practice [1, 3, 6–10].
Taking into account the fact that the type of hold circuit used critically influences the position of zeros, it is an interesting problem to investigate the zeros in the case of various holds. Hagiwara et al. [4] have carried out a comparative study and demonstrated that a first-order hold (FROH) provides no advantage over ZOH as far as the stability of zeros of the resulting discrete-time systems is concerned. Passino and Antsaklis [11] have considered the fractional-order hold (FROH) as an alternative to the ZOH and shown that it can locate the zeros of discrete-time system inside the unit circle by some examples while ZOH fails to do so. In the very motivating work by Ishitobi [12], the properties of limiting zeros with FROH have been analyzed, and the corresponding pulse-transfer function has been also derived.

Moreover, Ishitobi has definitely presented the relationship between the relative degree and discretized zeros behavior when the continuous-time systems have the relative degree up to five for sufficiently small sampling periods. Further, Bárčena et al. [13, 14] and Liang et al. [15, 16] have extended Ishitobi’s results [12] from different angles and methods by investigating the limiting zeros in the case of a FROH. In addition, the limiting FROH zeros [12] have been also extended by Blachuta [17], who describes the accuracy of the asymptotic results for both the intrinsic and sampling zeros in terms of Bernoulli numbers and parameters of the continuous-time transfer function for sufficiently small sampling periods $T$.

In FROH case, the intrinsic zeros are located inside (resp., outside) the unit circle for small sampling periods when the corresponding continuous-time zeros lie strictly in the left-half plane (resp., right). For sampling zeros, at least one of the zeros lies strictly outside the unit circle if the relative degree of a continuous-time transfer function is greater than or equal to three [12, 18]. This fact indicates that even though all the zeros of such a continuous-time system are stable, the corresponding discrete-time system has at least one unstable zero in the limiting case as the sampling period tends to zero. Thus, attention is here focused on continuous-time systems with relative degree less than or equal to two. More specifically, the corresponding discrete-time plants have one or two sampling zero(s) in the case of a FROH when the relative degree of a continuous-time transfer function is one or two. However, in these cases, the sampling zeros are located just on the unit circle, that is, in the marginal case of the stability. More importantly, it is a valuable research topic to find the criteria which guarantee that stable discretized zeros are obtained. Thus, the asymptotic behavior of the sampling zeros is an interesting issue as we explore the stability properties of the sampling zeros by analyzing the asymptotic properties as the sampling period tends to zero.

The objective of this paper is to analyze the improved asymptotic properties of the limiting zeros for discrete-time models by using a new kind of method. More precisely, we give an approximate expression of limiting zeros for the sampled-data system on the basis of the normal form representation of continuous-time system with FROH as power series with respect to a sampling period up to the third-order term when the relative degree of the continuous-time system is one or two. Our results include also the finding of how close limiting zeros are to the actual intrinsic and sampling ones, irrespectively of whether they are stable or not. The approach used could be referred to as an extension of that of [12, 17, 18], and one of the principal contributions in this paper, in particular, would consequently propose an analytical method to obtain the FROH zeros as stable as possible, or with improved asymptotic properties even when unstable, for a given continuous-time plant. Finally, we further discuss the stability of the sampling zeros for sufficiently small sampling periods, and some interesting examples are given to validate the main results.

## 2. Sampled-Data Models with FROH

Consider an $n$th continuous-time system with relative degree one or two described by a transfer function

$$G(s) = \frac{N(s)}{D(s)}, \quad K \neq 0,$$

(1)

where

$$N(s) = s^m + b_{m-1}s^{m-1} + b_{m-2}s^{m-2} + \cdots + b_0,$$

$$m = n - 1 \quad \text{or} \quad n - 2,$$

(2)

$$D(s) = s^n + a_{n-1}s^{n-1} + a_{n-2}s^{n-2} + \cdots + a_0.$$  

The paper treats systems with relative degree one or two because at least one of the limiting zeros is unstable when the relative degree is greater than or equal to three though it is slightly a limitation.

### 2.1. Case of Relative Degree One ($m=n-1$).

The normal form of (1) with the relative degree one, $m = n - 1$ is represented with an input $u$ and an output $y$ \cite{19, 20} as

$$\dot{\xi} = -d\xi + Ku - \omega,$$

$$\dot{\eta} = P\eta + q\xi,$$

$$y = \xi,$$

(3)

where

$$\eta = [\eta_1 \cdots \eta_{n-1}]^T,$$

$$\omega = c^T\eta, \quad c = [r_0 \ r_1 \ \cdots \ r_{n-2}]^T,$$

$$P = \begin{bmatrix} 0 & 1 & \vdots & O \\ \vdots & \ddots & \ddots & \vdots \\ -b_0 & \cdots & -b_{n-2} & 1 \end{bmatrix}, \quad q = \begin{bmatrix} 0 \\ \vdots \\ 0 \\ 1 \end{bmatrix},$$

(4)

and the scalars $d$ and $r_i$ ($i = 0, \ldots, n - 2$) are obtained from

$$D(s) = Q(s) N(s) + R(s),$$

$$Q(s) = s + d,$$

(5)

$$R(s) = r_{n-2}s^{n-2} + r_{n-3}s^{n-3} + \cdots + r_0.$$
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Figure 1: The signal reconstruction of a fractional-order hold with $\beta = -0.5$. 

where

$$
d = a_{n-1} - b_{n-2},$$

$$r_i = a_i - b_{i-1} - b_id, \quad i = 0, \ldots, n-2.
$$

(6)

When the FROH signal reconstruction method is considered, the input is described by

$$
v(t) = u(kT) + \beta \left[ \frac{u((k-1)T)}{T} - u((k-1)T) \right] (t-kT),$$

(7)

\[ \text{for} \quad kT \leq t < (k+1)T, \quad k = 0, 1, \ldots, \]

where $\beta$ is a real design parameter and $T$ is a sampling period [11, 12, 18]. It is obvious that FROH is reduced to ZOH for $\beta = 0$ while it becomes the FOH for $\beta = 1$. The signal reconstruction of a FROH with $\beta = -0.5$ is shown in Figure 1.

Suppose $u(t) = v(t)$, and when a FROH is applied, we have

$$
\dot{u}(t) = \beta \left[ \frac{u((k)T) - u((k-1)T)}{T} \right], \quad \text{for} \quad kT \leq t < (k+1)T, \quad k = 0, 1, \ldots, \]

(8)

Furthermore, (3) leads to the derivatives of the output

$$
\ddot{y} = -d\ddot{\xi} + Ku - c^T \eta,
$$

(9)

$$
\dot{y} = (d^3 - c^T q) \ddot{\xi} - dKu + (dc^T - c^T P) \eta + Ku,
$$

(10)

$$
y^{(3)} = (-d^3 + 2dc^T q - c^T Pq) \ddot{\xi} + (d^2 - c^T q) Ku + (dc^T P - c^T Pq - d^2 c^T + c^T qc^T) \eta - dKu,
$$

(11)

$$
y^{(4)} = \left\{ d^4 - 3d^2 c^T q + 2dc^T Pq - c^T P^2 q + (c^T q)^2 \right\} \ddot{\xi} + (-d^2 + 2dc^T q - c^T Pq) Ku + \left\{ d^3 c^T - 2dc^T qc^T + c^T Pqc^T + dc^T P^2 q - c^T P^3 - d^2 c^T p + c^T q c^T P \right\} \eta + (d^2 - c^T q) Ku
$$

(12)

which are expressed by $\xi$, $\eta$, and $Ku$. Further, the derivatives of $\eta$ are also represented by $\xi$, $\eta$, and $Ku$ as

$$
\ddot{\eta} = P\eta + q\ddot{\xi},
$$

(13)

$$
\dot{\eta} = (Pq - qd) \ddot{\xi} + \left( P^2 - q^T \right) \eta + qKu,
$$

(14)

$$
\eta^{(3)} = \left( Pq - qd \right) \ddot{\xi} + \left( P^2 - q^T \right) \eta + qKu
$$

(15)

Hence, by substituting (9)–(15) into the right-hand side of

$$
y_{k+1} = \sum_{i=0}^{\infty} \frac{T^i}{i!} y_k(i),
$$

(16)

and defining the state variables $x_k = [y_k, \eta_k]^T$, where the subscript $k$ denotes $t = kT$, the discrete-time state equations are definitely obtained. It is easy to show that zeros of a discrete-time system for a transfer function (1) are derived from (16).

Now, by applying the explicit expressions of $y_k, \dot{y}_k, \ldots, \eta_k^{(4)}$ and $\eta_k, \eta_k^{(1)}, \ldots, \eta_k^{(4)}$, the zeros of (16) are analyzed as follows:

$$
y_{k+1} = 4 \sum_{i=0}^{\infty} \frac{T^i}{i!} y_k(i) + O(T^5)
$$

$$
= \left( 1 - dT + \frac{d^2 - r_{n-2}T^2}{2} + \frac{2dr_{n-2} - d^3 - c^T Pq T^3}{6} 
+ \frac{d^4 - 3d^2 r_{n-2} - 2dc^T Pq T^3}{24} \right) y_k
+ \left\{ \frac{1 - 2\beta}{2} T - \left( \frac{d}{6} + \frac{d^2 \beta}{6} \right) T^2 
+ \frac{4d^2 - 4r_{n-2} - r_{n-2}^2 + d^2 \beta T^3}{24} 
+ \frac{2dr_{n-2} - d^3 - c^T Pq T^4}{24} \right\} Ku_k 
+ \left\{ \frac{\beta}{2} T + \frac{d^2 \beta T^2}{6} - \left( \frac{d^2 - r_{n-2}}{2} \right) T^3 \right\} Ku_{k-1}
+ \left\{ \frac{c^T T + \frac{d^2 T - d^2 c^T P T^2}{2}}{6} + \frac{dc^T P - c^T P^2 + (r_{n-2} - d^2) c^T T^3}{6} \right\} y_k
$$

(13)
\[ + \left( (\left( d^3 - 2d r_{n-2} \right) c^T + c^T p q c^T + d c^T p^2 \\
- c^T p^3 - d^2 c^T p + r_{n-2} c^T p \right) \times (24)^{-1} T^4 \right) \eta_k + O \left( T^5 \right), \]

(17)

\[ \eta_{k+1} = \sum_{i=0}^{3} T^i \eta_{k}^{(i)} + O \left( T^4 \right) \]

\[ = \left( q^T + \frac{p q - d}{2} T^2 \right) y_k + \left( \frac{p^2 q - r_{n-2} q + q d^2 - p q d T^3}{6} \right) \eta_k \]

\[ + \left( \frac{q}{2} + \frac{q d}{6} \right) T^2 P q - \frac{q d}{6} T^3 K u_k - \frac{q P}{6} T^2 K u_{k-1} \]

\[ + \left( I + P T + \frac{p^2 - q c^T}{2} T^2 \right) + \left( \frac{p^3 - q c^T p - p q c^T + d q c^T T^3}{6} \right) \eta_k + O \left( T^4 \right). \]

(18)

The reason why the explicit expressions of \( y_k, j_k, \ldots, y_k^{(4)}, \) \( \eta_k, \ldots, \eta_{k}^{(3)} \) are used is to obtain the approximate expansion of the limiting zeros for the discrete-time system with the order \( T^3 \).

2.2. Case of Relative Degree Two (\( m = n - 2 \)). The normal form of (1) with the relative degree two, \( m = n - 2 \) is represented [19, 20] as

\[ \dot{\xi} = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} \xi + \begin{bmatrix} 1 \end{bmatrix} (K u - \omega - d_0 \xi_1 - d_1 \xi_2), \]

\[ \dot{\eta} = P \eta + q \xi_1, \]

\[ y = \begin{bmatrix} 1 & 0 \end{bmatrix} \xi, \]

(19)

where

\[ \xi = \begin{bmatrix} \xi_1 & \xi_2 \end{bmatrix}^T, \quad \eta = \begin{bmatrix} \eta_1 & \cdots & \eta_{n-2} \end{bmatrix}^T, \]

\[ \omega = c^T \eta, \quad c = \begin{bmatrix} c_0 & c_1 & \cdots & c_{n-3} \end{bmatrix}^T, \]

\[ p = \begin{bmatrix} 0 & 1 & 0 \\ & & \ddots & \vdots \\ & & 0 & 1 \end{bmatrix}, \quad q = \begin{bmatrix} 0 \\ \vdots \\ 0 \end{bmatrix}, \]

\[ \eta = \begin{bmatrix} \eta_1 & \cdots & \eta_{n-3} \end{bmatrix} \]

and the scalars \( d_i (i = 0, 1) \) and \( c_i (i = 0, \ldots, n-3) \) are obtained from

\[ D(s) = Q(s) N(s) + R(s), \]

\[ Q(s) = s^2 + d_1 s + d_0, \]

(21)

\[ R(s) = c_{n-3} s^{n-3} + \cdots + c_0, \]

where

\[ d_0 = a_{n-2} - b_{n-4} - b_{n-3} d_1, \]

\[ d_1 = a_{n-1} - b_{n-3}, \]

\[ c_i = a_i - b_{n-i-2} - b_{n-i} d_1 - b_i d_0, \quad i = 0, \ldots, n-3. \]

When a FROH is used, the normal form (19) yields the derivatives of the output

\[ \dot{y} = K u - d_0 \xi_1 - d_1 \xi_2 - c^T \eta. \]

(23)

\[ y^{(3)} = \left( d_0 d_1 c^T q + 2 d_1 c^T q \right) \xi_1 + \left( d_1^2 - d_0 \right) \xi_2 - d_1 K u \]

\[ + \left( d_1 c^T - c^T P \right) \eta + K u, \]

(24)

\[ y^{(4)} = \left( d_0^2 - d_1 d_2^2 + 2 d_1 c^T q - c^T p q \right) \xi_1 \]

\[ + \left( - c^T q + 2 d_1 d_1 - d_0 \right) \xi_2 \]

\[ + \left( d_1 d_2 - d_0 \right) K u - d_1 K u \]

\[ + \left[ \left( - d_1^2 - d_0 \right) c^T + d_1 c^T P - c^T P^2 \right] \eta. \]

(25)

\[ y^{(5)} = \left( d_0 d_1^2 - d_1^2 c^T q + 2 c^T q d_0 - 2 d_0^2 d_1 \right) \xi_1 \]

\[ + \left( d_0^2 - 3 d_0 d_1 + 2 d_1 c^T q \right) \xi_2 \]

\[ - c^T P q + d_1 c^T P \xi_2 \]

\[ + \left( - d_1^2 + 2 d_1 d_2 - c^T q \right) K u \]

\[ + \left[ c^T q c^T P - 2 d_1 d_2 c^T + d_1^2 c^T \right] \eta \]

\[ - \left( d_1^2 - d_0 \right) c^T P + d_1 c^T P^2 \]

\[ - c^T P^3 \eta + \left( d_1^2 - d_0 \right) K u. \]

(26)

Further, the derivatives of \( \eta \) are also represented as

\[ \dot{\eta} = P \eta + q \xi_1, \]

(27)

\[ \dot{\eta} = P q \xi_1 + q \xi_2 + P^2 \eta, \]

(28)

\[ \eta^{(3)} = \left( p^2 q - q d_0 \right) \xi_1 + \left( p q - q d_1 \right) \xi_2 + q K u \]

\[ + \left( P^3 - q c^T \right) \eta, \]

(29)
\[ \eta^{(4)} = \left( -Pq_d0 + q_d0d1 + P^2 q - qc^T q \right) \xi_1 + \left( -q_d0 + P^2 q - Pq_d1 + q_d2 \right) \xi_2 + (Pq - q_d1) K u + q K \]

and defining the state variables \( x_k = [y_k, y'_k, q_k]^T \), the discrete-time state equations are obtained.

Now, by using the explicit expressions of \( y_k, y'_k, \ldots, y^{(5)}_k \) and \( \eta_k, \ldots, \eta^{(4)}_k \), the zeros of the discrete-time system (16) and (31) are analyzed as follows:

\[ y_{k+1} = \sum_{i=0}^{\infty} \frac{T^i}{i!} y^{(i)}_k + O \left( T^6 \right) \]

and

\[ y_{k+1} = \sum_{i=0}^{4} \frac{T^i}{i!} y^{(i)}_k + O \left( T^5 \right) \]

Hence, by substituting (23)–(30) into the right-hand side of (16) and (30) are:

\[ + \left\{ \frac{c^T q}{2} T^2 + \frac{d_1 c^T - c^T P}{6} T^3 + \frac{d_1 c^T P - (d_1^2 - d_0) c^T - c^T P^2}{24} T^4 + \left( \left( c^T q - 2d_0 d_1 c^T + d_1 c^T d_1 c^T P^2 \right) - \left( d_1^2 - d_0 \right) c^T P - c^T P^3 \right) \times (120)^{-1} \right\} K u_k \]

\[ + \left\{ \left( 1 + \frac{\beta}{2} \right) T - \frac{3d_1 + d_1^2}{6} \beta \right\} y_{k-1} + \frac{4d_1^2 - 4d_0 + (d_1^2 - d_0) \beta}{24} T^3 + \frac{2d_0 d_1 - c^T q - d_1^2}{24} T^4 \left\} K u_{k-1} \]

\[ + \left\{ \frac{\beta}{2} T + \frac{d_1 \beta}{6} T^2 - \frac{(d_1^2 - d_0) \beta}{24} T^4 \right\} K u_{k-1} + \frac{-c^T P + d_1 c^T - c^T P}{2} T^5 \]

\[ + \frac{d_1 c^T P - c^T P^3 - (d_1^2 - d_0) c^T}{6} T^6 \]
Theorem 1. The zeros of a discrete-time system corresponding to the continuous-time transfer function (1) with FROH are given for $T \ll 1$ approximately by the roots of

$$\left\{ -1 - \frac{\beta}{2} + \frac{3d + d\beta}{6} T - \frac{3}{2} \frac{(d^2 - r_{n-2}) + (d^2 - r_{n-2}) \beta}{24} T^2 \right\} \eta_k + O(T^3),$$

$$\eta_{k+1} = \sum_{i=0}^{k} T^i \eta_{k+i} + O(T^5)$$

$$= \left( qT + \frac{Pq}{2} T^2 + \frac{P^2 q - qd_0 T^2}{6} \right) y_k$$

$$+ \left( \frac{q}{6} + \frac{q^3}{24} \right) T^3 Ku_k$$

$$+ \left( \frac{q}{6} + \frac{q^2}{24} \right) T^2 Pu_k$$

$$+ \left( \frac{q}{6} + \frac{q^2}{24} \right) T^2 Pu_k$$

$$+ \left( \frac{q}{6} + \frac{q^2}{24} \right) T^2 Pu_k$$

$$\times \left( 1 - z \right) I + PT + \frac{P^2 T}{2} + \frac{P^3 - qcT}{6} + \frac{P^3 - qcT}{6} T^3$$

$$\times \left( 1 - z \right) I + PT + \frac{P^2 T}{2} + \frac{P^3 - qcT}{6} + \frac{P^3 - qcT}{6} T^3$$

where $u_{k+1}, H,$ and $U_k$ are the $z$-transforms of $u_{k-1}, \eta_k$, and $u_k$, respectively, and the matrix $M_1$ is defined by

$$M_1 = \begin{bmatrix} \tilde{m}_{11} & \tilde{m}_{12} & \tilde{m}_{13} \\ -2 & 0 & 1 \\ \tilde{m}_{31} & M_{32} & \tilde{m}_{33} \end{bmatrix}$$

with

$$\tilde{m}_{11} = T \tilde{m}_{11} + O(T^4),$$

$$\tilde{m}_{12} = T \tilde{m}_{12} + O(T^5),$$

$$\tilde{m}_{13} = T \tilde{m}_{13} + O(T^5),$$

$$\tilde{m}_{11} = -\frac{\beta}{2} + \frac{d\beta}{6} T - \frac{(d^2 - r_{n-2}) \beta}{24} T^2,$$

$$\tilde{m}_{12} = -c^T + \frac{d\beta}{2} T + \frac{d\beta}{6} T^2$$

$$+ \left( \frac{r_{n-2} - d^2}{6} + \frac{d\beta}{2} T^2 \right) + \frac{d\beta}{6} T^3$$

$$\tilde{m}_{13} = \left( 1 + \frac{\beta}{2} - \frac{d\beta}{6} \right) T$$

$$+ \left( \frac{d^2 - r_{n-2}}{6} + \frac{d\beta}{24} T^2 \right)$$

$$- \frac{d^3 + 2dr_{n-2} - c^TPq}{24} T^3.$$
\[ m_{31} = -\frac{q\beta}{6} T^2 + O(T^4), \]
\[ M_{32} = (-z + 1) I + PT + \frac{p^2 - q\beta^T T^2}{2} + \frac{d q\beta^T - P q\beta^T + p^3 - q\beta^T P T^3}{6} + O(T^4), \]
\[ m_{33} = \left( \frac{q^2 + q\beta}{6} \right) T^2 + \frac{P q - q d^2}{6} T^3 + O(T^4). \] (38)

Thus, the zeros are derived from
\[ |M_1| = 0. \] (39)
From the relationship
\[ M = M_1 \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 1 & 0 & 1 \end{bmatrix}, \] (40)
it is obvious that the condition \(|M| = 0\) is equivalent to \(|M_1| = 0\).

Expanding the result along the second row leads to the following equation:
\[
|M| = -(-z + 1) \begin{vmatrix} m_{12} \\ m_{32} \\ m_{33} \end{vmatrix}
- \begin{vmatrix} m_{31} + m_{32} \\ m_{31} + m_{33} \\ m_{32} + m_{33} \end{vmatrix},
\]
where
\[
|A_1| = \begin{vmatrix} 1 - \frac{d^2 - r_{n-2} T^2}{6} \\ 2 d r_{n-2} - d^3 - c^T P q T^3 \end{vmatrix}
\times (1 - z) I + PT + \frac{p^2}{2} T^2 + \frac{2 p^3 + q c^T P T^3}{12}
= \Delta_1 \times \Delta_2,
\]
\[
|A_2| = \begin{vmatrix} -\frac{\beta}{2} + \frac{d \beta}{6} T - \frac{(d^2 - r_{n-2}) \beta}{24} T^2 \\ \frac{5 c^T P q \beta - 2 c^T q d T^3}{24} \end{vmatrix}
\times (1 - z) I + PT + \frac{p^2}{2} T^2 + \frac{2 p^3 + q c^T P T^3}{12}
= \bar{A}_1 \times \bar{A}_2.
\]

Then,
\[
|M| = \left( \bar{A}_1 - \Delta_1 \right) z - \bar{A}_1 \times \Delta_2.
\] (43)

Hence, the approximate values of limiting zeros of the discrete-time system are obtained as the roots of (35).

Remark 2. Equation (35) implies that an approximation of the sampling zero is expressed as
\[
\begin{align*}
&\left[ -1 - \frac{\beta}{2} + \frac{d \beta}{6} T \\
&\quad - \left( \frac{d^2 - r_{n-2}}{6} \right) \frac{\beta}{T^2} \right] T^2 \\
&\quad + \frac{2 d r_{n-2} - d^3 - c^T P q - 5 c^T P q \beta + 2 c^T q d T^3}{24}
\end{align*}
\]
\[ z \quad (44) \]
and the approximate values of the intrinsic zeros are derived from
\[
\left( 1 - z \right) I + PT + \frac{p^2}{2} T^2 + \frac{2 p^3 + q c^T P T^3}{12} = 0.
\] (45)

Remark 3. Theorem 1 is applicable to also the case of multiple zeros of the continuous-time system (1) with FRO Hand further gives approximate values with higher order of accuracy than those of the previous result [17].

Remark 4. An insightful observation in Theorem 1 is that it has a form of a correction to the asymptotic result of Ishitobi [12, 18] in the form of a power term of \( T \). Similarly, the following result (Theorem 6) both the intrinsic zeros and sampling zeros is also clarified in a more precise manner than Ishitobi’s result [12, 17, 18] when the relative degree of continuous-time systems is two.

Remark 5. On the basis of the approach in [21], it is immediate to derive the asymptotic condition of the limiting zeros in the case of a FROH with relative degree one:
\[
|M_1| \approx \left\{ 1 + \frac{\beta}{2} - \frac{d \beta}{6} T \right\} T
\]
\[ + \frac{4 d^2 - 4 r_{n-2} + (d^2 - r_{n-2}) \beta}{24} T^2
\]
\[ + \frac{2 d r_{n-2} - d^3 - c^T P q T^3}{24}
\]
\[ \times \left( -z + 1 - \frac{2}{2 + \beta} + \frac{d \beta}{3(2 + \beta)^2} T^2
\]
\[ + \frac{\beta}{18(2 + \beta)^3} \right\} T^2
\]
+ \left( (\beta (1014d^3r_{n-2} - 348d^3) 
+ 348dr_{n-2}) 
+ \beta (1188d^3r_{n-2} - 1026d^3 \beta 
- 193d^3 \beta^2) 
+ \beta (36c^T P q \beta + 36c^T P q) 
+ 9c^T P q \beta^2 \right)
\times (108(2 + \beta) \beta)^{-1} T^3 \right]
\times \left( 1 - z \right) I + PT + \frac{p^2}{2} T^2 + \frac{2p^3 + q c^T P q}{12} T^3 \right] .

(46)

When the relative degree of continuous-time systems is one and the continuous-time input is generated by a FROH, further research is needed to establish connections between (46) and (35) of Theorem 1 in this paper, wherein the idea (35) has more decent effect than the literature [21] in terms of techniques in studying the discrete system zeros.

3.2. Case of Relative Degree Two (m = n - 2). Next, we present asymptotic properties of limiting zeros of discrete-time control system in the case of a FROH as power series with respect to a sampling period up to the third-order term when the relative degree of the continuous-time system is two. An approximate expression, in fact, of zeros of a discrete-time system is derived from (32)–(34), and the other results of this paper are given by the following Theorem.

Theorem 6. The zeros of a discrete-time system for the continuous-time transfer function (1) with FROH are given for \( T \ll 1 \) approximately by the roots of

\[
\begin{align*}
\frac{1}{2} + \frac{\beta}{6} - \left( \frac{4d_1 + d_1 \beta}{24} \right) T + \frac{5d_1^2 - 5d_0 T^2}{120} \\
+ \beta \left( \frac{d_1^3 - \beta d_0 T^2 + 2d_0 d_1 - \epsilon_{n-3} - d_1^3 T^3}{120} \right) z^2 \\
+ \left[ \frac{3 + \beta - 2d_1 + d_1 \beta}{6} T \\
+ \frac{15d_1^2 - 5d_0 + 8\beta d_1^2 - 3\beta d_0 T^2}{120} \\
+ \left( \frac{d_0 d_1 + \epsilon_{n-3} - d_1^3}{40} + \frac{d_0 d_1}{30} + \frac{d_0 d_1 \beta}{180} \\
+ \frac{\epsilon_{n-3} \beta}{72} - \frac{d_1^3 \beta}{80} \right) T^3 \right] z
\end{align*}
\]

(47)

Proof. Zeros of the discrete-time system (16) and (31), equivalent to (32)–(34), are given by substituting \( y_k = y_{k+1} = 0 \) into (32)–(34) as follows:

\[
M_2 \begin{bmatrix}
Y_d \\
KU_k \\
H
\end{bmatrix} = 0_n,
\]

(48)

where \( Y_d \) is the \( z \)-transforms of \( y_k \) and the matrix \( M_2 \) is defined by

\[
M_2 = \begin{bmatrix}
m_{11} & m_{12} & m_{13}^T & m_{14} \\
m_{21} & m_{22} & m_{23} & m_{24} \\
m_{31} & m_{32} & m_{33} & m_{34} \\
0 & -z & 0^T & 1
\end{bmatrix},
\]

(49)

with

\[
m_{11} = T \overline{m}_{11} + O(T^5),
\]

\[
m_{12} = T \overline{m}_{12} + O(T^5),
\]

\[
m_{13}^T = T \overline{m}_{13} + O(T^5),
\]

\[
m_{14} = T \overline{m}_{14} + O(T^5),
\]

\[
\overline{m}_{11} = 1 - \frac{d_1 T}{2} + \frac{d_1^2 - d_0 T^2}{6} + \frac{-d_1^3 + 2d_0 d_1 - \epsilon_{n-3} T^3}{24},
\]

\[
\overline{m}_{12} = -\frac{\beta}{6} T + \frac{d_1 \beta T}{24} - \frac{(-d_1^2 - d_0) \beta}{120} T^3,
\]

\[
\overline{m}_{13} = -\frac{c^T}{2} T + \frac{d_1 c^T - c^T \beta}{6} T^2 + \frac{-(-d_1^2 - d_0) c^T + d_1 c^T \beta - c^T \beta^2}{24} T^3,
\]

\[
\overline{m}_{14} = \left( \frac{1}{2} + \frac{\beta}{6} \right) T + \left( \frac{d_1 \beta}{6} - \frac{d_1 \beta}{24} \right) T^2 + \left( \frac{d_1^2 - d_0}{24} + \frac{(d_1^2 - d_0) \beta}{120} \right) T^3,
\]
\[ m_{21} = -z + 1 - d_1 T + \frac{d_1^2 - d_0 T^2}{2} + \frac{-d_1^3 + 2d_0 d_1 - c_{n-3} T^3 + O(T^4)}{6}, \]
\[ m_{22} = -\frac{\beta}{2} T + \frac{d_1 \beta}{6} T^2 - \left( \frac{d_1^2 - d_0}{2} \right) \frac{\beta}{24} T^3 + O(T^4), \]
\[ m^T_{23} = -c T + \frac{d_1 c^T - c^T P}{2} T^2 + \frac{d_1^3 c^T - c^T P^2}{6} T^3 + O(T^4), \]
\[ m_{11} = \left( 1 + \frac{\beta}{2} \right) T + \left( \frac{d_1}{2} - \frac{d_1 \beta}{6} \right) T^2 + \frac{\left( d_1^2 - d_0 \right) \beta}{24} T^3 + O(T^4), \]
\[ m_{41} = \frac{q}{2} T^2 + \frac{P q - q d_1^3}{24} T^3 + O(T^4), \]
\[ m_{42} = -\frac{q \beta}{24} T^3 + O(T^4), \]
\[ M_{43} = (-z + 1) I + PT + \frac{P^2}{2} T^2 + \frac{P^3 - q c^T}{6} T^3 + O(T^4), \]
\[ m_{44} = \left( \frac{q}{6} + \frac{q \beta}{24} \right) T^3 + O(T^4). \]

Thus, the zeros are derived from
\[ |M_2| = 0. \]

From the relationship
\[ M = M_2 \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 1 \end{bmatrix}, \]

it is obvious that the condition \[ |M| = 0 \] is equivalent to \[ |M_2| = 0. \]

Expanding the result along the third row leads to the following equation:
\[
|\overline{M}| = -(-z + 1) \begin{vmatrix} m_{11} & m^T_{13} & m_{14} \\ m_{21} & m^T_{23} & m_{24} \\ m_{41} & m^T_{43} & m_{44} \end{vmatrix}
\[
- |m_{11} m_{12} + m_{14}| - |m_{21} m_{22} + m_{24}| - |m_{41} m_{42} + m_{44}| M_{43}
\[
= T \left[ -z |\overline{A}_1| + (-z + 1) |\overline{A}_2| \right] = 0,
\]

where
\[
|\overline{A}_1| = \left[ \frac{1}{2} - \frac{d_1 T}{6} + \frac{d_1^2 - d_0 T^2}{24} \right] + \frac{-c_{n-3} + 2d_0 d_1 - d_1^3}{120} \frac{T^3}{T^4},
\]

\[
|\overline{A}_2| = \left[ \frac{\beta}{6} - \frac{d_1 \beta T^2}{24} + \frac{\left( d_1^2 - d_0 \right) \beta}{24} T^3 \right] \frac{T^2}{T^4}
\]

\[
\times \left[ -z - 1 + \frac{d_1 T}{3} - \frac{d_1^2 T^2}{18} + \frac{d_1^3 + 3d_0 d_1 - 9c_{n-3} T^3}{270} \right] \frac{T^3}{T^4},
\]

\[
\times \left[ (1 - z) I + PT + \frac{P^2}{2} T^2 + \frac{P^3}{6} T^3 \right] \frac{T^4}{T^4}
\]

\[
|\overline{M}| = \Delta_1 \times \Delta_2 \times \Delta_3,
\]

Equations (54) and (55) will be calculated in the appendix. Then,
\[
|M| = \left[ (-\overline{A}_1 \times \overline{A}_2 - \Delta_1 \times \Delta_2) I + \overline{A}_1 \times \overline{A}_2 \right] \times \Delta_3,
\]

Hence, the approximate values of the zeros of the discrete-time system are obtained as the roots of (47).
\[+(\frac{d_0 d_1}{40} + \frac{c_{n-3}}{120} d_1^3 + \frac{d_0 d_1 \beta}{180} + \frac{c_{n-3} \beta}{72} \frac{d_1^3 \beta}{80})T^3\]
\[
-\frac{\beta}{3} + \frac{5d_1 \beta}{24} T + \frac{4d_0 \beta - 9d_1^2 \beta}{120} T^2
\]
\[
+\frac{9d_1^3 - 4d_0 d_1 \beta - 10c_{n-3} \beta}{720} T^3 = 0,
\]

(57)

and the approximate values of the intrinsic zeros are derived from

\[
\left|(1 - z) I + PT + \frac{P^2}{2} T^2 + \frac{P^3}{6} T^3\right| = 0.
\]

(58)

Remark 8. When FROH is implemented in practice, an approximate fractional-order hold (AFROH) using ZOH would be convenient practical solution. The basic idea of AFROH is that, at each sampling interval, the output of FROH is approximated by staircase waveforms that can be generated by ZOH [15, 22] (see Figure 2). Therefore, an asymptotic expression of the limiting zeros in AFROH case is derived similarly.

In the particular case when the sampling period tends to zero, it is immediate to obtain the following Corollary although a similar result is also obtained by Ishitobi [12, 18].

**Corollary 9.** One has the following cases.

**Case a.** Assume that the relative degree of a continuous-time system is one. If \(-1 < \beta\) (resp., \(\beta < -1\)), then the sampling zero of the sampled-data model is stable (resp., unstable) in the case of a FROH when the sampling period tends to zero.

**Case b.** Assume that the relative degree of a continuous-time system is two. If \(-1 < \beta < 0\) (resp., \(\beta \leq -1\) or \(\beta > 0\)), then the sampling zeros of the sampled-data model are stable (resp., unstable) in the case of a FROH when the sampling period tends to zero.

**Proof.** One has the following cases.

**Case a.** For \(n - m = 1\), we have from (35)

\[A_1(z; \beta) = (-1 - \frac{\beta}{2}) z + \frac{\beta}{2}.
\]

(59)

Simple straightforward calculation will verify that the root of \(A_1(z; \beta) = 0\) is stable if \(-1 < \beta\) and is unstable if \(\beta \leq -1\). In addition, when \(\beta = -1\), there remains the possibility

that the sampling zero corresponding to \(A_1(z; \beta)\), which approaches \(z = -1\), lies inside the open unit disc as \(T \to 0\).

**Case b.** For \(n - m = 2\), the polynomial \(A_2(z; \beta)\) is represented from (47) as

\[A_2(z; \beta) = \left(\frac{1}{2} + \frac{\beta}{6}\right) z^2 + \left(\frac{1}{2} + \frac{\beta}{6}\right) z - \frac{\beta}{3}.
\]

(60)

When we perform the bilinear transformation \(z = (\omega + 1)/(\omega - 1)\) on the above equation, the polynomial is written as

\[A_2(z; \beta) = 3\omega^2 + 3(1 + \beta) \omega - \beta = 0.
\]

(61)

It is clear that the two roots of (61) lie in the open left half of \(\omega\)-plane if \(-1 < \beta < 0\), and at least one of them stays in the closed right-half plane if \(\beta \leq -1\) or \(\beta \geq 0\). In particular, only one of the sampling zeros approaches \(-1\) at \(\beta = 0\). Namely, the stability of the sampling zeros is marginal, that is, in the case of a ZOH [4, 23].

**Remark 10.** When the FROH signal reconstruction device is used, the parameter \(\beta\) which is the device adjustable gain (generalised gain) is the major factor that decides the stability properties of sampling zeros of sampled-data systems with FROH. In other words, the appropriate \(\beta\) is determined to obtain the FROH that provides sampling zeros as stable as possible, or with improved stability properties even when being unstable, for a given continuous-time plant.

**Remark 11.** If the relative degree of a continuous-time transfer function is two and the sum of the zeros is less than or equal to the sum of the poles, the limiting zeros of the sampled system with FROH of \(-1 < \beta < 0\) stay definitely inside the unit circle while those with ZOH may lie outside or on the unit circle. Therefore, the FROH with \(-1 < \beta < 0\) will produce all stable sampling zeros for a wider class of continuous-time plants than that of the ZOH.

### 4. Simulation Examples

This section presents three interesting examples to show the stability of sampling zeros with FROH by improved...
asymptotic properties. It has also shown that the stability of zeros will be improved by using FROH instead of ZOH. Both kinds of zeros are calculated by applying MATLAB, and in the simulation figures (Figures 3, 4, 5, 6, 7, 8, and 9), the solid line and dotted line indicate the exact values and approximate values, respectively.

Example 1. Consider the following transfer function with the relative degree one [21]:

$$G(s) = \frac{(s + 2)^2}{s(s + 1)(s - 2)}.$$ \hfill (62)

The approximate values (35) and the exact values of zeros of the sampled-data system for the transfer function (62) are shown in Tables 1–4 and corresponding figures, where the intrinsic zeros are shown in Table 1 and the sampling zero is respectively shown in Tables 2, 3, and 5 owing to the difference of the parameter $\beta$. Equation (35) gives good approximation also for the case of a continuous-time transfer function with FROH.

When the continuous-time systems have relative degree one, a discrete-time system corresponding to a continuous-time transfer function (62) has two intrinsic zeros and one sampling zero in the case of a FROH. In particular, the values of the intrinsic zeros with FROH are approximately equal to those with ZOH owing to the parameter $\beta$ (see also Remark 13). Further, the stability of sampling zero with FROH depends on the parameter $\beta$. When $-1 < \beta$ (resp., $\beta < -1$), the sampling zero of the sampled-data model is stable (resp., unstable) in the case of a FROH for small sampling periods (see Tables 2–4).

Case a ($\beta = -1/2$). See Table 2 and Figure 5.

Case b ($\beta = 1$). See Table 3 and Figure 6.

Case c ($\beta = -2$). See Table 5. From the foregoing analysis, it is obvious that the limiting zeros of the sampled-data system with FROH of $-1 < \beta$ are located inside the unit circle. In addition, (46) gives good approximation and the sampling zero lies inside the unit circle for small sampling periods at $\beta = -1/2$ and $\beta = 1$ (see Table 4). Furthermore, it can be seen from the corresponding Tables 2–4 that (35) can offer a more accurate approximation than that of (46) in terms of the stable sampling zero of discrete-time model.

Example 2. Consider a transfer function with the relative degree two

$$G(s) = \frac{s + 7}{(s + 1)(s + 2)(s + 3)}.$$ \hfill (63)

On the basis of the results in [21, 24], the stability condition of sampling zeros with ZOH is dissatisified since $d_1 = \alpha_1 - \beta_1 = -1 < 0$. However, the stability of the sampling zeros will be preserved in the case of a FROH when $-1 < \beta < 0$. The approximate values (47) and the exact values of zeros of the sampled-data system for the transfer function (63) are
shown in Tables 6–9, where the intrinsic zero is shown in Table 6 and the sampling zeros are shown in Tables 7, 8, and 9. Equation (47) gives good approximation and the sampling zeros lie inside the unit circle for small sampling periods with FROH, while ZOH fails to do so.

Table 6: Intrinsic zero of the sampled-data system with relative degree two.

<table>
<thead>
<tr>
<th>( T )</th>
<th>Approximate values (47)</th>
<th>Exact values</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>0.9324</td>
<td>0.932347819</td>
</tr>
<tr>
<td>0.02</td>
<td>0.8693</td>
<td>0.869400472</td>
</tr>
<tr>
<td>0.05</td>
<td>0.7041</td>
<td>0.704589951</td>
</tr>
<tr>
<td>0.1</td>
<td>0.4878</td>
<td>0.496541723</td>
</tr>
<tr>
<td>0.2</td>
<td>0.1227</td>
<td>0.244801539</td>
</tr>
</tbody>
</table>

Remark 12. From Examples 1 and 2, it can be obviously seen that FROH is reduced to FOH for \( \beta = 1 \). The limiting zeros for sufficiently small \( T \) in the case of a FOH are stable with relative degree one while it is unstable with relative degree two. Thus, a FOH provides no advantage over ZOH and FROH with the stability of the limiting zeros [4].

Remark 13. When the FROH signal reconstruction device is used, the parameter \( \beta \), so called the device adjustable gain (generalised gain), is also a factor which affects the intrinsic zeros of sampled-data systems by numerically verifying in the case of a FROH. More precisely, it only affects the distribution of intrinsic zeros while the stability of intrinsic zeros is still preserved for different values of \( \beta \). See also the literature by De la Sen [25], who has similar conclusion by applying different technique.

Next, we display the improvement of the asymptotic properties of discrete system zeros with FROH through an
Table 7: Sampling zeros of the sampled-data system with relative degree two and $\beta = -1/2$.

<table>
<thead>
<tr>
<th>$T$</th>
<th>Approximate values (47)</th>
<th>Exact values</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>-0.501 195886 - 0.387172957i, -0.501 195886 + 0.387172957i</td>
<td>-0.501 1218099 - 0.386984162i, -0.501 1218099 + 0.386984162i</td>
</tr>
<tr>
<td>0.02</td>
<td>-0.502 623421 - 0.386611476i, -0.502 623421 + 0.386611476i</td>
<td>-0.502 596060 - 0.386768672i, -0.502 596060 + 0.386768672i</td>
</tr>
<tr>
<td>0.05</td>
<td>-0.507 102272 - 0.384953373i, -0.507 102272 + 0.384953373i</td>
<td>-0.506 565882 - 0.385411371i, -0.506 565882 + 0.385411371i</td>
</tr>
<tr>
<td>0.1</td>
<td>-0.516 933208 - 0.375577576i, -0.516 933208 + 0.375577576i</td>
<td>-0.517 204082 - 0.381808431i, -0.517 204082 + 0.381808431i</td>
</tr>
<tr>
<td>0.2</td>
<td>-0.553 360151 - 0.391778351i, -0.553 360151 + 0.391778351i</td>
<td>-0.519 378658 - 0.371599469i, -0.519 378658 + 0.371599469i</td>
</tr>
</tbody>
</table>

Table 8: Sampling zeros of the sampled-data system with relative degree two and $\beta = 1$.

<table>
<thead>
<tr>
<th>$T$</th>
<th>Approximate values (47)</th>
<th>Exact values</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>0.366015522, -1.370352295</td>
<td>0.366029257, -1.370352295</td>
</tr>
<tr>
<td>0.02</td>
<td>0.365962901, -1.374613162</td>
<td>0.365977015, -1.374587969</td>
</tr>
<tr>
<td>0.05</td>
<td>0.365635742, -1.386524631</td>
<td>0.365876959, -1.385974102</td>
</tr>
<tr>
<td>0.1</td>
<td>0.364115478, -1.403715066</td>
<td>0.364513566, -1.401081359</td>
</tr>
<tr>
<td>0.2</td>
<td>0.353215369, -1.422680342</td>
<td>0.369015125, -1.407272983</td>
</tr>
</tbody>
</table>

Example 3. Consider an electric circuit shown in Figure 10 [15], where $R_i$ ($i = 1, \ldots, 4$) and $C_j$ ($j = 1, \ldots, 3$) represent resistance and condenser, respectively.

The transfer function with the voltage $e_i(t)$ as an input and with the voltage $e_0(t)$ as an output is given by

$$G(s) = \sum_{k=0}^{1} b_k s^k = K \frac{s + \bar{b}_0}{s^3 + \bar{a}_2 s^2 + \bar{a}_1 s + \bar{a}_0},$$  \hspace{1cm} (64)$$

It is easy to see that the relative degree of transfer function (64) is two. Here, when the parameters are set as $R_1 = R_2 = 1 \text{ [k}\Omega\text{]}, R_3 = 5 \text{ [k}\Omega\text{]}, R_4 = 13/70 \text{ [k}\Omega\text{]},$ and $C_1 = C_2 = C_3 = 1 \text{ [\mu}\text{F}]$, the corresponding discrete-time system with $\text{ZOH}$ has an unstable sampling zero for the sufficiently small sampling periods according to the $\bar{a}_2 - \bar{b}_0 < 0$ [21, 24]. In fact, the absolute value of the sampling zero of the discrete-time system with $\text{ZOH}$ is 1.006418 for $T = 0.001$. The magnitudes of limiting zeros of the corresponding discrete-time system with $\text{FROH}$ are shown in Figure 11 for the sampling period $T = 0.001$. All the limiting zeros stay inside the unit circle for $-1 < \beta < 0$ (see also Figure II). The stability condition can be achieved by means of a suitable choice of the parameter $\beta$ of the improving asymptotic properties.

Remark 14. From Example 3, it has been shown that the limiting zeros of the sampled-data models with $\text{FROH}$ can be located inside the stability region by analyzing the improved asymptotic properties while $\text{ZOH}$ fails to do so. In addition,
Table 9: Sampling zeros of the sampled-data system with relative degree two and $\beta = -2$.

<table>
<thead>
<tr>
<th>$T$</th>
<th>Approximate values (47)</th>
<th>Exact values</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>$-0.497611941 + 1.938185095i$, $-0.497611941 - 1.938185095i$</td>
<td>$-0.497685781 + 1.938246055i$, $-0.497685781 - 1.938246055i$</td>
</tr>
<tr>
<td>0.02</td>
<td>$-0.495838288 + 1.940321092i$, $-0.495838288 - 1.940321092i$</td>
<td>$-0.495813965 + 1.946432145i$, $-0.495813965 - 1.946432145i$</td>
</tr>
<tr>
<td>0.05</td>
<td>$-0.493521791 + 1.946037129i$, $-0.493521791 - 1.946037129i$</td>
<td>$-0.492000028 + 1.946432145i$, $-0.492000028 - 1.946432145i$</td>
</tr>
<tr>
<td>0.1</td>
<td>$-0.505847953 + 1.950474754i$, $-0.505847953 - 1.950474754i$</td>
<td>$-0.492189267 + 1.954872572i$, $-0.492189267 - 1.954872572i$</td>
</tr>
<tr>
<td>0.2</td>
<td>$-0.627817319 + 1.907010132i$, $-0.627817319 - 1.907010132i$</td>
<td>$-0.510399647 + 1.959417228i$, $-0.510399647 - 1.959417228i$</td>
</tr>
</tbody>
</table>

Figure 9: Sampling zero of sampled-data model with relative degree two and $\beta = -1/2$.

Figure 10: The electric circuit plant.

the limiting zeros with AFROH are also stable in some cases due to the same advantages of the FROH and AFROH cases.

5. Conclusions

This paper has analyzed the improved asymptotic behavior of limiting zeros for the discrete-time system by using Taylor expansion and the FROH signal reconstruction device. When the normal form representation of continuous-time system with relative degree one or two is discretized, we have given an approximate expression of limiting zeros as power series expansions with respect to a sampling period up to the third-order term. Furthermore, the stability of the sampling zeros is also discussed as the sampling period tends to zero. Finally, it has been shown that FROH provides advantage over ZOH with stability of the limiting zeros of sampled-data systems. The idea of this paper is a further extension of the previous results. For a future study, an extension of the approach to multivariable systems is left.

Appendix

Calculation of (54) and (55). Denote

\[
A_1 = \begin{bmatrix}
  m_{11} & m_{12} + m_{14} & m_{13}^T \\
  m_{21} & m_{22} + m_{24} & m_{23}^T \\
  m_{31} & m_{32} + m_{34} & M_{43}
\end{bmatrix},
\]

(A.1)

\[
A_2 = \begin{bmatrix}
  m_{11} & -m_{12} & m_{13}^T \\
  m_{21} & -m_{22} & m_{23}^T \\
  m_{31} & -m_{32} & M_{43}
\end{bmatrix}.
\]

It is immediate to obtain the value of $|A_1|$ from [21]. Here, consider a matrix $M_{\alpha}$ which is defined by neglecting the higher order terms $O(\cdot)$ with respect to $T$ in the
matrix $A_2$ since the interests lie in the case of small sampling periods $T$.

Multiplying $M_\alpha$ by

$$L_1 = \begin{bmatrix} \frac{1}{T} \ell_1 & 0_{n-2} \ell_2 \end{bmatrix}^T,$$

(A.2)

where

$$\ell_1 = \frac{-1}{m_0} \left( \frac{\beta}{2} - \frac{d_1 \beta_T}{6} + \frac{(d_1^2 - d_0) \beta}{24} \right),$$

(A.3)

$$\ell_2 = \frac{-\beta T^2}{24 m_0}, \quad m_0 = \frac{\beta}{6} - \frac{d_1 \beta_T}{24} + \frac{(d_1^2 - d_0) \beta}{120} T^2,$$

from the left-hand side leads to

$$L_1 M_\alpha = \begin{bmatrix} \bar{m}_{11} & -\bar{m}_{12} & \bar{m}_{13}^T \\ \bar{m}_{21} & 0 & \bar{m}_{23}^T \\ \bar{m}_{41} & 0_{n-1} \end{bmatrix},$$

(A.4)

where

$$\bar{m}_{21} = -\frac{z - 2 + \frac{3d_1}{4} T + \frac{8d_1 - 13d_1^2}{8} T^2}{960} + \frac{28d_1 d_1 - 3d_1^2 - 60c_{n-2} T^3}{960},$$

$$\bar{m}_{23} = \frac{c_T T - \frac{d_1 c_T}{8} T^2 + \frac{9d_1^2 c_T - 4d_1 c_T - 20c_T^2 T}{480} P_2 T}{T^3},$$

$$\bar{m}_{41} = \frac{q T^3 + \frac{5d_1 q T^3}{48}}{480},$$

$$\bar{M}_{43} = (1 - z) I + PT + \frac{p^2}{2} T^2 + \frac{p^3}{6} T^3.$$ 

Noting here that

$$\delta = \bar{m}_{21} \times \bar{M}_{43} - \bar{m}_{23} \times \bar{m}_{41}$$

$$= \left[ -\frac{z - 2 + \frac{3d_1}{4} T + \frac{8d_1 - 13d_1^2}{8} T^2}{960} + \frac{28d_1 d_1 - 3d_1^2 - 60c_{n-2} T^3}{960} \right]$$

$$\times \left[ (1 - z) I + PT + \frac{p^2}{2} T^2 + \frac{p^3}{6} T^3 \right] + \frac{q c_T^2 T}{24} (z - 1) T^3$$

$$= \left[ -\frac{z - 2 + \frac{3d_1}{4} T + \left( -\frac{13d_1^2}{80} + \frac{d_0}{10} \right) T^2}{10} \right]$$

$$+ \left( \frac{7d_1 d_1}{240} - \frac{3d_1^2}{960} - \frac{c_{n-3}}{12} \right) T^3$$

$$\times \left[ (1 - z) I + PT + \frac{p^2}{2} T^2 + \frac{p^3}{6} T^3 \right].$$

(A.6)

Then,

$$|A_2| = -\bar{m}_{12} \delta.$$ 

(A.7)

As a result, the calculation is completed.
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