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We consider the existence of positive solutions of nonlinear $p$-Laplacian dynamic equations with derivative on time scales. Applying the Avery-Peterson fixed point theorem, we obtain at least three positive solutions to the problem. An example is also presented to illustrate the applications of the obtained results.

1. Introduction

In this paper we consider the existence of positive solutions of nonlinear $p$-Laplacian dynamic equations with derivative on time scales

$$\left[\phi_p(u^{(\Delta)}(t))\right]^\nabla + q(t)f(t,u(t),u^{(\Delta)}(t)) = 0, \quad t \in [0,T]_\mathbb{T};$$

$$au(0) - \beta u^{(\Delta)}(0) = \sum_{i=1}^{m-2} u^{(\Delta)}(\xi_i), \quad u^{(\Delta)}(T) = 0, \quad m \geq 3,$$

(1)

where $\mathbb{T}$ is a time scale, $\Delta$ is a delta derivative, $\nabla$ is a nabla derivative, $0 < \xi_1 < \xi_2 < \cdots < \xi_{m-2} < \rho(T)$, $\alpha > 0$, $\beta \geq 0$, $0, T \in \mathbb{T}$, $[0,T]_\mathbb{T} = [0,T] \cap \mathbb{T}$, and other types of intervals are defined similarly. Throughout this paper, we denote the $p$-Laplacian operator by $\phi_p(u)$; that is, $\phi_p(u) = |u|^{p-2}u$, $p > 1, (\phi_p)^{-1} = \phi_{1/p}$, and $1/p + 1/q = 1$.

The theory of dynamic equations on time scales was introduced firstly by Stefan Hilger in 1988. Since then, more and more scholars are interested in this area. The main reason is that the time scales theory can not only unite continuous and discrete dynamic equations but also have important applications, for example, in the study of insect population models, neural networks, heat transfer, economic, stock market, and epidemic models.

In recent years, there were a lot of attention focused on the study of boundary value problems of nonlinear dynamic equations. Hong in [1] studied the existence of positive solutions for the boundary value problem of $p$-Laplacian dynamic equations

$$\left[\phi_p(u^{(\Delta)}(t))\right]^\nabla + a(t)f(u(t)) = 0, \quad t \in [0,T]_\mathbb{T};$$

$$u(0) - B_0(u^{(\Delta)}(\eta)) = 0, \quad u^{(\Delta)}(T) = 0.$$  (2)

Yaslan in [2] considered nonlinear second-order three-point boundary value problems for dynamic equations on time scales

$$u^{(\Delta)}(t) + h(t)f(t,u(t)) = 0, \quad t \in [t_1,t_3]_\mathbb{T};$$

$$u(t_3) = 0, \quad au(t_1) - \beta u^{(\Delta)}(t_1) = u^{(\Delta)}(t_2).$$  (3)

P.G. Wang and Y. Wang in [3] studied the following boundary value problem:

$$u^{(\Delta)}(t) + a(t)f(u(t)) = 0, \quad t \in (0,T)_\mathbb{T};$$

$$\beta u(0) - \gamma u^{(\Delta)}(0) = 0, \quad u^{(\Delta)}(T) = au(\eta).$$  (4)

Yaslan in [4] considered the existence of solutions of the following $m$-point boundary value problem on time scales

$$u^{(\Delta)}(t) + h(t)f(t,u(t)) = 0, \quad t \in [t_1,t_m]_\mathbb{T};$$

$$u^{(\Delta)}(t_m) = 0, \quad au(t_1) - \beta u^{(\Delta)}(t_1) = \sum_{i=2}^{m-1} u^{(\Delta)}(\xi_i), \quad m \geq 3.$$  (5)
They obtained the existence of at least three nonnegative solutions by using fixed point theorems in cones. The authors in [5–10] dealt with some other classes of differential equations on time scales.

However, the nonlinear terms in the above mentioned literatures [1–4] are not involving a derivative. As far as we know, there is no paper to study the existence of positive solutions for second-order \(p\)-Laplacian dynamic equations with derivative on time scales. This paper is to fill this gap. By constructing a special cone and using the Avery-Peterson fixed point theorem, we obtain the existence of at least three nonnegative solutions.

The rest of this paper is organized as follows. In Section 2, we prove several preliminary results which are needed later. In Section 3, conditions for the existence of at least three nonnegative solutions to the BVP (1) are discussed by using the Avery-Peterson fixed point theorem. In Section 4, we give one example to illustrate our results.

## 2. Preliminaries and Some Lemmas

In this section, we first introduce some concepts on time scales and several lemmas.

Let \(T\) be a time scale (an arbitrary nonempty closed subset of the real numbers \(R\)). For \(t \in T\) we define the forward jump operator \(\sigma : T \rightarrow T\) by

\[
\sigma(t) = \inf \{s \in T : s > t\}
\]

while the backward jump operator \(\rho : T \rightarrow T\) is defined by

\[
\rho(t) = \sup \{s \in T : s < t\}
\]

We set \(\sigma(M) = M\), if \(T\) has a maximum \(M\), and \(\rho(m) = m\), if \(T\) has a minimum \(m\). If \(\sigma(t) > t\), we say that \(t\) is right scattered, while we say that \(t\) is left scattered, if \(\rho(t) < t\). Also, if \(t < \sup T\) and \(\sigma(t) = t\), then \(t\) is called right dense, and if \(t > \inf T\) and \(\rho(t) = t\), then \(t\) is called left dense. If \(T\) has a right-scattered minimum \(m\), we define \(T_k = \{t \in T : t \geq m\}\); otherwise set \(\emptyset = T\). If \(T\) has a left-scattered maximum \(M\), we define \(T_k = T - \{M\}\); otherwise set \(T_k = T\).

For \(u : T \rightarrow R\) and \(t \in T_k\), we define the delta derivative of \(u(t)\), \(u^\Delta(t)\), to be the number (provided it exists) with the property that, for any \(\varepsilon > 0\), there is a neighborhood \(U\) of \(t\) such that

\[
|u(\sigma(t)) - u(s) - u^\Delta(t)(\sigma(t) - s)| < \varepsilon |\sigma(t) - s|
\]

for all \(s \in U\). For \(u : T \rightarrow R\) and \(t \in T_k\), we define the nabla derivative of \(u(t), u^\nabla(t)\), to be the number (provided it exists) with the property that, for any \(\varepsilon > 0\), there is a neighborhood \(U\) of \(t\) such that

\[
|u(\rho(t)) - u(s) - u^\nabla(t)(\rho(t) - s)| < \varepsilon |\rho(t) - s|
\]

for all \(s \in U\).

A function \(u : T \rightarrow R\) is left-dense continuous or \(ld\)-continuous provided it is continuous at left-dense points in \(T\), and its right-sided limits exist (finite) at right-dense points in \(T\).

For more details about the subject of concepts and calculations on time scales, please see the book by Bohner and Peterson [11].

Consider the Banach space \(E = C^1_{ld}([0, \sigma(T)]_T) \rightarrow R\); that is,

\[
E = \{u : [0, \sigma(T)]_T \rightarrow R, u \text{ is } \Delta \text{ differential on } [0, \sigma(T)]_T, \text{ and } u^\Delta \text{ is } ld \text{-continuous on } [0, T]_T\}
\]

with the norm

\[
\|u\| = \max \left\{ \sup_{t \in [0, \sigma(T)]_T} |u(t)|, \sup_{t \in [0, T]_T} |u^\Delta(t)| \right\}.
\]

Let

\[
P = \left\{ u \in E : u(t) \geq 0, \ t \in [0, \sigma(T)]_T, \ u^\Delta(t) \leq 0, \ u^\Delta(t) \geq 0, \ t \in [0, T]_T, \ au(0) - \beta u^\Delta(0) = \sum_{i=1}^{m-2} u^\Delta(\xi_i), \ m \geq 3 \right\}.
\]

It is easy to see that \(P \subset E\) is a cone in \(E\). For convenience, we list the following assumptions.

\((H_1)\) \(f \in C([0, T] \times [0, \infty) \times (-\infty, +\infty), [0, \infty))\) does not vanish identically on any closed subinterval of \([0, T]_T\).

\((H_2)\) The function \(q : T \rightarrow [0, \infty)\) is left-dense continuous, and \(0 < \int_{[0, T]} q(s)ds < \infty\).

A function \(u : T \rightarrow R\) is said to be a solution of the problem (1) provided that \(u\) is delta differential, \(u^\Delta\) and \((\phi_p(u^\Delta))^\nabla\) are continuous on \(T_k \cap T_k\), and \(u\) satisfies the problem (1).

To obtain our main results, we make use of the following lemmas.

**Lemma 1.** Assume that \((H_1)\) and \((H_2)\) are satisfied. Then \(u(t)\) is the solution of the BVP (1) if and only if

\[
u(t) = \frac{\beta}{\alpha} \phi_q \left( \int_0^T q(s) f(s, u(s), u^\Delta(s)) \nabla s \right) + \frac{1}{\alpha} \sum_{i=1}^{m-2} \phi_q \left( \int_{\xi_i}^T q(r) f(r, u(r), u^\Delta(r)) \nabla r \right)
\]

\[
+ \int_{[0, T]} \phi_q \left( \int_0^r q(s) f(s, u(s), u^\Delta(s)) \nabla s \right) \Delta r.
\]

**Proof.** Firstly, we prove the necessity. Let \(u(t)\) be the solution of the BVP (1). \(\nabla\)-integrating on \([t, T]\) from \(t\) to \(T\), we have

\[
\phi_p \left( u^\Delta(T) \right) - \phi_p \left( u^\Delta(t) \right) = - \int_t^T q(s) f(s, u(s), u^\Delta(s)) \nabla s.
\]

By using the second boundary condition, we get

\[
u^\Delta(t) = \phi_q \left( \int_t^T q(s) f(s, u(s), u^\Delta(s)) \nabla s \right).
\]
△ Integrating from 0 to t, we get

\[ u(t) - u(0) = \int_0^t \phi_q \left( \int_s^T q(r) f \left( \tau, u(r), u^\Delta(r) \right) \nabla \tau \right) \Delta s. \]  
(15)

Therefore,

\[ u(t) = u(0) + \int_0^t \phi_q \left( \int_s^T q(s) f \left( \tau, u(s), u^\Delta(s) \right) \nabla \tau \right) \Delta s, \]
\[ u^\Delta(0) = \phi_q \left( \int_0^T q(s) f \left( s, u(s), u^\Delta(s) \right) \nabla s \right), \]
\[ u^\Delta(\xi_i) = \phi_q \left( \int_{\xi_i}^T q(s) f \left( s, u(s), u^\Delta(s) \right) \nabla s \right). \]  
(16)

Submitting \( u^\Delta(0), \ u^\Delta(\xi_i) \) into the first boundary condition of the problem (1), we obtain

\[ u(0) = \frac{\beta}{\alpha} \phi_q \left( \int_0^T q(s) f \left( s, u(s), u^\Delta(s) \right) \nabla s \right) + \frac{1}{\alpha} \sum_{i=1}^{m-2} \phi_q \left( \int_{\xi_i}^T q(s) f \left( s, u(s), u^\Delta(s) \right) \nabla s \right), \]
(17)

Thus,

\[ u(t) = \frac{\beta}{\alpha} \phi_q \left( \int_0^T q(s) f \left( s, u(s), u^\Delta(s) \right) \nabla s \right) + \frac{1}{\alpha} \sum_{i=1}^{m-2} \phi_q \left( \int_{\xi_i}^T q(s) f \left( s, u(s), u^\Delta(s) \right) \nabla s \right) + \int_0^t \phi_q \left( \int_s^T q(r) f \left( \tau, u(r), u^\Delta(r) \right) \nabla \tau \right) \Delta s. \]  
(18)

Secondly, we prove the sufficiency. Let \( u(t) \) be the solution of the problem (12). Then,

\[ u^\Delta(t) = \left[ \int_0^t \phi_q \left( \int_s^T q(r) f \left( \tau, u(r), u^\Delta(r) \right) \nabla \tau \right) \Delta s \right]^\Delta = \phi_q \left( \int_0^T q(r) f \left( r, u(r), u^\Delta(r) \right) \nabla r \right), \]
(19)

\[ \phi_p \left( u^\Delta(t) \right) = \int_0^t q(r) f \left( r, u(r), u^\Delta(r) \right) \nabla r. \]  
(20)

Taking the \( \nabla \)-differentiating for (20), we obtain

\[ \left[ \phi_p \left( u^\Delta(t) \right) \right]^\nabla = \left[ \int_0^T q(s) f \left( \tau, u(\tau), u^\Delta(\tau) \right) \nabla \tau \right]^\nabla \]
\[ = -q(t) f \left( t, u(t), u^\Delta(t) \right), \]  
(21)

that is,

\[ \left[ \phi_p \left( u^\Delta(t) \right) \right]^\nabla + q(t) f \left( t, u(t), u^\Delta(t) \right) = 0. \]  
(22)

By (12), we have

\[ u(0) = \frac{\beta}{\alpha} \phi_q \left( \int_0^T q(s) f \left( s, u(s), u^\Delta(s) \right) \nabla s \right) + \frac{1}{\alpha} \sum_{i=1}^{m-2} \phi_q \left( \int_{\xi_i}^T q(s) f \left( s, u(s), u^\Delta(s) \right) \nabla s \right), \]  
(23)

\[ u^\Delta(0) = \phi_q \left( \int_0^T q(s) f \left( s, u(s), u^\Delta(s) \right) \nabla s \right), \]
\[ u^\Delta(\xi_i) = \phi_q \left( \int_{\xi_i}^T q(s) f \left( s, u(s), u^\Delta(s) \right) \nabla s \right). \]  
(24)

Hence,

\[ \alpha u(0) - \beta u^\Delta(0) = \sum_{i=1}^{m-2} u^\Delta(\xi_i), \quad u^\Delta(T) = 0. \]  
(25)

The proof is complete. \( \square \)

Define operator \( F : P \to E \) by

\[ (Fu)(t) = \frac{\beta}{\alpha} \phi_q \left( \int_0^T q(s) f \left( s, u(s), u^\Delta(s) \right) \nabla s \right) + \frac{1}{\alpha} \sum_{i=1}^{m-2} \phi_q \left( \int_{\xi_i}^T q(s) f \left( s, u(s), u^\Delta(s) \right) \nabla s \right) + \int_0^t \phi_q \left( \int_s^T q(\tau) f \left( \tau, u(\tau), u^\Delta(\tau) \right) \nabla \tau \right) \Delta s. \]  
(26)

By using Lemma 1, \( u(t) \) is the solution of the BVP (1) if and only if \( u(t) = (Fu)(t) \).

**Lemma 2.** Assume that (H1) and (H2) hold. Then \( F : P \to P \) is a completely continuous operator.

**Proof.** Firstly we prove \( F : P \to P \).

For \( u \in P \), by Lemma 1, (H1), and (H2), we obtain

\[ (Fu)(t) \geq 0, \quad t \in [0, \sigma(T) \cap T, \]

\[ (Fu)^\Delta(t) = \phi_q \left( \int_t^T q(s) f \left( \tau, u(\tau), u^\Delta(\tau) \right) \nabla \tau \right) \geq 0, \]
\[ (Fu)^\Delta(t) \leq 0, \]
\[ \alpha (Fu)(0) - \beta (Fu)^\Delta(0) = \sum_{i=1}^{m-2} (Fu)^\Delta(\xi_i), \]  
(27)

which implies \( Fu \in P \).
Secondly, $F$ maps a bounded set into a bounded set. Let $\overline{P}_c = \{ u \in P : \|u\| \leq c \}$, where $c > 0$. Because $f(t, u, v)$ is continuous, there exists a $C > 0$ such that

$$f(t, u, v) \leq \phi_p(C), \quad (t, u, v) \in [0, T] \times [0, c] \times [-c, c].$$

(27)

Hence, for $t \in [0, T]$, $u \in \overline{P}_c$, we have

$$|(Fu)^n(t)| = \left| \phi_q \left( \int_0^T q(s) f(t, u(t), u^\Delta(t)) \, dr \right) \right|$$

$$\leq C \phi_q \left( \int_0^T q(s) \, dr \right) < +\infty,$$

$$|(Fu)(t)| = \left| \frac{\beta}{\alpha} \phi_q \left( \int_0^T q(s) f(s, u(s), u^\Delta(s)) \, ds \right) \right|$$

$$+ \frac{1}{\alpha} \sum_{i=1}^{m-2} \phi_q \left( \int_{t_i}^T q(s) f(s, u(s), u^\Delta(s)) \, ds \right)$$

$$+ \int_0^T \phi_q \left( \int_0^T q(\tau) f(\tau, u(\tau), u^\Delta(\tau)) \, d\tau \right) d\tau$$

$$\leq C \frac{(\beta + m - 2 + \alpha T)}{\alpha} \phi_q \left( \int_0^T q(s) \, ds \right) < +\infty.$$

(28)

Consequently, $FP_c$ is bounded.

For $t_1, t_2 \in [0, T]$, $u \in \overline{P}_c$, we get

$$|(Fu)(t_1) - (Fu)(t_2)|$$

$$= \left| \int_{t_1}^{t_2} \phi_q \left( \int_0^T q(\tau) f(\tau, u(\tau), u^\Delta(\tau)) \, d\tau \right) d\tau \right|$$

$$\leq C \left| \int_{t_1}^{t_2} \phi_q \left( \int_0^T q(\tau) \, d\tau \right) d\tau \right|$$

$$\leq C \|t_1 - t_2\| \phi_q \left( \int_0^T q(\tau) \, d\tau \right) \to 0, \quad t_1 \to t_2.$$

Thus $FP_c$ is relatively compact by using the Arzelà-Ascoli theorem.

Finally, we prove that $F : \overline{P}_c \to P$ is continuous. Let $\{u_n\}_{n=1}^\infty \subset \overline{P}_c$ satisfying

$$\lim_{n \to \infty} \|u_n - u_0\| = 0.$$

(30)

This means that

$$\lim_{n \to \infty} |u_n - u_0| = 0, \quad \lim_{n \to \infty} |u_n^\Delta - u_0^\Delta| = 0.$$

Note that

$$(Fu_n)(t) = \frac{\beta}{\alpha} \phi_q \left( \int_0^T q(s) f(t, u_n(s), u_n^\Delta(s)) \, ds \right)$$

$$+ \frac{1}{\alpha} \sum_{i=1}^{m-2} \phi_q \left( \int_{t_i}^T q(s) f(t, u_n(s), u_n^\Delta(s)) \, ds \right),$$

$$(Fu_n)^\Delta(t) = \phi_q \left( \int_0^T q(s) f(t, u_n(t), u_n^\Delta(t)) \, d\tau \right).$$

(32)

Using the Lebesgue dominated convergence theorem on time scales, this together with (28) implies that

$$\lim_{n \to \infty} (Fu_n)(t) = \frac{\beta}{\alpha} \phi_q \left( \int_0^T q(s) f(t, u_0(s), u_0^\Delta(s)) \, ds \right)$$

$$+ \frac{1}{\alpha} \sum_{i=1}^{m-2} \phi_q \left( \int_{t_i}^T q(s) f(t, u_0(s), u_0^\Delta(s)) \, ds \right),$$

$$\lim_{n \to \infty} (Fu_n)^\Delta(t) = \phi_q \left( \int_0^T q(s) f(t, u_0(t), u_0^\Delta(t)) \, d\tau \right).$$

(33)

From the definition of $F$, we know that

$$\lim_{n \to \infty} (Fu_n)(t) = (Fu_0)(t).$$

(34)

Therefore $F$ is continuous on $\overline{P}_c$. The proof is complete. \qed

**Lemma 3.** If $u \in P$, then

(i) $u(t) \geq (t/\sigma(T))u(\sigma(T)), \quad t \in [0, \sigma(T)]$;

(ii) $su(t) \leq tu(s), \quad s, t \in [0, \sigma(T)]$ and $s \leq t$.

Proof. First, prove (i). Let $g(t) = u(t) - (t/\sigma(T))u(\sigma(T))$. From $g^\Delta(t) = u^\Delta(t) \leq 0$, $g(0) = u(0) \geq 0$, and $g(\sigma(T)) = 0$, we have $g(t) \geq 0$.

Second, prove (ii). Since $u(t)$ is a concave function, for $0 < s \leq t \leq \sigma(T)$, we have

$$\frac{u(t) - u(0)}{t} \leq \frac{u(s) - u(0)}{s},$$

$$su(t) - su(0) \leq tu(s) - tu(0),$$

$$su(t) \leq tu(s) + (s-t)u(0),$$

$$su(t) + (t-s)u(0) \leq tu(s).$$

(35)

From $(t-s)u(0) \geq 0$, it follows that $su(t) \leq tu(s)$. The proof is complete. \qed

**Lemma 4.** Let $u \in P$. Then there exists a real number $M > 0$ such that $\sup_{t \in [0, \sigma(T)]} u(t) \leq M \sup_{t \in [0, T]} u^\Delta(t)$, where $M = \max\{(\beta + m - 2)/\alpha T + \sigma(T), 1\}$.
Proof. Since $u(t) = u(0) + \int_0^t u^\Delta(s) \Delta s$, $u^\Delta(t) \geq 0$, and $u(0) = (1/\alpha) \sum_{i=1}^{m-2} u^\Delta(\xi_i) + \frac{\beta}{\alpha} u^\Delta(0) + \int_0^T u^\Delta(s) \Delta s$, we have

$$u(T) = u(0) + \int_0^T u^\Delta(s) \Delta s = \sup_{t \in [0,T]} \left\{ \frac{1}{\alpha} \sum_{i=1}^{m-2} u^\Delta(\xi_i) + \frac{\beta}{\alpha} u^\Delta(0) + \int_0^T u^\Delta(s) \Delta s \right\} \leq \frac{m-2}{\alpha} \sup_{t \in [0,T]} u^\Delta(t) + \frac{\beta}{\alpha} \sup_{t \in [0,T]} u^\Delta(t) + \sup_{t \in [0,T]} T u^\Delta(t) = \left( \frac{\beta + m - 2}{\alpha} + T \right) \sup_{t \in [0,T]} u^\Delta(t).$$

(36)

By Lemma 3, we obtain

$$\sup_{t \in [0,\sigma(T)]} u(t) = u(\sigma(T)) \leq \frac{u(T)}{\sigma(T)} \sigma(T) \leq \frac{\sigma(T)}{T} \left( \frac{\beta + m - 2}{\alpha} + T \right) \sup_{t \in [0,T]} u^\Delta(t) \leq M \sup_{t \in [0,T]} u^\Delta(t).$$

The proof is complete. \hfill \square

In the rest of this section, we state the main tool used in this paper.

Let $\gamma, \theta, \alpha$, and $\psi$ be functionals on cone $P$ in a real Banach space, where $\gamma, \theta$ are nonnegative continuous convex functionals, $\alpha$ is a nonnegative continuous concave functional, $\psi$ is a nonnegative continuous functional, and $a, b, c, d \geq 0$; define the following sets:

$$P(\gamma, d) = \{ x \in P : \gamma(x) < d \},$$
$$P(\gamma, \theta, a, b, d) = \{ x \in P : b \leq \alpha(x), \gamma(x) \leq d \},$$
$$P(\gamma, \theta, a, b, c, d) = \{ x \in P : b \leq \alpha(x) \},$$

(38)

$$\theta(x) \leq \alpha(x), \gamma(x) \leq d \},$$
$$R(\gamma, \psi, a, d) = \{ x \in P : a \leq \psi(x), \gamma(x) \leq d \}. $$

Lemma 5 (see [1], the Avery-Peterson fixed point theorem). Let $P$ be a cone in a real Banach space $E$ and $\gamma, \theta, \psi$, and $\alpha$ defined as above; moreover, $\psi$ satisfies $\psi(\lambda x) \leq \lambda \psi(x)$ for $0 \leq \lambda \leq 1$, and

$$\theta(x) \leq \psi(x), \|x\| \leq M \gamma(x), \forall x \in P(\gamma, d)$$

(39)

for some positive numbers $M$ and $d$. Suppose that $F : \overline{P(\gamma, d)} \to \overline{P(\gamma, d)}$ is a completely continuous operator and that there exist positive real numbers $a, b, c$ with $a < b$ such that the following conditions are satisfied:

(i) $\{ x \in P(\gamma, \theta, a, b, c, d) : \alpha(x) > b \} \neq \emptyset$, and $\alpha(F(x)) > b$ for $x \in P(\gamma, \theta, a, b, c, d);$ (ii) $\alpha(F(x)) > b$ for $x \in P(\gamma, a, b, d)$ with $\theta(F(x)) > c$;

(iii) $0 \in R(\gamma, \psi, a, d)$ and $\psi(F(x)) < a$ for $x \in R(\gamma, \psi, a, d)$ with $\psi(x) = a$.

Then $F$ has at least three fixed points $x_1, x_2,$ and $x_3 \in P(\gamma, d)$ such that

$$\gamma(x_i) \leq d$$

for $i = 1, 2, 3;$

$$b < \alpha(x_1);$$

$$a < \psi(x_2) \text{ with } \alpha(x_2) < b;$$

$$\psi(x_3) < a.$$

3. Main Results

Define the nonnegative continuous convex functionals $\gamma$ and $\theta$, nonnegative continuous concave functional $\alpha$, and nonnegative continuous functional $\psi$ as follows:

$$\gamma(u) = \sup_{t \in [0,T]} u^\Delta(t) = u^\Delta(0),$$
$$\theta(u) = \sup_{t \in [0,T]} u(t) = u(T),$$
$$\alpha(u) = \inf_{t \in [\xi_{m-2}, T]} u(t) = u(\xi_{m-2}),$$
$$\psi(u) = \sup_{t \in [0,T]} u(t) = u(T).$$

By Lemma 3, we have

$$\|u\| = \max \left\{ \sup_{t \in [0,\sigma(T)]} |u(t)|, \sup_{t \in [0,T]} |u^\Delta(t)| \right\} \leq M \gamma(u), \quad u \in P.$$

Define

$$A := \phi_q \left( \int_0^T q(s) \Delta s \right),$$
$$B := \frac{\beta + m - 2}{\alpha} \phi_q \left( \int_{\xi_{m-2}}^T q(s) \Delta s \right),$$
$$C := \frac{\beta + m - 2}{\alpha} \phi_q \left( \int_0^T q(s) \Delta s \right),$$
$$l := \frac{\xi_{m-2} (\alpha T + \beta + m - 2)}{\alpha T}.$$

Theorem 6. Assume that (H1) and (H2) hold. In addition, suppose that there exist constants $a, b, c$, and $d$ such that $0 < a < b < d$ and the function $f$ satisfies the following conditions:

$$A_1) f(t, u, v) \leq \phi_p(d/A), \quad (t, u, v) \in [0, T] \times [0, Md] \times [-d, d];$$

$$A_2) f(t, u, v) > \phi_p(b/B), \quad (t, u, v) \in [\xi_{m-2}, T] \times [b, bT/\xi_{m-2}] \times [-d, d];$$

(40)
Then BVP (1) has at least three nonnegative solutions $u_1, u_2,$ and $u_3$ satisfying

(i) $\gamma(u_i) \leq d, \ i = 1, 2, 3$;

(ii) $\alpha(u_1) > b, \ a < \psi(u_2), \alpha(u_2) < b, \ and \ \psi(u_3) < a$.

Proof. It is sufficient to show that $F$ has at least three fixed points. To this purpose, we show that all conditions of Lemma 5 are fulfilled. Now we divide this proof into three steps.

Step 1. Consider, $F: P(\gamma, d) \rightarrow P(\gamma, d)$.

For $u \in P(\gamma, d)$, we have $\gamma(u) = \sup_{t \in [0, T]} u(t) \leq d$.

By Lemma 4, we get $\sup_{t \in [0, \sigma(T)]} u(t) \leq Md$. From (A1), it follows that

$$
\gamma(Fu) = \sup_{t \in [0, T]} (Fu)(t) \leq d
$$

Applying this and Lemma 2, we have that $F: P(\gamma, d) \rightarrow P(\gamma, d)$ is completely continuous.

Step 2. (i) and (ii) in Lemma 5 hold.

Let $u(t) = bT(\alpha + m - 2) / (\beta + m - 2 + \alpha T) \xi_{m-2}$, $t \in [0, T]$. Clearly $u(t) \geq 0, u^{(m-3)}(t) \leq 0$, and

$$
au(0) - b\xi_m(0) = \frac{abT(\beta + m - 2)}{(\beta + m - 2 + \alpha T) \xi_{m-2}} \xi_{m-2}
$$

So $u \in P$.

From

$$
\alpha(u) = u(\xi_{m-2}) = \frac{bT(\alpha \xi_{m-2} + \beta + m - 2)}{(\beta + m - 2 + \alpha T) \xi_{m-2}} > b,
$$

$$
\theta(u) = \frac{bT}{\xi_{m-2}}, \quad \gamma(u) = \frac{baT}{(\beta + m - 2 + \alpha T) \xi_{m-2}} \leq d,
$$

we have $\{u \in P(\gamma, \alpha, b, c, d) : \alpha(u) > b\} \neq \emptyset$, where $c = bT/\xi_{m-2}$.

By $(A_2)$, for $u \in P(\gamma, \alpha, b, c, d)$, we know

$$
\alpha(Fu) = (Fu)(\xi_{m-2})
$$

and

$$
\theta(Fu) = \frac{bT}{\xi_{m-2}}.
$$

Then (ii) in Lemma 5 holds.

Step 3. (iii) in Lemma 5 holds.

Clearly $\psi(0) = 0 < a$, so $0 \in R(\gamma, \psi, a, d)$. If $u \in R(\gamma, \psi, a, d)$ with $\psi(u) = a$, by $(A_3)$, we obtain

$$
\psi(Fu) = \sup_{t \in [0, T]} (Fu)(t)
$$

and

$$
\alpha(Fu) = (Fu)(\xi_{m-2}) \geq \frac{\xi_{m-2}}{T} (Fu)(T) = \frac{\xi_{m-2}}{T} \theta(Fu) = b.
$$

So

$$
\gamma(Fu) = \sup_{t \in [0, T]} (Fu)(t) \leq d.
$$

By $(A_2)$, for $u \in P(\gamma, \beta, a, b, c, d)$, we know

$$
\alpha(Fu) = (Fu)(\xi_{m-2})
$$

and

$$
\theta(Fu) = \frac{bT}{\xi_{m-2}}.
$$

Then (ii) in Lemma 5 holds.

So

$$
\gamma(Fu) = \sup_{t \in [0, T]} (Fu)(t)
$$

and

$$
\alpha(Fu) = (Fu)(\xi_{m-2}) \geq \frac{\xi_{m-2}}{T} (Fu)(T) = \frac{\xi_{m-2}}{T} \theta(Fu) = b.
$$

Then (ii) in Lemma 5 holds.

Step 3. (iii) in Lemma 5 holds.

Clearly $\psi(0) = 0 < a$, so $0 \in R(\gamma, \psi, a, d)$. If $u \in R(\gamma, \psi, a, d)$ with $\psi(u) = a$, by $(A_3)$, we obtain

$$
\psi(Fu) = \sup_{t \in [0, T]} (Fu)(t)
$$

and

$$
\alpha(Fu) = (Fu)(\xi_{m-2}) \geq \frac{\xi_{m-2}}{T} (Fu)(T) = \frac{\xi_{m-2}}{T} \theta(Fu) = b.
$$

Then (ii) in Lemma 5 holds.

So

$$
\gamma(Fu) = \sup_{t \in [0, T]} (Fu)(t)
$$

and

$$
\alpha(Fu) = (Fu)(\xi_{m-2}) \geq \frac{\xi_{m-2}}{T} (Fu)(T) = \frac{\xi_{m-2}}{T} \theta(Fu) = b.
$$

Then (ii) in Lemma 5 holds.

Step 3. (iii) in Lemma 5 holds.

Clearly $\psi(0) = 0 < a$, so $0 \in R(\gamma, \psi, a, d)$. If $u \in R(\gamma, \psi, a, d)$ with $\psi(u) = a$, by $(A_3)$, we obtain

$$
\psi(Fu) = \sup_{t \in [0, T]} (Fu)(t)
$$

and

$$
\alpha(Fu) = (Fu)(\xi_{m-2}) \geq \frac{\xi_{m-2}}{T} (Fu)(T) = \frac{\xi_{m-2}}{T} \theta(Fu) = b.
$$

Then (ii) in Lemma 5 holds.

So

$$
\gamma(Fu) = \sup_{t \in [0, T]} (Fu)(t)
$$

and

$$
\alpha(Fu) = (Fu)(\xi_{m-2}) \geq \frac{\xi_{m-2}}{T} (Fu)(T) = \frac{\xi_{m-2}}{T} \theta(Fu) = b.
$$

Then (ii) in Lemma 5 holds.

Step 3. (iii) in Lemma 5 holds.

Clearly $\psi(0) = 0 < a$, so $0 \in R(\gamma, \psi, a, d)$. If $u \in R(\gamma, \psi, a, d)$ with $\psi(u) = a$, by $(A_3)$, we obtain
\[ + \frac{m - 2}{\alpha} \int_0^T q(\tau) f\left(\tau, u(\tau), u^\Lambda(\tau)\right) \nabla \tau + T \int_0^T q(\tau) f\left(\tau, u(\tau), u^\Lambda(\tau)\right) \nabla \tau \]
\[ < \frac{\beta + m - 2 + \alpha}{\alpha} \int_0^T q(\tau) f\left(\tau, u(\tau), u^\Lambda(\tau)\right) \nabla \tau \cdot \frac{a}{C} = a. \]

(50)

From above, the hypotheses of the Avery-Peterson theorem are satisfied. Therefore the problem (1) has at least three nonnegative solutions \(u_1, u_2,\) and \(u_3\) satisfying

(i) \(\gamma(u_i) \leq d, \quad i = 1, 2, 3;\)

(ii) \(\alpha(u_1) > b, \quad a < \psi(u_2), \quad \alpha(u_2) < b, \quad \text{and} \quad \psi(u_3) < a.\)

The proof is complete. \(\square\)

4. Application

Let \(\mathbb{T} = \{0, 1/8, 1/4, 3/8\} \cup [1/2, 1] \cup \{9/8\}.\) We consider the following BVP:

\[
\begin{align*}
(u^\Lambda(t))^\gamma &+ tf(t, u(t), u^\Lambda(t)) = 0, \quad t \in [0, 1]_\mathbb{T}, \\
u(0) - u^\Lambda(0) &= u^\Lambda\left(\frac{1}{4}\right) + u^\Lambda\left(\frac{1}{2}\right), \quad u^\Lambda(1) = 0,
\end{align*}
\]

(51)

where \(q(t) = t, \quad \alpha = \beta = 1, \quad \xi_1 = 1/4, \quad \xi_2 = 1/2, \quad m = 4, \quad p = 2,\) and

\[
f(t, u, v) = \begin{cases}
\frac{t}{8} + \frac{49u^2}{256} + \frac{\sin v}{64}, & u \leq 4, \\
\frac{t}{8} + \frac{49}{16} + \frac{\sin v}{64}, & u \geq 4.
\end{cases}
\]

(52)

By a simple calculation, we obtain \(M = 9/2, \quad A = 17/32, \quad B = 21/16, \quad C = 17/8, \) and \(l = 2.\) Choose \(a = 2, b = 4,\) and \(d = 10.\) Thus \(f(t, u, v)\) satisfies

(1) \((t, u, v) \in [0, 1]_\mathbb{T} \times [0, 45] \times [-10, 10], \quad f(t, u, v) < 10 < 10 \times (32/17) = 320/17 = d/A,\)

(2) \((t, u, v) \in [1/2, 1]_\mathbb{T} \times [4, 8] \times [-10, 10], \quad f(t, u, v) > 4 \times (16/21) = 64/21 = b/B,\)

(3) \((t, u, v) \in [0, 1]_\mathbb{T} \times [0, 2] \times [-10, 10], \quad f(t, u, v) < 2 \times (8/17) = 16/17 = a/C.\)

Then all conditions of Theorem 6 hold. Therefore, the problem (51) has at least three nonnegative solutions \(u_1, u_2,\) and \(u_3\) such that

\[
\begin{align*}
u_i^\Lambda(0) &\leq 10, \quad i = 1, 2, 3; \\
u_1\left(\frac{1}{2}\right) &> 4; \quad u_2(1) > 2, \\
u_2\left(\frac{1}{2}\right) &< 4; \quad u_3(1) < 2.
\end{align*}
\]

(53)
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