The Modified Trapezoidal Rule for Computing Hypersingular Integral on Interval
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Abstract

The modified trapezoidal rule for the computation of hypersingular integrals in boundary element methods is discussed. When the special function of the error functional equals zero, the convergence rate is one order higher than the general case. A new quadrature rule is presented and the asymptotic expansion of error function is obtained. Based on the error expansion, not only do we obtain a high order of accuracy, but also a posteriori error estimate is conveniently derived. Some numerical results are also reported to confirm the theoretical results and show the efficiency of the algorithms.

1. Introduction

Consider the following integral:

\[
I(f, s) := \int_a^b \frac{f(x)}{(x - s)^{p+1}} dx, \quad s \in (a, b), \quad p = 1, 2, \quad (1)
\]

where \(\int_a^b\) denotes a Hadamard finite-part integral (\(p = 1\) is called hypersingular integral and \(p = 2\) is called supersingular integral) and \(s\) is the singular point. The formulation of these classes of boundary value problems in terms of hypersingular integral equations has drawn lots of interest. Many scientific and engineering problems, such as acoustics, electromagnetic scattering, and fracture mechanics, can be reduced to boundary integral equations with hypersingular kernels. There exist several definitions, equivalent mathematically, for such kind of integrals in some literatures.

We mention the following one:

\[
\int_a^b \frac{f(x)}{(x - s)^2} dx
\]

Accurate calculation of boundary element methods (BEM) arising in boundary integral equations has been a subject of intensive research in recent years. The hypersingular integrals have certain properties different from regular and weak singular integrals. One of the major problems arising from boundary element method, for solving such integral equations, is how to evaluate the hypersingular integrals on the interval or on the circle efficiently.

Hypersingular integral must be considered in Hadamard finite-part sense. Numerous works [1–18] have been devoted towards developing efficient quadrature formulas. In 1983, the series expansion of hypersingular integral kernel on circle was firstly suggested by Yu [19]. He solved the harmonic and biharmonic natural boundary integral equations successfully. The Newton-Cotes methods to compute the hypersingular integral on interval were firstly studied by Linz [20] with generalized trapezoidal and Simpson rules which fail altogether when the singular point \(s\) is close to a mesh point. In order to
make the mesh be selected in such a way that s falls near the center of a subinterval, two shorter subintervals at the end of the interval were allowed. Then Yu [21] gave new quadrature formulae to compute the case of singular point coinciding with the mesh point which presented that the error estimate is \( O(h \ln h) \). In 1999, Wu and Yu [22] presented simple, easy to be implemented methods not affected by the location of singular point with calculation of double. In recent years, the case of singular point coincided with the mesh point, and Wu et al. [23] presented a modified trapezoidal rule and proved the \( O(h) \) convergence rate.

In this paper, for the case of singular point coinciding with the mesh point a new quadrature rule is introduced. Based on the expansion of the error functional, the error estimate is presented and a posteriori error estimate is given. Then not only do we obtain a high order of accuracy, but also a posteriori error estimate is conveniently derived.

The rest of this paper is organized as follows. In Section 2, after introducing some basic formulas of the general (composite) trapezoidal rule and notations, we present our main result. In Section 3, the corresponding theoretical analysis is given. Finally, several numerical examples are given to validate our analysis.

2. Main Result

Let \( a = x_0 < x_1 < \cdots < x_{n-1} < x_n = b \) be a uniform partition of the interval \([a, b]\) with mesh size \( h = (b - a)/n \) and set

\[
x_{0i} = x_{i-1} + \frac{h}{6}, \quad i = 1, 2, \ldots, n;
\]

then we get the new partition:

\[
a = x_{00} < x_{01} < \cdots < x_{0n} < x_{0n+1} = b.
\]

We define \( f_L(x) \), the modified trapezoidal interpolation for \( f(x) \), as

\[
f_L(x) = \frac{x - x_{0i}}{x_{0,i+1} - x_{0i}} f(x_{0,i+1}) + \frac{x_{0,i+1} - x}{x_{0,i+1} - x_{0i}} f(x_{0i}),
\]

\( x \in [x_{0i}, x_{0,i+1}] \), \( 0 \leq i \leq n \),

and a linear transformation

\[
x = \tilde{x}_{0i} = (\tau + 1) \frac{x_{0,i+1} - x_{0i}}{2} + x_{0i},
\]

\( i = 1, \ldots, n-1, \) \( \tau \in [-1, 1] \),

from the reference element \([-1, 1]\) to the subinterval \([x_{0i}, x_{0,i+1}]\). For the two subintervals \([a, x_{00}]\) and \([x_{0n}, b] \) near the end of the interval \([a, b]\), \( \tau \) values in \([2/3, 1]\) and \([-1, 2/3]\), respectively.

Replacing \( f(x) \) in (1) with \( f_L(x) \) gives the new composite trapezoidal rule:

\[
I_n(f, s) := \int_a^b f_L(x) \frac{dx}{(x-s)^2} = \sum_{i=0}^{n+1} \omega_i(s) f(x_{0i})
\]

\( = I(f, s) - E_n(f) \),

where \( \omega_i(s) \) is the Cotes coefficients:

\[
\omega_i(s) = \frac{1 - \delta_{i0} \ln \frac{x_{0i} - s}{x_{0,i-1} - s}}{\frac{x_{0,i} - x_{0,i-1}}{x_{0,i+1} - x_{0i}} - \frac{x_{0,i+1} - x_{0i}}{x_{0,i} - x_{0i-1}}} - \frac{1 - \delta_{iJ+1} \ln \frac{x_{0,i+1} - s}{x_{0,i+1} - x_{0i}}}{\frac{x_{0,i+1} - x_{0i}}{x_{0,i+1} - x_{0i+1}}} + \delta_{i0} \frac{s - x_{0,i}}{x_{0,i} - s} + \delta_{iJ+1} \frac{s - x_{0,i+1}}{s - x_{0,i+1}},
\]

\( 0 \leq i \leq n + 1 \), \( \delta_{ij} \) denotes the Kronecker delta, and \( E_n(f) \) denotes the error functional.

Theorem 1. Assume \( f(x) \in C^{1+\alpha}[a,b] \), \( \alpha \in [0, 1) \). For the trapezoidal rule \( I_n(f, s) \) defined in (7), there exists a positive constant \( C \), independent of \( h \) and \( s \), such that

\[
|E_n(f)| \leq C(|\ln h| + |\ln y(\tau)|) h^\alpha,
\]

where

\[
y(\tau) = \min_{0 \leq i \leq n+1} \frac{|s - x_{0i}|}{h} = \frac{1 - |\tau|}{2}, \quad \tau \in (-1, 1).
\]

Proof. Let \( R(x) = f(x) - f_L(x) \); then we have \( |R(x)| \leq Ch^{1+\alpha} \), as

\[
I(f,s) - I_n(f,s) = \int_a^b f(x) - f_L(x) \frac{dx}{(x-s)^2}
\]

\[
= \sum_{i=0}^{n+1} \int_{x_{0i}}^{x_{0,i+1}} \frac{f(x) - f_L(x)}{(x-s)^2} dx
\]

(11)

For the first part of (11), since \( R(x) \in C^{1+\alpha}[a,b],[a,b] \), by Taylor expansion, we have

\[
|R(x)| \leq C h^{1+\alpha - i}, \quad i = 0, 1, 2.
\]

By the definition of finite-part integral,

\[
\int_a^b \frac{f(x)}{(x-s)^2} dx = \frac{(b-a) f(s)}{(s-a)(b-s)} + f'(s) \ln \frac{b-s}{s-a}
\]

\[
+ \int_a^b \frac{f(x) - f(s) - f'(s)(x-s)}{(x-s)^2} dx,
\]

(13)

we have

\[
\int_{x_{0m}}^{x_{0,m+1}} \frac{R(x)}{(x-s)^2} dx
\]

\[
= \frac{h R(s)}{(s - x_{0m})(x_{0,m+1} - s)} + R'(s) \ln \frac{x_{0,m+1} - s}{s - x_{0m}}
\]

\[
+ \int x_{0m}^{x_{0,m+1}} \frac{R(x) - R(s) - R'(s)(x-s)}{(x-s)^2} dx.
\]

(14)
Now, we estimate the right hand side of (14) term by term. Since $R(x_{0m}) = 0$, we have

\[
\frac{hR(s)}{(s - x_{0m})(x_{0,m+1} - s)} = \frac{h[R(s) - R(x_{0m})]}{(s - x_{0m})(x_{0,m+1} - s)}
\]

\[
= \frac{h R'(\xi_m)}{(s - x_{0,m+1})}
\]

\[
\leq Ch^a, \quad \xi_m \in (x_{0m}, x_{0,m+1}),
\]

(15)

For the second part of (11),

\[
\left| \left( \int_a^{x_{0m}} + \sum_{i=1, i \neq m}^{n-1} \int_{x_{0i}}^{x_{0i+1}} + \int_{x_{0m}}^b \right) \frac{R(x)}{(x-s)^2} dx \right|
\]

\[
\leq \left| \left( \int_a^{x_{0m}} + \sum_{i=1, i \neq m}^{n-1} \int_{x_{0i}}^{x_{0i+1}} + \int_{x_{0m}}^b \right) \frac{R(x)}{(x-s)^2} dx \right|
\]

\[
+ \left| \int_{x_{0m}}^{x_{0m+1}} \frac{R(x)}{(x-s)^2} dx + \int_{x_{0m+1}}^{x_{0m+2}} \frac{R(x)}{(x-s)^2} dx \right|
\]

\[
\leq \left| \left( \int_a^{x_{0m}} + \sum_{i=1, i \neq m}^{n-1} \int_{x_{0i}}^{x_{0i+1}} + \int_{x_{0m}}^b \right) \frac{R(x)}{(x-s)^2} dx \right|
\]

\[
+ \left| \int_{x_{0m}}^{x_{0m+1}} \frac{R(x) - R(x_{0m})}{(x-s)^2} dx \right|
\]

\[
+ \left| \int_{x_{0m+1}}^{x_{0m+2}} \frac{R(x) - R(x_{0m+1})}{(x-s)^2} dx \right|
\]

\[
= \left| \left( \int_a^{x_{0m}} + \sum_{i=1, i \neq m}^{n-1} \int_{x_{0i}}^{x_{0i+1}} + \int_{x_{0m}}^b \right) \frac{R(x)}{(x-s)^2} dx \right|
\]

\[
+ \left| \int_{x_{0m}}^{x_{0m+1}} \frac{R'(\xi_m)(x-x_{0m})}{(x-s)^2} dx \right|
\]

\[
+ \left| \int_{x_{0m+1}}^{x_{0m+2}} \frac{R'(\xi_{m+1})(x-x_{0m+1})}{(x-s)^2} dx \right|
\]

\[
\leq Ch^{1+a}
\]

Theorem 2. Assume $f(x) \in C^3[a,b]$. For the trapezoidal rule $I_n(f,s)$ defined in (7), there exists a positive constant $C$, independent of $h$ and $s$, such that

\[
E_n(f) = \frac{f''''(s)h}{2} S_1(t) + \mathcal{R}_f(s),
\]

where $s = x_{0i} + (1 + \tau)h/2, i = 1, 2, \ldots, n$, and

\[
|\mathcal{R}_f(s)| \leq C(\eta(s) + |\ln h| + |\ln \gamma(s)|) h^2
\]

(17)

(18)

\[
\eta(s) = \max \left\{ \frac{1}{s-a}, \frac{1}{b-s} \right\}
\]

(19)

Obtained results below. The proof will be given in the next section.
3. Proof of Main Results

3.1. Preliminaries. In the following section, \( C \) denotes certain constant independent of \( h \) and \( s \), and its value varies with places.

Lemma 3. Assume that \( f(x) \in C^2[a,b] \) and \( f_L(x) \) are defined by (5); there holds

\[
    f(x) - f_L(x) = -\frac{f''(s)}{2} (x-x_{0,i+1})(x-x_0) + R^1_i(x) + R^2_i(x),
\]

where

\[
    R^1_i(x) = \frac{(x-x_{0,i+1})(x-x_0)}{6(x_{0,i+1}-x_0)} \left[ f'(s) (x-x_{0,i+1})^2 - f'(s) (x_0) (x-x_0)^2 \right],
\]

\[
    R^2_i(x) = \frac{f''(s)}{2} (x-x_{0,i+1})(x-x_0) + R^3_i(x) + R^4_i(x);
\]

by applying Taylor expansion to \( f''(x) \) in (28) at \( s \), we have

\[
    f''(x) = f''(s) + f'''(s) \frac{1}{2} (x-s).
\]

Therefore, (25) can be obtained directly from (28) and (29).

Lemma 4. Assume that \( s \in (x_0,x_{0,i+1}) \) and \( \epsilon_i = 2(s-x_0)/h - 1, 1 \leq i \leq n-1 \); there holds

\[
    \phi'_i (\epsilon_i) = \begin{cases} 
    -\frac{1}{2h} \int_{x_0}^{x_{0,i+1}} \frac{(x-x_0)(x-x_{0,i+1})}{(x-s)^2} dx, & i = m, \\
    -\frac{1}{2h} \int_{x_0}^{x_{0,i+1}} \frac{(x-x_0)(x-x_{0,i+1})}{(x-s)^2} dx, & i \neq m.
    \end{cases}
\]

Proof. According to (2) and the linear transformation (6) for \( i = m \), we have

\[
    \int_{x_0}^{x_{0,m+1}} \frac{(x-x_0)(x-x_{0,m+1})}{(x-s)^2} dx = h \lim_{\epsilon \to 0} \left\{ \left( \int_{-1}^{1} + \int_{m+(2\epsilon/h)}^{1} \right) \frac{1}{\epsilon} \right\}
\]

\[
    \times \left[ \frac{1}{\epsilon} - \frac{2(r^2-1)}{\epsilon} \right]
\]

where we have used \( x = x_{0,m}(r) \). The second identity can be similarly obtained.

Lemma 5. Suppose \( \phi'(x) \) and \( \eta(s) \) are defined by (18) and (24), respectively; then one has

\[
    \left| \sum_{i=m}^{\infty} \phi'_i (2i + r) + \sum_{i=n-m}^{r} \phi'_i (-2i + r) \right| \leq C \eta(s) h,
\]

where \( \sum' \) denotes that the first interval is certain part of the reference element.

Proof. By straightforward calculation, we have

\[
    \left| \phi'_i (x) \right| \leq C \int_{-1}^{1} \frac{d\tau}{|\tau - x|^2}.
\]

Noting that \( s = x_0m + (r + 1)/2h = a + (m + (r/2))h - (h/3) \), we have \( 2(s - a)/h = 3\tau + 6m - 2 \) and

\[
    \left| \sum_{i=m}^{\infty} \phi'_i (2i + r) \right| \leq C \int_{-1}^{1} \frac{dt}{|2i + r - \tau|^2} + \sum_{i=n-m}^{r} \int_{-1}^{1} \frac{dt}{|2i + r - \tau|^2} \]

\[
    = C \int_{3r+6m-2}^{\infty} \frac{dx}{x^2} = \frac{C}{3r + 6m - 2} = \frac{Ch}{s - a}.
\]

On the other hand, since \( b = a + nh \), we have \( 6(b-s)/h = 6(n-m)-(3\tau-2) \) and

\[
    \left| \sum_{i=n-m}^{\infty} \phi'_i (r - 2i) \right| \leq C \int_{-1}^{2/3} \frac{dt}{|2i - \tau|^2} + \sum_{i=n-m}^{\infty} \int_{-1}^{1} \frac{dt}{|2i - \tau|^2} \]

\[
    = C \int_{6(n-m)-(3\tau-2)}^{\infty} \frac{dx}{x^2} = \frac{C}{6(n-m)-(3\tau-2)} = \frac{Ch}{b - s}.
\]
Combining (34) and (35), we get (32).

Set

\[ H_m(x) = f(x) - f_L(x) - \frac{f''(s)}{2} (x - x_{0,m+1})(x - x_{0,m}) . \]  

\hspace{1cm} (36)

**Lemma 6.** Under the same assumptions of Theorem 2, for \( H_m(x) \) in (36), there holds that

\[ \left| \int_{x_{0m}}^{x_{0m+1}} \frac{H_m(x)(x-s)^2}{(x-s)^2} \right| \leq C \ln \gamma(s) h^2 , \]  

where \( \gamma(s) \) is defined in (10).

**Proof.** Since \( f(x) \in C^3[a,b] \), by Taylor expansion, we have

\[ |H_m^{(i)}(x)| \leq C h^{3-i} , \quad i = 0, 1, 2. \]  

(38)

By the definition of finite-part integral (13), we have

\[ \int_{x_{0m}}^{x_{0m+1}} \frac{H_m(x)(x-s)^2}{(x-s)^2} dx = \frac{hH_m(s)}{(s-x_{0m})(x_{0,m+1} - s)} + H_m'(s) \ln \frac{x_{0,m+1} - s}{s - x_{0m}} + \int_{x_{0m}}^{x_{0m+1}} \frac{H_m(x) - H_m(s) - H_m'(s)(x-s)}{(x-s)^2} dx. \]  

(39)

Now, we estimate the right hand side of (39) term by term. Since \( H_m(x_{0m}) = 0 \), we have

\[ \left| \frac{hH_m(s)}{(s-x_{0m})(x_{0,m+1} - s)} \right| = \frac{h \left[ H_m(s) - H_m(x_{0m}) \right]}{(s-x_{0m})(x_{0,m+1} - s)} = \frac{hH_m(\xi_m)}{(s-x_{0m})} \leq C h^2 , \quad \xi_m \in (s,x_{0,m+1}) , \]  

(40)

\[ \left| H_m'(s) \ln \frac{x_{0,m+1} - s}{s - x_{0m}} \right| \leq C \ln \gamma(s) h^2 , \]  

(41)

\[ \left| \int_{x_{0m}}^{x_{0m+1}} \frac{H_m(x) - H_m(s) - H_m'(s)(x-s)}{(x-s)^2} dx \right| \leq \left| \int_{x_{0m}}^{x_{0m+1}} \frac{H_m'(\eta_m)}{2} d\eta_m \right| \leq C h^2 , \quad \eta_m \in (x_{0m},x_{0,m+1}) . \]  

(42)

Combining (40), (41), and (42) leads to (37) and the proof is completed.

**Proof of Theorem 2.** Consider

\[ \left( \int_a^{x_{0m}} + \int_{x_{0m+1}}^b \right) \frac{f(x)}{(x-s)^2} dx - \sum_{i=0}^{n-1} \int_{x_{0,i}}^{x_{0,i+1}} f_L(x) \frac{dL(x)}{(x-s)^2} dx \]

\[ = \sum_{i=0}^{n-1} \int_{x_{0,i}}^{x_{0,i+1}} f(x) - f_L(x) \frac{dL(x)}{(x-s)^2} dx \]

\[ + \sum_{i=0}^{n-1} \int_{x_{0,i}}^{x_{0,i+1}} \frac{R_1(x)}{(x-s)^2} dx + \sum_{i=0}^{n-1} \int_{x_{0,i}}^{x_{0,i+1}} \frac{R_2(x)}{(x-s)^2} dx \]

\[ + \int_a^{x_{01}} f(x) - f_L(x) \frac{dL(x)}{(x-s)^2} dx + \int_{x_{0n}}^b f(x) - f_L(x) \frac{dL(x)}{(x-s)^2} dx. \]  

(43)

By the definition of \( E_m(x) \), we have

\[ \int_{x_{0m}}^{x_{0m+1}} \frac{H_m(x)(x-s)^2}{(x-s)^2} dx \]

\[ = \int_{x_{0m}}^{x_{0m+1}} \frac{H_m(x)}{(x-s)^2} dx \]  

(44)

Putting (43) and (44) together, we have

\[ \int_a^{x_{01}} f(x) - f_L(x) \frac{dL(x)}{(x-s)^2} dx = \left( \int_a^{x_{01}} f(x) - f_L(x) \frac{dL(x)}{(x-s)^2} dx \right) \]

\[ + \int_{x_{0n}}^b f(x) - f_L(x) \frac{dL(x)}{(x-s)^2} dx \]  

(45)

where

\[ R_f(s) = R^1(s) + R^2(s) + R^3(s) , \]

\[ R^1(s) = \int_{x_{0m}}^{x_{0m+1}} \frac{H_m(x)}{(x-s)^2} dx , \]

\[ R^2(s) = \left( \int_a^{x_{01}} + \sum_{i=0}^{n-1} \int_{x_{0,i}}^{x_{0,i+1}} + \int_{x_{0n}}^b \right) \frac{R_1(x)}{(x-s)^2} dx \]

\[ + \left( \int_a^{x_{01}} + \sum_{i=0}^{n-1} \int_{x_{0,i}}^{x_{0,i+1}} + \int_{x_{0n}}^b \right) \frac{R_2(x)}{(x-s)^2} dx , \]

\[ R^3(s) = h \frac{f''(s)}{2} \left( \sum_{i=m}^n \frac{\phi_i(2i+\tau)}{m} + \sum_{i=-m}^{-m} \frac{\phi_i(-2i+\tau)}{m} \right) . \]  

(46)
For the first part of $R^2(s)$,
\[
\left| \int_a^{x_{m}} + \sum_{i=1}^{n-1} \int_{x_{i+1}}^{x_n} + \int_{x_m}^{b} \frac{R^1_1(x)}{(x-s)^2} dx \right|
\leq \left| \int_a^{x_{m}} + \sum_{i=1}^{n-1} \int_{x_{i+1}}^{x_n} + \int_{x_m}^{b} \frac{R^1_0(x)}{(x-s)^2} dx \right|
+ \int_{x_m}^{x_{m+2}} \frac{R^1_{m+1}(x) - R^1_{m-1}(x_0m)}{(x-s)^2} dx
+ \int_{x_m}^{x_{m+1}} \frac{\xi_{0m}}{(x-s)^2} dx
+ \left( \int_{x_m}^{x_{m+2}} \frac{\xi_{00m}}{(x-s)^2} dx \right)
\leq Ch^2 \left( \int_a^{x_{m}} + \sum_{i=1}^{n-1} \int_{x_{i+1}}^{x_n} + \int_{x_m}^{b} \right) \frac{1}{(x-s)^2} dx
+ Ch^2 \left( \int_{x_m}^{x_{m+2}} \frac{dx}{x-s} + \int_{x_m}^{x_{m+1}} \frac{dx}{x-s} \right)
\leq C \left[ \left| \log \gamma(r) \right| + \left| \log h \right| \right] h^2.
\] (47)

where $x_{0m}, x_{00m}$, and $x_{m+1}$ are in $x_{0m}, x_{00m}, x_{m+1}$. We have also used the identity $R^1_{m-1}(x_0m) = R^1_{m+1}(x_00m) = 0$, $x - x_{0m} = |x - s|$, and $|x - x_{00m}| < |x - s|$. For the second part of $R^2(s)$,
\[
\left| \int_a^{x_{m}} + \sum_{i=1}^{n-1} \int_{x_{i+1}}^{x_n} + \int_{x_m}^{b} \frac{R^2_0(x)}{(x-s)^2} dx \right|
\leq Ch^2 \left( \int_a^{x_{m}} + \sum_{i=1}^{n-1} \int_{x_{i+1}}^{x_n} + \int_{x_m}^{b} \right) \frac{1}{|x-s|} dx
\leq C \left[ \left| \log \gamma(r) \right| + \left| \log h \right| \right] h^2.
\] (48)

By Lemmas 5 and 6, we have
\[
|R_f(s)| \leq \left| R^1(s) \right| + \left| R^2(s) \right|
\leq C \left[ \left| \gamma(s) \right| + \left| \log h \right| + \left| \log \gamma(r) \right| \right] h^2.
\] (49)

Then the proof is completed.

3.2. The Calculation of $S_1(r)$. Let $Q_n(x)$ be the function of the second kind associated with the Legendre polynomial $P_n(x)$, defined by (cf. [24])
\[
Q_0(x) = \frac{1}{2} \log \left| \frac{x + 1}{x - 1} \right|, \quad Q_1(x) = xQ_0(x) - 1.
\] (50)

We also define
\[
W(f, r) := f(r) + \sum_{i=0}^{\infty} \left[ f(2i + r) + f(-2i + r) \right],
\] (51)

Then, by the definition of $W$,
\[
W(Q_0(r)) = \frac{1}{2} \log \frac{1 + r}{1 - r}
+ \sum_{i=1}^{\infty} \left( \log \frac{2i + 1 + r}{2i - 1 + r} + \log \frac{2i - 1 - r}{2i + 1 - r} \right)
= \frac{1}{2} \log \frac{1 + r}{1 - r} = 0,
\]

\[
W(xQ_0'(r)) = \frac{r}{1 - r^2} - \sum_{i=1}^{\infty} \left( \frac{2i + r}{(2i + r)^2 - 1} + \frac{-2i + r}{(-2i + r)^2 - 1} \right)
= \frac{1}{2} \lim_{k \to \infty} \sum_{k=1}^{\infty} \frac{1}{k^2} = \frac{\pi^2}{6} - \frac{\pi r}{2}.
\] (52)

It follows that
\[
S(Q_1, r) = W(Q_0 + xQ_0', r) = \frac{\pi}{2} \tan \frac{\pi r}{2},
\] (53)

which means
\[
S(Q_1, r) = \int \frac{\pi}{2} \tan \frac{\pi r}{2} = -\log \cos \frac{\pi r}{2} + C.
\] (54)

What remains is to determine the constant $C$. By using the identities (cf. [24, Chapter I, Section 1.2]),
\[
x \cot x = 1 + \sum_{k=1}^{\infty} (-1)^k B_{2k} \frac{(2x)^{2k}}{(2k)!},
\] (55)

\[
\ln(2 \cos x) = -\sum_{j=1}^{\infty} \frac{1}{2j^2} \cos(2jx), \quad x \in (0, \pi),
\]

where $B_{2k}$ denote the Bernoulli numbers, we have
\[
\sum_{k=1}^{\infty} (-1)^k B_{2k} \frac{(2x)^{2k+1}}{(2k+1)!} = 2x \ln(\sin x) + 2 \left[ \ln(2 - 1) x + \sum_{j=1}^{\infty} \frac{1}{2j^2} \sin(2jx) \right].
\] (56)
Table 1: Errors of the mod-trapezoidal rule with $s = x_{[\varpi/4]} + (1 + \tau) h/2$.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$\tau = 0$</th>
<th>$\tau = 2/3$</th>
<th>$\tau = -2/3$</th>
<th>$\tau = 1/2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>$3.5392e-002$</td>
<td>$-7.1780e-004$</td>
<td>$1.1040e-003$</td>
<td>$1.7473e-002$</td>
</tr>
<tr>
<td>64</td>
<td>$1.6961e-002$</td>
<td>$-1.9364e-004$</td>
<td>$2.7065e-004$</td>
<td>$8.4165e-003$</td>
</tr>
<tr>
<td>128</td>
<td>$8.3004e-003$</td>
<td>$-5.0195e-005$</td>
<td>$6.6991e-005$</td>
<td>$4.1332e-003$</td>
</tr>
<tr>
<td>256</td>
<td>$4.1057e-003$</td>
<td>$-1.2773e-005$</td>
<td>$1.6644e-005$</td>
<td>$2.0484e-003$</td>
</tr>
<tr>
<td>512</td>
<td>$2.0417e-003$</td>
<td>$-3.2214e-006$</td>
<td>$4.1554e-006$</td>
<td>$1.0198e-003$</td>
</tr>
<tr>
<td>1024</td>
<td>$1.0181e-003$</td>
<td>$-8.0885e-007$</td>
<td>$1.0375e-006$</td>
<td>$5.0878e-004$</td>
</tr>
</tbody>
</table>

$h^n$: $1.0239$ 1.9587 2.0111 1.0204

Table 2: Errors of the mod-trapezoidal rule with $s = x_{[\varpi/4]} - (1 + \tau) h/2$.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$\tau = 0$</th>
<th>$\tau = 2/3$</th>
<th>$\tau = -2/3$</th>
<th>$\tau = 1/2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>$2.5227e-002$</td>
<td>$2.9756e-002$</td>
<td>$1.2230e-001$</td>
<td>$-8.0605e-002$</td>
</tr>
<tr>
<td>128</td>
<td>$5.8224e-003$</td>
<td>$7.3643e-003$</td>
<td>$3.0401e-002$</td>
<td>$-2.0913e-002$</td>
</tr>
<tr>
<td>256</td>
<td>$2.8619e-003$</td>
<td>$3.6669e-003$</td>
<td>$1.5177e-002$</td>
<td>$-1.0529e-002$</td>
</tr>
<tr>
<td>512</td>
<td>$1.4173e-003$</td>
<td>$1.8283e-003$</td>
<td>$7.5815e-003$</td>
<td>$-5.2839e-003$</td>
</tr>
<tr>
<td>1024</td>
<td>$7.0490e-004$</td>
<td>$9.1253e-004$</td>
<td>$3.7886e-003$</td>
<td>$-2.6471e-003$</td>
</tr>
</tbody>
</table>

$h^n$: $1.0323$ 1.0054 1.0025 0.9857

Setting $x = \pi/2$ gives

\[
\sum_{k=1}^{\infty} (-1)^k B_{2k} \frac{(\pi)^{2k+1}}{(2k+1)!} = \ln 2 - 1. \tag{57}
\]

Then we have

\[
W(Q_1; 0) = -1 + 2 \sum_{i=1}^{\infty} \frac{1}{(2k+1)(2i+1)} \tag{58}
\]

\[
= -1 + \sum_{k=1}^{\infty} (-1)^{k+1} B_{2k} \frac{(\pi)^{2k+1}}{(2k+1)!} = -\ln 2,
\]

where we have used the formulae (cf. [24, Chapter 1, Section 1.2])

\[
Q_1(x) = \sum_{k=1}^{\infty} \frac{1}{(2k+1) x^{2k}}, \quad |x| > 1.
\]

\[
= \sum_{i=1}^{\infty} \frac{1}{1^{2k}} \frac{(-1)^{k+1} 2^{2k-1}}{(2k)!} B_{2k} x^{2k}. \tag{59}
\]

Then we have

\[
S_1(\tau) = -\ln 2 \cos \frac{\pi \tau}{2}. \tag{60}
\]

By Theorem 2, we get the following error expansion:

\[
E_n(f) = \frac{f''(s) h}{2} \log 2 \cos \frac{\pi \tau}{2} + O(h^2). \tag{61}
\]

Let

\[
T(h_i) = I_{2l-1}^i (f, s), \quad l = 1, 2, \ldots.
\]

where $n_0$ is the starting mesh, $l$ is the refining numbers, and $h_l = (b - a)/2^l n_0$. Then we have the following.

**Corollary 7.** Under the same assumption of Theorem 2 and (62), there holds

\[
T(h_l) - T(h_{l-1}) = O(h_{l-1}^2). \tag{63}
\]

4. Numerical Examples

In this section, computational results are reported to confirm our theoretical analysis.

**Example 1.** Consider the hypersingular integral

\[
\int_0^1 \frac{x^3 + 1}{(x - s)^2} dx = 3s + \frac{3}{2} + \frac{1}{s - 1} + 3s^2 \log \frac{1 - s}{s}. \tag{64}
\]

We examine the dynamic point $s = x_{[\varpi/4]} + (1 + \tau) h/2$, in Table 1 and show that when the local coordinate of singular point $\tau = \pm 2/3$, the quadrature reach the convergence rate of $O(h^2)$ as for the nonsupersingular point, there are no convergence rate which agree with our theoretical analysis. For the case of $s = b - (\tau + 1) h/2$, Table 2 shows that there is no superconvergence phenomenon because of the influence of $\eta(s)$ which coincides with our theoretical analysis.

**Example 2.** Consider the hypersingular integral

\[
\int_0^1 \frac{x^4 + 1}{(x - s)^2} dx = 4s^2 + 2s + \frac{4}{3} + \frac{s + 1}{s(s - 1)} + 4s^3 \log \frac{1 - s}{s}. \tag{65}
\]
The numerical results show that the convergence rate reaches \( (\frac{h^2}{\alpha}) \) when the singular point coincides with the mesh point in Table 3. In Table 4, a posteriori error estimate is presented and the convergence rate is also \( O(h^2) \) which agrees with our theoretical analysis.

**Example 3.** Now we consider an example of less regularity. Let \( a = -b = -1, s = 0 \), and

\[
    f(x) = \mathcal{F}_i(x) := x^2 + (2 + \text{sign}(x)) |x|^{2-i+0.5}, \quad i = -1, 0, 1.
\]

(66)

Obviously, \( \mathcal{F}_i(x) \in C^{2-i+0.5}[-1, 1] \) \((i = -1, 0, 1)\). The exact value of the integral is

\[
    \mathcal{I}_2(\mathcal{F}_i(x), 0) = \frac{14 - 4i}{3 - 2i}.
\]

(67)

The numerical results are presented in Tables 5 and 6. When the density function \( f(x) \) is smooth enough \( i = -1 \), the error bound is \( O(h^2) \), and if the density function has less regularity \( i = 0, 1 \), there is no hyperconvergence phenomenon, which means the regularity of density function cannot be reduced.
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