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We propose a sequence of highly accurate higher order convergent iterative schemes by embedding the quasilinearization algorithm within a spectral collocation method. The iterative schemes are simple to use and significantly reduce the time and number of iterations required to find solutions of highly nonlinear boundary value problems to any arbitrary level of accuracy. The accuracy and convergence properties of the proposed algorithms are tested numerically by solving three Falkner-Skan type boundary layer flow problems and comparing the results to the most accurate results currently available in the literature. We show, for instance, that precision of up to 29 significant figures can be attained with no more than 5 iterations of each algorithm.

1. Introduction

The quasilinearization method (QLM) was originally developed by Bellman and Kalaba [1] as a generalization of the Newton-Raphson method to provide lower and upper bound solutions of nonlinear differential equations. The attraction of quasilinearization is that the algorithm is easy to understand and the method generally converges rapidly if the initial guess is close to the true solution.

Bellman and Kalaba [1] established that the method converges quadratically. However, the original proof of quadratic convergence was subject to restrictive conditions of small step size and convexity or concavity of nonlinear functions, Maleknejad and Najafi [2]. These conditions were subsequently relaxed and the method generalized to be applicable to a wider class of problems; see, for instance, papers by Mandelzweig and his coworkers [3–6] and Lakshmikantham [7, 8]. Parand et al. [9] used the quasilinearization method to solve Volterra’s model for population growth in a closed system. Other uses of the quasilinearization method include application to reaction-diffusion equations, Jiang and Vatsala [10], and to Volterra integro-differential equations, Ahmad [11], Pandit [12], and Ramos [13].

An often noted disadvantage of quasilinearization is the instability of the method whenever a poor initial guess is chosen, Tuffuor and Labadie [14]. To improve the accuracy and convergence of the quasilinearization method for all initial guesses, we propose in this paper to embed the QLM algorithm within the spectral homotopy analysis method (SHAM) to obtain a sequence of integration schemes with arbitrary higher order convergence.

The spectral homotopy analysis method was introduced by Motsa et al. [15, 16] to address some limitations of the standard homotopy analysis method of Liao [17, 18] by, for example, improving the rate of convergence and extending the region of validity of solutions. The SHAM has been used to solve nonlinear equations that arise in the study of fluid flow problems and other areas of science and engineering, Sibanda et al. [19] and Motsa and Sibanda [20].

Abbasbandy [21] and Chun [22] proposed and studied several methods for nonlinear equations with higher order convergence by using the Adomian decomposition technique.
Higher order Newton-like iteration formulae for the computation of the solutions of nonlinear equations were also derived in Chun [26] using the homotopy analysis method and by [27] using the homotopy perturbation method. In this paper we extend the ideas used for the solution of nonlinear equations to obtain higher order iteration schemes for solving nonlinear boundary value problems. We propose an extension of the quasilinearization method by using the spectral homotopy analysis method within the QLM algorithm to obtain a sequence of highly accurate and convergent higher order iterative schemes for solving boundary value problems. For illustration purposes we have presented three QLM-SHAM hybrid iteration schemes that are used to solve the Blasius and Falkner-Skan equations. The results are compared to the most accurate skin friction coefficients currently available in the literature by Boyd [28] and Ganapol [29]. Ganapol [29] used an algorithm based on a Maclaurin series with Wynn-epsilon convergence acceleration and analytical continuation to obtain highly accurate skin friction coefficients for the Blasius and Falkner-Skan boundary layer flows. The schemes derived in this paper however require neither convergence acceleration nor analytical continuation to remain steady and accurate for up to 29 digits of precision. In addition, the present schemes are highly efficient with 29-digit precision achieved with five or fewer iterations as compared with at least 104 iterations of Ganapol’s algorithm.

The structure of this paper is as follows. Section 2 gives a general framework for the derivation of the hybrid quasilinearization-SHAM schemes for the solution of nonlinear differential equations. Section 3 illustrates the application of the three schemes derived in this paper to the solution of Blasius and Falkner-Skan equations. In Section 4, the results are presented and comparison made with the most accurate skin friction results for Blasius and Falkner-Skan equations currently available in the literature.

2. Derivation of the Iterative Schemes

In this section we present a framework for the derivation of general QLM-SHAM iterative schemes for solving one-dimensional nonlinear differential equations. We consider a general n-order nonlinear ordinary differential equation of the form

\[ L[y, y^{(1)}, \ldots, y^{(n)}] + F[y, y^{(1)}, \ldots, y^{(n)}] = \psi(x), \]  

(1)

where \( \psi(x) \) is a known function of the independent variable \( x \) and \( y(x) \) is an unknown function. The functions \( L \) and \( F \) represent the linear and nonlinear components of the governing equation, respectively. We assume that (1) is to be solved for \( x \in [a, b] \) subject to the boundary conditions

\[
B_a (y(a), y^{(1)}(a), \ldots, y^{(n-1)}(a)) = 0, \\
B_b (y(b), y^{(1)}(b), \ldots, y^{(n-1)}(b)) = 0, 
\]

(2)

where \( B_a \) and \( B_b \) are linear operators.

Following [22, 27], we assume that the true solution of (1) is \( y_0(x) \) and that \( y(x) \) is an initial approximation that is sufficiently close to \( y_0(x) \). After expanding \( F \) using Taylor series up to first order about \( y, y^{(1)}, \ldots, y^{(n)} \) we obtain the following coupled system:

\[
L[y, y^{(1)}, \ldots, y^{(n)}] + F[y, y^{(1)}, \ldots, y^{(n)}] \\
+ \sum_{s=0}^{n} \left(y^{(s)} - y_0^{(s)}\right) \frac{\partial F}{\partial y^{(s)}} (\cdot) (3)
\]

\[
+ G(y, \ldots, y^{(n)}) = \psi(x) \\
G(y, y^{(1)}, \ldots, y^{(n)}) \\
= F(y, y^{(1)}, \ldots, y^{(n)}) - F[y, y^{(1)}, \ldots, y^{(n)}] \\
- \sum_{s=0}^{n} \left(y^{(s)} - y_0^{(s)}\right) \frac{\partial F}{\partial y^{(s)}} (\cdot),
\]

(4)

where, for compactness, \((\cdot)\) denotes \((y, y^{(1)}, \ldots, y^{(n)})\). Note that adding (3) and (4) gives (1). Equation (3) can be rewritten in the form

\[
\mathcal{L}_1[y, y^{(1)}, \ldots, y^{(n)}] = \Phi(y, y^{(1)}, \ldots, y^{(n)}),
\]

(5)

where

\[
\mathcal{L}_1[y, y^{(1)}, \ldots, y^{(n)}] \\
= L[y, y^{(1)}, \ldots, y^{(n)}] + \sum_{s=0}^{n} y^{(s)} \frac{\partial F}{\partial y^{(s)}} (y, y^{(1)}, \ldots, y^{(n)}),
\]

(6)

\[
\Phi(y, y^{(1)}, \ldots, y^{(n)}) = \sum_{s=0}^{n} y^{(s)} \frac{\partial F}{\partial y^{(s)}} (y, y^{(1)}, \ldots, y^{(n)}) \\
- F[y, y^{(1)}, \ldots, y^{(n)}] + \psi(x),
\]

(7)

\[
\mathcal{G}_1[y, y^{(1)}, \ldots, y^{(n)}] = G[y, y^{(1)}, \ldots, y^{(n)}].
\]

(8)

Here \( \mathcal{G}_1 \) is a nonlinear function that is decomposed using the spectral homotopy analysis method [15, 16]. We define the following zeroth-order deformation equations:

\[
(1 - q) \mathcal{L}_1[\overline{y}(x; q) - \overline{y}_0(x)] = qh \{ \mathcal{G}_1[\overline{y}(x; q)] - \Phi(\overline{y}), \}
\]

(9)

where \( q \in [0, 1] \) is an embedding parameter, \( \overline{y}(x; q) \) are unknown functions, \( h \) is the convergence controlling parameter, and the “bar” has been introduced for convenience to denote the associated function and its n derivatives. For example,

\[
\overline{y} \equiv (y, y^{(1)}, y^{(2)}, \ldots, y^{(n)}).
\]

(10)
The nonlinear operator \( \mathcal{N}_1 \) is defined by
\[
\mathcal{N}_1 \left[ \bar{Y}(x; q) \right] = \mathcal{L}_1 \left[ \bar{Y}_r(t; q) \right] + \mathcal{G}_1 \left[ \bar{Y}(x; q) \right].
\]
(11)
By differentiating the zeroth-order equations (11) \( m \) times with respect to \( q \), setting \( q = 0 \), and finally dividing the resulting equations by \( m! \) (see, e.g., [17, 30–32]), we obtain the following \( m \)th order deformation equations:
\[
\mathcal{L}_1 \left[ \bar{Y}_m(x) - (X_m + h) \bar{Y}_{m-1}(x) \right] = hR_{m-1} \left[ \bar{y}_0, \bar{y}_1, \ldots, \bar{y}_{m-1} \right],
\]
(12)
where
\[
R_{m-1} \left[ \bar{y}_0, \bar{y}_1, \ldots, \bar{y}_{m-1} \right] = \frac{1}{(m-1)!} \left[ \mathcal{G}_1 \left[ \bar{Y}(x; q) \right] - \Phi \left( \bar{y}_r \right) \right] |_{q=0},
\]
(13)
\[
X_m = \begin{cases} 0, & m \leq 1, \\ 1, & m > 1. \end{cases}
\]
After obtaining solutions for (12), the approximate solution for \( y(x) \) is determined as the series solution
\[
y(x) = \sum_{m=0}^{\infty} y_m(x).
\]
(14)

The SHAM solution is said to be of order \( M \) if the previous series is truncated at \( m = M \), that is, if
\[
y(x) = \sum_{m=0}^{M} y_m(x).
\]
(15)
The initial approximation \( \bar{y}_0 \) required for solving the sequence of linear higher order deformation equations (12) is chosen as the solution that results from solving the linear part of (5) subject to the given boundary conditions (2). That is, we solve
\[
\mathcal{L}_1 \left[ y_0, y_0^{(1)}, \ldots, y_0^{(n)} \right] = \Phi \left( y_r, y_r^{(1)}, \ldots, y_r^{(n)} \right).
\]
(16)
We note that with \( \mathcal{L}_1 \) as defined in (6), (16) cannot be solved exactly by means of analytical techniques. Numerical methods such as finite differences, finite element method, and spectral method can be used to solve equations of the form (16). Thus, if only the initial approximation is used to approximate the solution \( y(x) \) of the governing nonlinear differential equation (1), that is, if \( y(x) \approx y_0(x) \), the \((r+1)\)th approximation of (1) is a solution of
\[
\mathcal{L}_1 \left[ y_{r+1}, y_{r+1}^{(1)}, \ldots, y_{r+1}^{(n)} \right] = \Phi \left( y_r, y_r^{(1)}, \ldots, y_r^{(n)} \right)
\]
(17)
which, on using the definitions (6) and (7), can be written as
\[
L \left[ y_{r+1}, y_{r+1}^{(1)}, \ldots, y_{r+1}^{(n)} \right] + \sum_{s=0}^{n} \left( y_{r+1} - y_{r}^{(s)} \right) \frac{\partial F}{\partial y_r^{(s)}} \left( y_r, y_r^{(1)}, \ldots, y_r^{(n)} \right) + F \left( y_r, y_r^{(1)}, \ldots, y_r^{(n)} \right) = 0.
\]
(18)
We note that the iterative scheme (18) is, in fact, the quasilinearization method of Bellman and Kalaba [1]. For \( M = 1 \), we have
\[
y(x) \approx y_0(x) + y_1(x),
\]
(19)
where \( y_1 \) is obtained as a solution of
\[
\mathcal{L}_1 \left[ y_{r+1}, \ldots, y_{r+1}^{(n)} \right] = h\mathcal{L}_1 \left[ y_0, y_0^{(1)}, \ldots, y_0^{(n)} \right] + h\mathcal{R}_0 \left[ y_0, y_0^{(1)}, \ldots, y_0^{(n)} \right].
\]
(20)
This produces the iteration scheme
\[
\mathcal{L}_1 \left[ y_{r+1}, \ldots, y_{r+1}^{(n)} \right] = \Phi \left( y_r, y_r^{(1)}, \ldots, y_r^{(n)} \right) + h\mathcal{L}_1 \left[ y_0, y_0^{(1)}, \ldots, y_0^{(n)} \right] + h\mathcal{R}_0 \left[ y_0, y_0^{(1)}, \ldots, y_0^{(n)} \right],
\]
(21)
where
\[
\mathcal{L}_1 \left[ y_{r+1}, y_{r+1}^{(1)}, \ldots, y_{r+1}^{(n)} \right] = L \left[ y_{r+1}, y_{r+1}^{(1)}, \ldots, y_{r+1}^{(n)} \right] + \sum_{s=0}^{n} \frac{\partial F}{\partial y_r^{(s)}} \left( y_r, y_r^{(1)}, \ldots, y_r^{(n)} \right)
\]
(22)
and \( y_{0,r+1} \) is the solution of
\[
L \left[ y_{0,r+1}, y_{0,r+1}^{(1)}, \ldots, y_{0,r+1}^{(n)} \right] + \sum_{s=0}^{n} \frac{\partial F}{\partial y_r^{(s)}} \left( y_r, y_r^{(1)}, \ldots, y_r^{(n)} \right) = \Phi \left( y_r, y_r^{(1)}, \ldots, y_r^{(n)} \right).
\]
(23)
For \( M = 2 \), we have
\[
y(x) \approx y_0(x) + y_1(x) + y_2(x),
\]
(24)
where \( y_2 \) is obtained as a solution of
\[
\mathcal{L}_1 \left[ y_2, y_2^{(1)}, \ldots, y_2^{(n)} \right] = \left( 1 + h \right) \mathcal{L}_1 \left[ y_1, y_1^{(1)}, \ldots, y_1^{(n)} \right] + h\mathcal{R}_1 \left[ y_0, y_0^{(1)}, \ldots, y_0^{(n)}; y_1, y_1^{(1)}, \ldots, y_1^{(n)} \right].
\]
(25)
This produces the iteration scheme
\[
\mathcal{L}_1 \left[ y_{1,r+1} \right] = \Phi \left[ y_r + h\mathcal{L}_1 \left[ y_{0,r+1} \right] \right] + \left( 1 + h \right) \mathcal{L}_1 \left[ y_{1,r+1} \right] + h\mathcal{R}_1 \left[ y_{0,r+1}, y_{1,r+1} \right],
\]
(26)
where \( y_{1,r+1} \) is obtained as the solution of
\[
\mathcal{L}_1 \left[ y_{1,r+1} \right] = h\mathcal{L}_1 \left[ y_{0,r+1} \right] + h\mathcal{R}_0 \left[ y_{0,r+1} \right].
\]
(27)
In general, for any \( M > 1 \), we have
\[
y(x) = y_0(x) + y_1(x) + \cdots + y_M(x),
\]
where \( y_M(x) \) is obtained as a solution of
\[
\mathcal{L}_1 \left[ y_M \right] = (1 + h) \mathcal{L}_1 \left[ y_{M-1} \right] + h R_{M-1} \left[ y_0, y_1, \ldots, y_{M-1} \right],
\]
(29)
Thus, a general scheme when the SHAM is truncated at order \( M \) (where \( M \geq 1 \)), hereinafter referred to as scheme-M, can be obtained as
\[
\mathcal{L}_1 \left[ y_{r+1}, y_{r+1}^{(1)}, \ldots, y_{r+1}^{(n)} \right] = \Phi \left[ y_r, y_r^{(1)}, \ldots, y_r^{(n)} \right]
+ \sum_{p=0}^{M-1} \left( \chi_p + h \right) \mathcal{L}_1 \left[ y_{p+1}, y_{p+1}^{(1)}, \ldots, y_{p+1}^{(n)} \right]
+ h \sum_{p=0}^{M-1} R_p \left[ y_{p,r+1}, y_{p,r+1}^{(1)}, \ldots, y_{p,r+1}^{(n)} \right],
\]
(30)
where each \( y_{p,r+1} \) is obtained as the solution of
\[
\mathcal{L}_1 \left[ y_{p,r+1}, y_{p,r+1}^{(1)}, \ldots, y_{p,r+1}^{(n)} \right] = \begin{cases} 
\left( \chi_p + h \right) \mathcal{L}_1 \left[ y_{p-1,r+1} \right] + h R_{p-1} \left[ y_{p-1,r+1}^{(1)}, \ldots, y_{p-1,r+1}^{(n)} \right] & \text{when } p \geq 1, \\
\Phi \left[ y_r, y_r^{(1)}, \ldots, y_r^{(n)} \right] & \text{when } p = 0.
\end{cases}
\]
(31)

### 3. Solution of the Falkner-Skan Equation

In this section we demonstrate how the numerical schemes derived in the previous section may be used to solve the Falkner-Skan equation:
\[
f'''(\eta) + \beta f(\eta) f''(\eta) + \beta_1 \left( 1 - f'(\eta)^2 \right) = 0, \quad \eta \in [0, \infty),
\]
subject to the boundary conditions
\[
f(0) = f'(0) = 0, \quad \lim_{\eta \to \infty} f(\eta) = 1.
\]
(33)
It is convenient to first define
\[
F(y, y', y'') = \beta yy'' - \beta_1 \left( y' \right)^2, \quad \Psi = -\beta_1,
\]
so that
\[
\mathcal{L}_1 \left( y, y', y'' \right) = \beta yy'' - \beta_1 \left( y' \right)^2 - \beta_1,
\]
(35)
and \( y_{0,r+1} \) is the solution of
\[
\mathcal{L}_1 \left[ y_{0,r+1}, y_{0,r+1}', y_{0,r+1}'' \right] = \Phi \left[ y_r, y_r', y_r'' \right]
\]
subject to
\[
y_{0,r+1}(0) = y_{0,r+1}'(0) = 0, \quad y_{0,r+1}(\infty) = 1.
\]
(45)

#### 3.2. Scheme-2. The complexity of the defining equations increases with the order of the scheme. For Scheme-2 we have
\[
\mathcal{L}_1 \left[ y_{r+1}, y_{r+1}', y_{r+1}'' \right] = \Phi \left[ y_r, y_r', y_r'' \right] + h \mathcal{L}_1 \left[ y_{r+1}, y_{r+1}', y_{r+1}'' \right]
+ (1 + h) \mathcal{L}_1 \left[ y_{r+1}, y_{r+1}', y_{r+1}'' \right]
+ h R_0 \left[ y_{r+1}, y_{r+1}', y_{r+1}'' \right]
+ h R_1 \left[ y_{r+1}, y_{r+1}', y_{r+1}'' \right],
\]
(46)
where
\[
a_{0,y} = \beta y_y, \quad a_{1,y} = -2\beta y_y', \quad a_{2,y} = \beta y''_y.
\]
(38)
subject to
\[ y_{r+1}(0) = y'_{r+1}(0) = 0, \quad y'_{r+1}(\infty) = 1, \]  
(47)
where

\[ R_1 \left( y_{0,r+1}, y'_{0,r+1}, y''_{0,r+1}, y'_{1,r+1}, y''_{1,r+1} \right) = \beta \left( y_{0,r+1} + y'_{1,r+1} + y''_{1,r+1} \right) - 2\beta y'_{0,r+1} y'_{1,r+1} \]  
(48)
and \( y_{1,r+1} \) is the solution of

\[ \mathcal{L}_1 \left( y_{1,r+1}, y'_{1,r+1}, y''_{1,r+1} \right) = h \mathcal{L}_1 \left( y_{0,r+1}, y'_{0,r+1}, y''_{0,r+1} \right) \]

\[ + h R_0 \left( y_{0,r+1}, y'_{0,r+1}, y''_{0,r+1} \right), \]  
(49)

with

\[ y_{1,r+1}(0) = y'_{1,r+1}(0) = 0, \quad y'_{1,r+1}(\infty) = 0. \]  
(50)

Equations (39), (41), and (46) describing the three solution schemes can be solved numerically using standard methods such as finite difference, finite elements, and spline collocation methods. In this study we use the Chebyshev spectral collocation method to solve the iteration schemes, (see [33–36]). To allow for numerical implementation of the pseudospectral method, the physical region \([0, \infty)\) is truncated to \([0, L]\) where \(L\) is chosen to be sufficiently large. The truncated region is further transformed to the space \([-1, 1]\) using the transformation

\[ \xi = \frac{2}{L} \eta - 1. \]  
(51)

As with any other numerical approximation method, some sort of discretization is introduced in the interval \([-1, 1]\). We choose the Gauss-Lobatto collocation points to define the nodes in \([-1, 1]\) as

\[ \xi_j = \cos \left( \frac{\pi j}{N} \right), \quad j = 0, 1, \ldots, N, \]  
(52)
where \((N + 1)\) is the number of collocation points. The essence of the Chebyshev spectral collocation method is the idea of introducing a differentiation matrix \(D\). The differentiation matrix maps a vector of the function values \(Y = [y(\xi_0), \ldots, y(\xi_N)]^T\) at the collocation points to a vector \(Y'\) defined as

\[ Y' = \sum_{k=0}^{N} D_{jk} f(\xi_k) = D Y, \]  
(53)
In general, a derivative of order \(p\) for the function \(y(\eta)\) can be expressed as

\[ y^{(p)}(\eta) = D^p Y, \]  
(54)
where \(D = 2D/L_\infty\). The matrix \(D\) is of size \((N + 1) \times (N + 1)\) and its entries are defined as

\[ D_{jk} = \frac{c_j (-1)^{jk}}{\eta_j - \eta_k}, \quad j \neq k; \quad j, k = 0, 1, \ldots, N, \]  
\[ D_{kk} = \frac{\tau_k}{2(1 - \tau_k^2)}, \quad k = 1, 2, \ldots, N - 1, \]  
(55)
\[ D_{0k} = \frac{2N^2 + 1}{6} = -D_{N0}, \]

with

\[ c_k = \begin{cases} 2 & k = 0, N \\ 1 & \text{otherwise} \end{cases} \]  
(56)

Thus, applying the spectral method to the iteration Scheme-0 (39) and the corresponding boundary conditions gives the following matrix system:

\[ A_r Y_{r+1} = \Phi_r, \]  
(57)

with boundary conditions

\[ y_{r+1}(\xi_N) = 0, \quad \sum_{k=0}^{N} D_{Nk} y_{r+1}(\xi_k) = 0, \]  
(58)
\[ \sum_{k=0}^{N} D_{k0} y_{r+1}(\xi_k) = 1, \]

where \(\Phi_r\) corresponds to the function \(\Phi(y, y, y')\) when evaluated at the collocation points and \(a_{ij}\) \((i = 0, 1, 2)\) is a diagonal matrix corresponding to the vector of \(a_{ij}\).

The boundary conditions (58) are imposed on the first, \(N\)th, and \((N + 1)\)th rows of \(A_r\) and \(\Phi_r\) to obtain a system of the form

\[
\begin{pmatrix}
0 & D_{01} & \cdots & D_{0,N-1} & D_{0,N} \\
D_{N,0} & 0 & \cdots & D_{N,N-1} & D_{N,N}
\end{pmatrix}
\begin{pmatrix}
y_{r+1}(\xi_0) \\
y_{r+1}(\xi_1) \\
\vdots \\
y_{r+1}(\xi_{N-2}) \\
y_{r+1}(\xi_N)
\end{pmatrix}
= \begin{pmatrix}
1 \\
\Phi_r(\xi_1) \\
\vdots \\
\Phi_r(\xi_{N-2}) \\
0
\end{pmatrix}.
\]  
(60)
Table 1: Comparison between the computed values of the skin friction $f''(0)$ for the Blasius flow ($\beta = 1/2, \beta_1 = 0$).

<table>
<thead>
<tr>
<th>Iter.</th>
<th>$f''(0)$</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SHAM</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.36124527507631757614175486031</td>
<td>0.029187938861212777699542402</td>
</tr>
<tr>
<td>10</td>
<td>0.33206029401822220121920675183</td>
<td>0.0000000295780302590228474061317</td>
</tr>
<tr>
<td>20</td>
<td>0.332057337274670714006530763206</td>
<td>0.000000001059474415064538081717</td>
</tr>
<tr>
<td>30</td>
<td>0.33205733621509582562049181</td>
<td>0.0000000000056381064538081717</td>
</tr>
<tr>
<td>40</td>
<td>0.33205733621509582562049181</td>
<td>0.000000000000000000000000000000</td>
</tr>
<tr>
<td>60</td>
<td>0.33205733621509582562049181</td>
<td>0.000000000000000000000000000000</td>
</tr>
</tbody>
</table>

Scheme-0

<table>
<thead>
<tr>
<th>Iter.</th>
<th>$f''(0)$</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.36124527507631757614175486031</td>
<td>0.029187938861212777699542402</td>
</tr>
<tr>
<td>2</td>
<td>0.33293906079206190667160822082</td>
<td>0.00000008172457686560773442815881</td>
</tr>
<tr>
<td>3</td>
<td>0.33205878995514977263006366166</td>
<td>0.00000001537399534736928359965</td>
</tr>
<tr>
<td>4</td>
<td>0.33205733621509582562049181</td>
<td>0.00000000000475332906954535</td>
</tr>
<tr>
<td>5</td>
<td>0.33205733621509582562049181</td>
<td>0.000000000000000000000000000000</td>
</tr>
<tr>
<td>6</td>
<td>0.33205733621509582562049181</td>
<td>0.000000000000000000000000000000</td>
</tr>
</tbody>
</table>

Scheme-1

<table>
<thead>
<tr>
<th>Iter.</th>
<th>$f''(0)$</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.33849743020925601396026175681</td>
<td>0.00644009399405971502308169480</td>
</tr>
<tr>
<td>2</td>
<td>0.33205889444389263880627992358</td>
<td>0.00000001558228696339869986517</td>
</tr>
<tr>
<td>3</td>
<td>0.33205733621509582562049181</td>
<td>0.0000000000024508002912035109</td>
</tr>
<tr>
<td>4</td>
<td>0.33205733621509582562049181</td>
<td>0.0000000000000000000000019125</td>
</tr>
<tr>
<td>5</td>
<td>0.33205733621509582562049181</td>
<td>0.00000000000000000000000003121</td>
</tr>
<tr>
<td>6</td>
<td>0.33205733621509582562049181</td>
<td>0.000000000000000000000000000000</td>
</tr>
</tbody>
</table>

Scheme-2

<table>
<thead>
<tr>
<th>Iter.</th>
<th>$f''(0)$</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.339877527020321822942828158</td>
<td>0.000000000000000000000000000000</td>
</tr>
<tr>
<td>2</td>
<td>0.33205733621509582562049181</td>
<td>0.000000000000000000000000000000</td>
</tr>
<tr>
<td>3</td>
<td>0.33205733621509582562049181</td>
<td>0.000000000000000000000000000000</td>
</tr>
</tbody>
</table>

EXACT: 1.1547005383792515290182975610
[29]: 1.1547005383792515290182975610 (104 iterations)

Table 2: Comparison between the computed values of the skin friction $f''''(0)$ for the Pohlhausen flow ($\beta = 0$, $\beta_1 = 1$).

<table>
<thead>
<tr>
<th>Iter.</th>
<th>$f''''(0)$</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SHAM</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1.15819390472196206795661677787</td>
<td>0.0034933663427053893831861687</td>
</tr>
<tr>
<td>5</td>
<td>1.15470068226816961126259064868</td>
<td>0.000000014388891808224429308768</td>
</tr>
<tr>
<td>10</td>
<td>1.1547003583776160001455607336675</td>
<td>0.0000000000000020915275622419425</td>
</tr>
<tr>
<td>20</td>
<td>1.15470053837925152901716901667</td>
<td>0.00000000000000012854434</td>
</tr>
<tr>
<td>25</td>
<td>1.15470053837925152901829759222</td>
<td>0.0000000000000000000000003121</td>
</tr>
<tr>
<td>30</td>
<td>1.15470053837925152901829756100</td>
<td>0.000000000000000000000000000000</td>
</tr>
</tbody>
</table>

Scheme-0

<table>
<thead>
<tr>
<th>Iter.</th>
<th>$f''''(0)$</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.15819390472196206795661677787</td>
<td>0.0034933663427053893831861689</td>
</tr>
<tr>
<td>2</td>
<td>1.1547034505298923008440993465</td>
<td>0.00000002912676364101066117855</td>
</tr>
<tr>
<td>3</td>
<td>1.154700358381702329090510719</td>
<td>0.0000000024508002912035109</td>
</tr>
<tr>
<td>4</td>
<td>1.1547005383792515290182994735</td>
<td>0.0000000000000000000000009125</td>
</tr>
<tr>
<td>5</td>
<td>1.1547005383792515290182975610</td>
<td>0.000000000000000000000000000000</td>
</tr>
</tbody>
</table>

Scheme-1

<table>
<thead>
<tr>
<th>Iter.</th>
<th>$f''''(0)$</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.1544901934962778016810840055</td>
<td>0.000000000000000000000000000000</td>
</tr>
<tr>
<td>2</td>
<td>1.154700538377682043286596388</td>
<td>0.000000000000000000000000000000</td>
</tr>
<tr>
<td>3</td>
<td>1.1547005383792515290182975610</td>
<td>0.000000000000000000000000000000</td>
</tr>
</tbody>
</table>

EXACT: 1.1547005383792515290182975610
[29]: 1.1547005383792515290182975610 (104 iterations)
Starting from a suitable initial guess \( y_0(\eta) \), the iteration scheme (60) can be used to iteratively give approximate solutions of the governing equation (32) for Scheme-0. The application of the pseudospectral method for Scheme-1 and Scheme-2 can be done in a similar manner. The initial approximation used in all the algorithms is

\[
y_0(\eta) = \eta + e^{-\eta} + 1.
\]

The number of collocation points used in all the results presented here is \( N = 200 \) with \( L_\infty = 20 \).

### 4. Results and Discussion

In this section we present solutions of the Falkner-Skan equation (32) using the QLM-SHAM hybrid iteration schemes. Numerical simulations were conducted for the following special classes of the F-S equations:

(i) Blasius flow: \( \beta = 1/2, \beta_1 = 0 \),

(ii) Pohlhausen flow: \( \beta = 0, \beta_1 = 1 \),

(iii) Homann flow: \( \beta = 2, \beta_1 = 1 \).

To assess the accuracy and performance of our schemes, the numerical results were compared to the recently reported results of Ganapol [29]. To date, these results are the most accurate results for the Blasius and Falkner-Skan class of equations. Ganapol [29] reported highly accurate results between 10 and 30 decimal places using a robust algorithm based on Maclaurin series with convergence acceleration and analytical continuation techniques.

The comparison between the present findings and the results in the literature is made for the skin friction which is proportional to \( f''(0) \). Table 1 shows a comparison between the computed skin friction values of the Blasius equation using the three QLM-SHAM iteration schemes. The results are compared with the results reported in Ganapol [29] which are accurate to 29 decimal places. We observe that all the iteration schemes rapidly converge to the results of [29] to all 29 decimal places. Full convergence is achieved after 6 iterations when using Scheme-0, 4 iterations when using Scheme-1, and after 3 iterations when using Scheme-2. It is worth noting that the results of [29] were achieved after 104 decimal places. Prior to Ganapol [29], the most accurate Blasius skin friction results had been published to 17 decimal places by Boyd [28] as \( f''(0) = 0.33205733621519630 \). This result was obtained after 5 iterations using Scheme-0 and 3 iterations for both Schemes-1 and -2. The value reported after 52 iterations in [29] is \( f''(0) \approx 0.3320573362151965 \). It is clear that the proposed iteration schemes converge significantly faster than the method of [29]. That the results

<table>
<thead>
<tr>
<th>iter.</th>
<th>( f''(0) )</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.3356339198677982556730722858920</td>
<td>0.023696225987993120191426715220</td>
</tr>
<tr>
<td>10</td>
<td>1.3193769198963566743181203220</td>
<td>0.000000000000000000000000000000</td>
</tr>
<tr>
<td>20</td>
<td>1.319376937850560684383283790</td>
<td>0.000000000000000000000000000000</td>
</tr>
<tr>
<td>30</td>
<td>1.31937693879797863601649925840</td>
<td>0.000000000000000000000000000000</td>
</tr>
<tr>
<td>40</td>
<td>1.3193769387980513545948974120</td>
<td>0.000000000000000000000000000000</td>
</tr>
<tr>
<td>50</td>
<td>1.3193769387980513545948974120</td>
<td>0.000000000000000000000000000000</td>
</tr>
<tr>
<td>60</td>
<td>1.3193769387980513545948974120</td>
<td>0.000000000000000000000000000000</td>
</tr>
<tr>
<td>70</td>
<td>1.3193769387980513545948974120</td>
<td>0.000000000000000000000000000000</td>
</tr>
</tbody>
</table>

Scheme-0

<table>
<thead>
<tr>
<th>iter.</th>
<th>( f''(0) )</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.306468018143900000491077928</td>
<td>0.0054696757359051349905681979</td>
</tr>
<tr>
<td>2</td>
<td>1.31937573135522096139489286</td>
<td>0.00000000120766252958676792421</td>
</tr>
<tr>
<td>3</td>
<td>1.3193769387980513545948974120</td>
<td>0.00000000000000000000307090906</td>
</tr>
<tr>
<td>4</td>
<td>1.3193769387980513545948974120</td>
<td>0.000000000000000000000000000000</td>
</tr>
</tbody>
</table>

Scheme-1

<table>
<thead>
<tr>
<th>iter.</th>
<th>( f''(0) )</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.313656470135218369642678650</td>
<td>0.0017876255413234282916943</td>
</tr>
<tr>
<td>2</td>
<td>1.3193769387983700646275895040</td>
<td>0.00000000000000000000467870909043333</td>
</tr>
<tr>
<td>3</td>
<td>1.3193769387980513545816416707</td>
<td>0.000000000000000000000000000000</td>
</tr>
</tbody>
</table>

Scheme-2

[29]: 1.319376938798051354816416707 (104 iterations)
of Boyd [28] and Ganapol [29] were obtained only after a few iterations validates both the higher order convergence and the accuracy of the present solution methods.

Table 2 shows the computed values of $f''(0)$ using Schemes-0 and -1 for the Pohlhausen flow ($\beta = 0$, $\beta_1 = 1$). For this particular flow, the exact value of $f''(0)$ is known to be $2/\sqrt{3}$. The iteration Scheme-0 matches the exact result after only 5 iterations and Scheme-1 converges after only 3 iterations. The method used in Ganapol [29] converged to the exact result after 104 iterations. This again demonstrates the superior convergence of the present method.

Table 3 gives the numerical simulations of the skin friction results for the Homann flow. We observe that the 29-digit results reported in [29] are achieved in 5 iterations, 4 iterations, and 3 iterations for Scheme-0, -1, and -2, respectively. This result indicates that adding an additional level in the QLM-SHAM scheme would further significantly increase the convergence of the iteration scheme. We further note from Tables 1–3 that all three schemes converge significantly much faster than the spectral homotopy analysis method on its own.

5. Conclusion

In this study we presented three hybrid QLM-SHAM iteration schemes for the solution of Falkner-Skan type boundary layer equations. We have shown through numerical experimentation that the proposed numerical schemes significantly enhance the convergence rate of the quasilinearization method. By comparison with the most accurate solutions of the Falkner-Skan equations currently available in the literature, we have shown that the schemes are highly accurate and efficient in terms of the number of iterations required to determine the solution to the required level of accuracy. The schemes presented provide robust tools for the efficient solution of nonlinear equations by offering superior accuracy to many existing methods. In addition, the approach used in deriving these schemes provides a suitable framework for extension to higher level schemes by adding more terms of the SHAM component of the method.
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