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1. Introduction

Let $X$ and $P$ be topological spaces, $Y$ a topological vector space, $F : X \times P \rightrightarrows Y$ a multifunction, and $(x_0, p_0) \in X \times P$ a pair with $0 \in F(x_0, p_0)$. The multifunction $G : P \rightrightarrows X$ defined by

$$G(p) := \{ x \in X | 0 \in F(x, p) \} \quad (1)$$

is called the implicit multifunction defined by the inclusion $0 \in F(x, p)$. The problem is to find some verifiable conditions on $F$ such that $G$ has the desirable properties. In the literature, different topological, metric, and differential properties (e.g., lower semicontinuity, metric regularity, Lipschitz-like property, upper Lipschitz continuity, and $B$-differentiability) of implicit multifunctions are considered. The structure of $F$ and its behavior around $(x_0, p_0)$ decide local properties of $G$ in a neighborhood of the point $(p_0, x_0)$ in its graph.


As mentioned above, the results obtained for the (local) metric regularity, the Lipschitz-like property, the nonemptiness, and the lower semicontinuity of implicit multifunctions are almost restricted in Asplund spaces. Noting that
Huy et al. [15] established new sufficient conditions for both the metric regularity and the Lipschitz-like property of implicit multifunctions in terms of Clarke coderivative in general Banach spaces, it is worth mentioning that the coderivative condition of implicit multifunction theorems in [15] can be weakened. So it is natural for us to study implicit multifunction theorems under much weaker conditions in terms of Clarke coderivative in general Banach spaces.

In this paper, we present new sufficient conditions for the local metric regularity, metric regularity, Lipschitz-like property, nonemptiness, and lower semicontinuity of implicit multifunctions in general Banach spaces. The basic tools of our analysis involve the Ekeland variational principle, the Clarke subdifferential, and the Clarke coderivative.

The paper is organized as follows. Section 2 recalls some basic concepts and results from variational analysis and generalized differentiation. Section 3 presents some implicit multifunction theorems in terms of Clarke coderivative in general Banach spaces.

2. Preliminaries

Throughout this paper, unless otherwise stated, all spaces under consideration are Banach spaces whose norms are always denoted by $\| \cdot \|$. For any $X$, we consider its dual space $X^*$ equipped with the weak* topology $w^*$, where $\langle \cdot, \cdot \rangle$ means the canonical pairing. As usual, $B_X$ and $B_{X^*}$ stand for the closed unit balls of the Banach space $X$ and its dual $X^*$, respectively. The closed ball with center $x$ and radius $r$ is denoted by $B(x, r)$. For a subset $\Omega \subset X$, int $\Omega$ denote the interior of $\Omega$.

For a closed subset $A$ of $X$ and a point $a \in A$, let $T_c(a; A)$ denote the Clarke tangent cone of $A$ at $a$; that is, $v \in T_c(a; A)$ if and only if, for each sequence $\{a_n\}$ in $A$ converging to $a$ and each sequence $\{r_n\}$ in $(0, +\infty)$ decreasing to 0, there exists a sequence $\{v_n\}$ in $X$ converging to $v$ such that $a_n + r_nv_n \in A$ for all $n$. We denote by $N_c(a; A)$ the Clarke normal cone of $A$ at $a$; that is,

$$N_c(a; A) := \{ x^* \in X^* \mid \langle x^*, h \rangle \leq 0, \forall h \in T_c(a; A) \} \quad \text{(2)}$$

Let $F : X \rightrightarrows Y$ be a multifunction between topological spaces. Denote by

$$\text{dom} F := \{ x \in X \mid F(x) \neq \emptyset \},$$
$$\text{rge} F := \{ y \in Y \mid \exists x \text{ with } y \in F(x) \} \quad \text{(3)}$$

the domain and the range of $F$. Each multifunction $F : X \rightrightarrows Y$ is uniquely associated with its graph:

$$\text{gph} F := \{ (x, y) \in X \times Y \mid y \in F(x) \} \quad \text{(4)}$$

in the product space $X \times Y$. As usual, $F$ is said to be closed if gph$F$ is a closed subset of $X \times Y$. $F$ is lower semicontinuous (in short, l.s.c.) at $x \in \text{dom} F$ if, for any open set $V \subset Y$ satisfying $F(x) \cap V \neq \emptyset$, there exists a neighborhood $U$ of $x$ such that $F(x) \cap V \neq \emptyset$ for all $x \in U$. For any $(x, y) \in \text{gph} F$, the Clarke coderivative $D^c F(x, y)$ of $F$ at $(x, y)$ is defined by

$$D^c F(x, y)(y^*) := \{ x^* \in X^* \mid \langle x^*, y - y^* \rangle \in N_c (\{ (x, y) \}; \text{gph} F) \},$$

$$\forall y^* \in Y^*.$$  

The history of the coderivatives can be found in [16, 17].

Let $\varphi : X \to \overline{\mathbb{R}}$ be an extended real-valued function,

$$\text{dom} \varphi := \{ x \in X \mid \varphi(x) < \infty \},$$
$$\text{epi} \varphi := \{(x, \mu) \in X \times \mathbb{R} \mid \mu \geq \varphi(x) \}.$$  

We say that $\varphi$ is proper if $\varphi(x) > -\infty$ for all $x \in X$ and $\text{dom} \varphi \neq \emptyset$. Recall that $\varphi$ is l.s.c. at a point $x$ if $[\varphi(x)] < \infty$ if $\liminf_{t \to x} \varphi(x) \geq \varphi(x)$. We say that $\varphi$ is l.s.c. around $x$ when it is l.s.c. at any point of some neighborhood of $x$. For $x \in \text{dom} \varphi$ and $h \in X$, let $\varphi^1(x, h)$ denote the generalized directional derivative introduced by Rockafellar (cf. [18]); that is,

$$\varphi^1(x, h) := \lim_{\varepsilon \to 0} \frac{\sup_{t \in \overline{B}_\varepsilon(0)} \varphi (x + th) - \varphi (x)}{t},$$

where the expression $z \overset{w^*}{\to} x$ means that $z \to x$ and $\varphi(z) \to \varphi(x)$. Let $\partial \varphi(x)$ denote the Clarke-Rockafellar subdifferential of $\varphi$ at $x$; that is,

$$\partial \varphi(x) := \{ x^* \in X^* \mid \langle x^*, h \rangle \leq \varphi^1(x, h), \forall h \in X \}.$$  

When $\varphi$ is convex, the Clarke-Rockafellar subdifferential reduces to the one in the sense of convex analysis; that is,

$$\partial \varphi(x) = \{ x^* \in X^* \mid \langle x^*, y - x \rangle \leq \varphi(y) - \varphi(x), \forall y \in X \} \quad \text{for all } x \in \text{dom} \varphi.$$  

The following sum rule plays important role in variational analysis and is useful for our analysis.

**Lemma 1** (see [18]). Let $X$ be a Banach space and let $\varphi_1$, $\varphi_2 : X \to \overline{\mathbb{R}}$ be proper lower semicontinuous functions. Let $x \in \text{dom} \varphi_1 \cap \text{dom} \varphi_2$ be a local minimizer of $\varphi_1 + \varphi_2$. Suppose that one of $\varphi_1$ and $\varphi_2$ is locally Lipschitz around $x$. Then

$$0 \in \partial \varphi_1(x) + \partial \varphi_2(x).$$  

Lemma 2 (see [16]). Let $(X, d)$ be a metric space. Assume that $X$ is complete and that $\varphi : X \to \mathbb{R}$ is a proper l.s.c. function bounded from below. Let $\varepsilon > 0$ and $x_0 \in X$ be given such that $\varphi(x_0) \leq \inf_x \varphi + \varepsilon$. Then for any $\lambda > 0$ there is $x \in X$ satisfying

(a) $\varphi(x) \leq \varphi(x_0)$,
(b) $d(x, x_0) \leq \lambda$,
(c) $\varphi(x) + (\varepsilon/\lambda)d(x, x) > \varphi(x_0)$ for all $x \neq x$.

3. Implicit Multifunction Theorems

Theorem 3. Let $X$ and $Y$ be Banach spaces, $P$ a topological space, $F : X \times P \rightrightarrows Y$ a multifunction, $G : P \rightrightarrows X$ the implicit multifunction defined by (1), and $(x_0, p_0) \in X \times P$ a pair with $0 \not\in F(x_0, p_0)$. Denote $F_p(.) := F(., p)$. Suppose that there exist constants $r > 0$ and $\sigma > 0$ such that

(i) for any $p \in B(p_0, r)$, the multifunction $F_p(.)$ is closed;
(ii) for any $\delta > 0$ and any $(x, p) \in B(x_0, r) \times B(p_0, r)$ with $0 \not\in F(x, p)$,

\[ \sigma \leq \liminf_{\delta \downarrow 0} \left\| x^* : x^* \in D_c F_p(x, y) (y^*) \right\|,
\]

\[ y \in \Pi_\delta \left( 0; F_p(x) \right) \cap B(0, r),
\]

\[ y^* \in J_\delta (y), \]

(12)

where $\Pi_\delta(0; F_p(x)) := \{ y \in F_p(x) \mid \| y \| \leq \text{dist}(0, F_p(x)) + \delta \}$ and $J_\delta(y) := \{ y^* \in S_Y \mid \| y - \langle y^*, y \rangle \| \leq \delta \}$. Then $G$ is locally metrically regular around $(x_0, p_0)$ with modulus $1/\sigma$. In fact, for any $\mu \in (0, \min(r, r\sigma/2)]$, we have

\[ \text{dist} (x, G (p)) \leq \frac{1}{\sigma} \text{dist} (0, F (x, p)) \]

(13)

for all $(x, p) \in B(x_0, r/2) \times B(p_0, r)$ with $\text{dist}(0, F(x, p)) < \mu$.

Proof. Fix any $\mu \in (0, \min(r, r\sigma/2)]$ and any $(x, p) \in B(x_0, r/2) \times B(p_0, r)$ with $\text{dist}(0, F(x, p)) < \mu$. If dist(0, $F(x, p)) = 0$, then $0 \in F(x, p)$ and hence $x \in G(p)$. Therefore, both sides of (13) are equal to 0 and (13) holds. Hence, we can assume that dist(0, $F(x, p)) = \alpha$, where $\alpha \in (0, \mu)$. It remains to show that

\[ \text{dist} (x, G (p)) \leq \frac{\alpha}{\sigma}, \]

(14)

Since $0 < \alpha < \mu < r \sigma/2$, we obtain that $2\alpha/r < \sigma$. For each $\varepsilon \in (0, r - \mu)$ with $2(\alpha + \varepsilon)/r < \sigma$, by the definition of the distance function, there exists $\overline{y} \in F_p(x)$ such that $\| \overline{y} \| < \alpha + \varepsilon < \mu + \varepsilon < r$. Define the function $f_p : X \times Y \to \mathbb{R}$ by

\[ f_p(x, y) := \| y \| + \delta_{\text{gph} F_p} (x, y), \quad \forall (x, y) \in X \times Y. \]

(15)

We claim that $f_p$ is l.s.c. on $X \times Y$ due to condition (i). Fix any $t \in (2(\alpha + \varepsilon)/r, \sigma)$. Put $\beta := f_p(x_0, \overline{y}) = \| \overline{y} \|$. We see that

\[ f_p(x, \overline{y}) = t \cdot \frac{\beta}{t}. \]

(16)

Clearly,

\[ f_p(x, y) \leq \inf_{(x', y')} f_p(x', y') + t \cdot \frac{\beta}{t}. \]

(17)

Applying the Ekeland variational principle via the new norm $\| (x', y') \|_\eta := \| x' \| + \eta \| y' \|$ in the product space $X \times Y$ for some $0 < \eta < 1/\sigma$ allows us to find $(\tilde{x}, \tilde{y}) \in X \times Y$ satisfying

\[ f_p(\tilde{x}, \tilde{y}) \leq f_p(x, \overline{y}), \quad \| (\tilde{x}, \tilde{y}) - (x, \overline{y}) \|_\eta \leq \frac{\beta}{t}, \]

(21)

(18)

This implies that $(\tilde{x}, \tilde{y}) \in \text{gph} F_p$,

\[ \| \tilde{y} \| \leq \| \overline{y} \|, \quad \| \tilde{x} - x \| + \eta \| \tilde{y} - \overline{y} \| \leq \frac{\beta}{t}, \]

(22)

\[ \| \tilde{y} \| \leq \| y' \| + t \left( \| x' - \overline{x} \| + \eta \| y' - \overline{y} \| \right) + \delta_{\text{gph} F_p} (x', y'), \quad \forall (x', y') \in X \times Y. \]

(23)

Furthermore,

\[ \| x' - x_0 \| \leq \| \overline{x} - \overline{x} \| + \| x - x_0 \| \leq \frac{\beta}{t} + r \leq \frac{\alpha + \varepsilon}{t} + r < \frac{r + r}{2} = r, \]

(24)

\[ \| \tilde{y} \| \leq \| \overline{y} \| = \beta < r. \]

That is,

\[ \tilde{x} \in \text{int} B(x_0, r) \subset B(x_0, r), \quad \tilde{y} \in \text{int} B(0, r) \subset B(0, r). \]

We now show that $0 \not\in F_p(\tilde{x})$. Assume to the contrary that $0 \not\in F_p(\tilde{x})$ and then $\tilde{y} \neq 0$. Define the function $\varphi : X \times Y \to \mathbb{R}$ by

\[ \varphi (x', y') := \| y' \| + t \left( \| x' - \overline{x} \| + \eta \| y' - \overline{y} \| \right), \quad \forall (x', y') \in X \times Y. \]

(25)

It follows from (23) that $(\tilde{x}, \tilde{y})$ is a minimum of the function $\varphi + \delta_{\text{gph} F_p}$ on $X \times Y$. Noting that $\tilde{y} \neq 0$, it follows from Lemma 1 that

\[ (0, 0) \in \partial \varphi (\tilde{x}, \tilde{y}) + \partial c \delta_{\text{gph} F_p} (\tilde{x}, \tilde{y}) = 0 \times J (\tilde{y}) + t \left( B_{X^*} \times \eta B_{Y^*} \right) + N_{\text{c}} (\tilde{x}, \tilde{y}); \text{gph} F_p \cdot \]

(26)
Let $x^* := x_2^*/\|y_2^*\|$ and $y^* := -(y_2^*/\|y_2^*\|)$. Then $(x^*, -y^*) \in N^c(\tilde{x}, \tilde{y}; \text{gph} F_\mu)$, and hence $x^* \in D^+_\mu F_\mu(\tilde{x}, \tilde{y})(y^*)$. We observe that $\|y^*\| = 1$ and

$$\|x^*\| = \|x_2^*/y_2^*\| \leq t(1-t\eta)^{-1}. \quad (27)$$

Since $y^*_1 \in J(\tilde{y})$, we have that $\|y_1^*\| = 1$ and $\langle y_1^*, \tilde{y} \rangle = \|\tilde{y}\|$. Furthermore,

$$\|y_2^*\| \cdot \|\tilde{y}\| - \|y_2^*\| \cdot \langle y^*, \tilde{y} \rangle = (\|y_2^*\| - 1) \|\tilde{y}\| + \langle y_2^*, \tilde{y} \rangle \leq t\eta r + \langle y_1^*, \tilde{y} \rangle + \langle y_2^*, \tilde{y} \rangle \leq t\eta r + \|y_1^* + y_2^*\| \cdot \|\tilde{y}\| \leq 2t\eta r. \quad (28)$$

Dividing both sides of the above inequality by $\|y_2^*\|$ gives us that

$$\|\tilde{y}\| - \langle y^*, \tilde{y} \rangle \leq 2t\eta r \cdot \frac{1}{\|y_2^*\|} \leq 2t\eta r(1-t\eta)^{-1}. \quad (29)$$

For any $y' \in F_p(\tilde{x})$, by (20), we have that

$$\|\tilde{y}\| \leq \|y'\| + t\eta \|y'\| + t\eta \|\tilde{y}\|. \quad (30)$$

This implies that

$$\|\tilde{y}\| \leq \frac{1 + t\eta}{1-t\eta} \|y'\|, \quad \forall y' \in F_p(\tilde{x}). \quad (31)$$

Hence,

$$\|\tilde{y}\| \leq \frac{1 + t\eta}{1-t\eta} \text{dist}(0, F_p(\tilde{x})) \quad (32)$$

$$= \text{dist}(0, F_p(\tilde{x})) + \frac{2t\eta}{1-t\eta} \text{dist}(0, F_p(\tilde{x})).$$

Fix any $\delta > 0$; it follows from (27), (29), and (32) that

$$\|x^*\| < t + \delta, \quad y^* \in J_\delta(\tilde{y}), \quad \tilde{y} \in \Pi_\delta(0; F_p(\tilde{x})). \quad (33)$$

when $\eta > 0$ are chosen sufficiently small. Taking $\delta \downarrow 0$ in the above gives us that $\|x^*\| \leq t < \sigma$, which is contrary to condition (ii). Therefore, we have shown that $0 \in F_p(\tilde{x})$; that is, $\tilde{x} \in G(p)$. It follows that

$$\text{dist}(x, G(p)) \leq \|x - \tilde{x}\| \leq \frac{\beta}{t} < \frac{\alpha + \epsilon}{t}. \quad (34)$$

Letting $t \to \sigma$, we obtain that

$$\text{dist}(x, G(p)) \leq \frac{\alpha + \epsilon}{\sigma}. \quad (35)$$

Letting $\epsilon \to 0$, we obtain that

$$\text{dist}(x, G(p)) \leq \frac{\alpha}{\sigma} \leq \text{dist}(0, F(x, p)). \quad (36)$$

**Remark 4.** We obtain the same result with Huy et al. [15, Theorem 3.1] under much weaker coderivative condition. Noting that the proof of Theorem 3 is much simpler than that of [15, Theorem 3.1], similar results presented in [9, Theorem 3.5], [10, Proposition 3.6], [14, Corollary 3.3], and [8, Theorem 3.1] all require the assumption of the inner semicompactness of the metric projection mapping. However, Theorem 3 does not require this assumption. Moreover, we can see from the proof of Theorem 3 that the conclusion of the theorem is still valid, if the topological space $P$ is replaced by a metric space.

**Theorem 5.** Suppose that all the assumptions of Theorem 3 are satisfied. Moreover, assume that

(iii) $F$ is l.s.c. at $(x_0, p_0)$.

Then $G$ is metrically regular around $(x_0, p_0)$ with modulus $1/\sigma$. In fact, there exists a constant $\rho > 0$ such that

$$\text{dist}(x, G(p)) \leq \frac{1}{\sigma} \text{dist}(0, F(x, p)) \quad (37)$$

for all $(x, p) \in B(x_0, \rho) \times B(p_0, \rho)$.

**Proof.** By Theorem 3, for any $\mu \in (0, \min(r, r_0/2)]$, we have

$$\text{dist}(x, G(p)) \leq \frac{1}{\sigma} \text{dist}(0, F(x, p)) \quad (38)$$

for all $(x, p) \in B(x_0, r/2) \times B(p_0, r)$ with $\text{dist}(0, F(x, p)) < \mu$. Clearly, $0 \in F(x_0, p_0) \cap \text{int} B_\mu(0)$. By condition (iii), there exists a constant $\rho_1 > 0$ such that

$$F(x, p) \cap \text{int} B_\mu(0) \neq \emptyset, \quad \forall (x, p) \in B(x_0, \rho_1) \times B(p_0, \rho_1). \quad (39)$$

Hence,

$$\text{dist}(0, F(x, p)) < \mu, \quad \forall (x, p) \in B(x_0, \rho_1) \times B(p_0, \rho_1). \quad (40)$$

Choose a number $\rho \in (0, \min(\rho_1, r/2])$. Then $p$ satisfies the conclusion of Theorem 5. Indeed, for any $(x, p) \in B(x_0, \rho) \times B(p_0, \rho)$, we have $(x, p) \in B(x_0, \rho_1) \times B(p_0, \rho_1)$, and it follows from (40) that $\text{dist}(0, F(x, p)) < \mu$. Moreover, $(x, p) \in B(x_0, r/2) \times B(p_0, r)$. It follows from (38) that $\text{dist}(x, G(p)) \leq (1/\sigma) \text{dist}(0, F(x, p))$.

**Remark 6.** Similar results presented in [7, Theorem 3.2] and [14, Corollary 3.6] are established in terms of Mordukhovich normal coderivative in Asplund spaces. Moreover, [7, Theorem 3.2] and [14, Corollary 3.6] all require the assumption of the inner semicompactness of the metric projection mapping. However, Theorem 5 does not require this assumption.

**Theorem 7.** Suppose that all the assumptions of Theorem 3 are satisfied. Moreover, assume that $P$ is a subset of a normed space and

(iii) there exists a constant $\lambda > 0$ such that

$$F(x, p^i) \cap rB_\gamma \subset F(x, p) + l \|p^i - p\| B_\gamma, \quad (41)$$

$$\forall x \in B(x_0, r), \forall p, p^i \in B(p_0, r).$$

Then $G$ is Lipschitz-like around $(p_0, x_0)$ with modulus $1/\sigma$. 

\[\square\]
Proof. Choose a number \( \mu \in (0, \min\{r, r\sigma/2\}) \). We can assert from Theorem 3 that
\[
dist(x, G(p)) \leq \frac{1}{\sigma} \dist(0, F(x, p)) \tag{42}
\]
for all \((x, p) \in B(x_0, r/2) \times B(p_0, r)\) with \(\dist(0, F(x, p)) < \mu\). Choose a number \( \rho \in (0, r/2) \) with \(2\rho < \mu \). We claim that
\[
G(p') \cap B(x_0, \rho) \subset G(p) + \frac{l}{\sigma} \left\| p' - p \right\| B_X, \quad \forall p', p \in B(p_0, \rho). \tag{43}
\]
Indeed, fix any \( p' \in B(p_0, \rho) \) and any \( x \in G(p') \cap B(x_0, \rho) \). Then we have \( 0 \in F(x, p') \), and it follows from condition (iii) that \( 0 \in F(x, p) + \|p' - p\|B_Y \). Hence,
\[
dist(0, F(x, p)) \leq l \left\| p' - p \right\| \leq l \left( \left\| p' - p_0 \right\| + \|p_0 - p\| \right) \leq 2\rho < \mu. \tag{44}
\]
By (42) and (44), we obtain that
\[
dist(x, G(p)) \leq \frac{1}{\sigma} \dist(0, F(x, p)) \leq \frac{l}{\sigma} \left\| p' - p \right\|. \tag{45}
\]
Therefore,
\[
x \in G(p) + \frac{l}{\sigma} \left\| p' - p \right\| B_X. \tag{46}
\]
It follows that (43) holds. Therefore, \( G \) is Lipschitz-like around \((p_0, x_0)\) with modulus \(l/\sigma\).

Remark 8. We obtain the same result with Huy et al. [15, Theorem 3.2] under much weaker coderivative condition. Similar results presented in [9, Theorem 3.5], [10, Corollary 3.9], [7, Theorem 3.3], and [14, Corollary 3.10] all require the assumption of the inner semicompactness of the metric projection mapping. However, Theorem 7 does not require this assumption. Similar result presented in [12, Theorem 3.1] does not require the assumption of the inner semicompactness of the metric projection mapping, but it is established in terms of Fréchet coderivative in Asplund spaces.

**Theorem 9.** Suppose that all the assumptions of Theorem 3 are satisfied. Moreover, assume that

(iii) for any \((x, p) \in B(x_0, r) \times B(p_0, r)\), the multifunction \( F(x, \cdot) \) is l.s.c. at \( p \).

Then there exists a constant \( s \in (0, r) \) such that the multifunction \( G : P \rightrightarrows X \) defined by
\[
G(p) := G(p) \cap \text{int} B(x_0, r) \tag{47}
\]
is nonempty and l.s.c. on \( B(p_0, s) \).

Proof. Since \( 0 \in F(x_0, p_0) \), by condition (iii), there exists a constant \( p > 0 \) such that
\[
F(x_0, p) \cap \text{int} B(0, \min\{r, r\sigma\}) \neq \emptyset, \quad \forall p \in B(p_0, p). \tag{48}
\]
Hence,
\[
dist(0, F(x_0, p)) < \min\{r, r\sigma\}, \quad \forall p \in B(p_0, p). \tag{49}
\]
Choose a number \( s \in (0, \min\{r, \rho\}) \). We show that \( s \) satisfies the conclusion of Theorem 9.

(a) Fix any \( p \in B(p_0, s) \). We prove that \( \overline{G}(p) \) is nonempty. Define the function \( f_p : X \times Y \rightarrow \mathbb{R} \) by
\[
f_p(x, y) := \left\| y \right\| + \delta_{\text{gph} F_p}(x, y), \quad \forall (x, y) \in X \times Y. \tag{50}
\]
We claim that \( f_p \) is l.s.c. on \( X \times Y \) due to condition (i). If \( f_p(x_0, 0) = 0 \), then \( 0 \in F_p(x_0) \), and hence \( x_0 \in G(p) \). It follows that \( x_0 \in G(p) \cap \text{int} B(x_0, r) \). That is, \( G\overline{G}(p) \neq \emptyset \). If \( f_p(x_0, 0) \neq 0 \), then \( 0 \notin F_p(x_0) \), and hence \( \dist(0, F(x_0, p)) > 0 \). We may assume that \( \alpha := \dist(0, F(x_0, p)) \), where \( 0 < \alpha < \min\{r, r\sigma\} \).

For each \( \varepsilon \in (0, r - \alpha) \) with \((\alpha + \varepsilon)/r < \sigma\), by the definition of the distance function, there exists \( \overline{y} \in F_p(x_0, \varepsilon) \) such that \( \left\| y \right\| < \alpha + \varepsilon < r \). Let \( \beta := f_p(x_0, \overline{y}) = \left\| \overline{y} \right\|\). Fix any \( t \in ((\alpha + \varepsilon)/r, \sigma) \). We see that
\[
f_p(x_0, \overline{y}) = t \cdot \frac{\beta}{t}. \tag{51}
\]
Clearly,
\[
f_p(x_0, \overline{y}) \leq \inf_{(x, y) \in X \times Y} f_p(x, y) + t \cdot \frac{\beta}{t}. \tag{52}
\]
Applying the Ekeland variational principle via the new norm \( \| (x, y) \|_\eta := \| x \| + \eta \| y \| \) in the product space \( X \times Y \) for some \( 0 < \eta < 1/\sigma \) allows us to find \((\overline{x}, \overline{y}) \in X \times Y \) such that
\[
f_p(\overline{x}, \overline{y}) \leq f_p(x_0, \overline{y}), \quad \left\| \overline{x} - x_0 \right\|_\eta \leq \frac{\beta}{t}, \tag{53}
\]
\[
f_p(\overline{x}, \overline{y}) \leq f_p(x, y) + t \left( \left\| x - \overline{x} \right\|_\eta + \eta \left\| y - \overline{y} \right\| \right) + \delta_{\text{gph} F_p}(x, y), \quad \forall (x, y) \in X \times Y. \tag{54}
\]
This implies that \((\overline{x}, \overline{y}) \in \text{gph} F_p\),
\[
\left\| \overline{y} \right\| \leq \left\| \overline{y} \right\|, \quad \left\| \overline{x} - x_0 \right\|_\eta \leq \frac{\beta}{t}, \tag{54}
\]
\[
\left\| \overline{y} \right\| \leq \left\| y \right\| + t \left( \left\| x - \overline{x} \right\|_\eta + \eta \left\| y - \overline{y} \right\| \right) + \delta_{\text{gph} F_p}(x, y), \quad \forall (x, y) \in X \times Y. \tag{55}
\]
Furthermore,
\[
\left\| \overline{x} - x_0 \right\| \leq \frac{\beta}{t} < \frac{\alpha + \varepsilon}{r} < r, \quad \left\| \overline{y} \right\| \leq \left\| \overline{y} \right\| < r. \tag{56}
\]
That is,
\[
\overline{x} \in \text{int} B(x_0, r) \subset B(x_0, r), \quad \overline{y} \in \text{int} B(0, r) \subset B(0, r). \tag{57}
\]
We now show that $0 \in F_p(\bar{x})$. Assume to the contrary that $0 \notin F_p(\bar{x})$ and then $\bar{y} \neq 0$. Define the function $\varphi : X \times Y \to R$ by
\[
\varphi(x, y) := \|x\| + t(\|x - \bar{x}\| + \eta \|y - \bar{y}\|), \\
\forall (x, y) \in X \times Y.
\]
(58)

It follows from (55) that $(\bar{x}, \bar{y})$ is a minimum of the function $\varphi + \delta_{\text{gph}F_p}$ on $X \times Y$. Arguing as in Theorem 3, we can deduce a contradiction with condition (ii). Therefore, we have shown that $0 \in F_p(\bar{x})$; that is, $\bar{x} \in G(p)$. It follows from (57) that $\bar{G}(p) \neq 0$.

(b) Fix any $p \in B(p_0, s)$. We prove that $\bar{G}$ is l.s.c. at $p$. It suffices to show that, for any $x \in \bar{G}(p)$ and any $\varepsilon > 0$, there exists a constant $t > 0$ such that
\[
\bar{G}(p') \cap B(x, \eta) \neq \emptyset, \quad \forall p' \in B(p, t).
\]
(59)

Since $x \in \bar{G}(p)$, we have that $0 \in F(x, p)$ and $x \in \text{int } B(x_0, r)$. Choose a number $\eta \in (0, \varepsilon)$ such that $B(x, \eta) \subset B(x_0, r)$ and $B(p, \eta) \subset B(p_0, r)$. Arguing as above for the pair $(x, p)$ in the place of $(x_0, p_0)$, the constant $\eta$ in the place of $r$, and the ball $B(x, \eta)$, $B(0, \eta)$, and $B(p, \eta)$ in the place of $B(x_0, r)$, $B(0, r)$, and $B(p_0, r)$, respectively, we find a constant $t \in (0, \eta)$ such that
\[
\bar{G}(p') \cap B(x, \eta) \neq \emptyset, \quad \forall p' \in B(p, t).
\]
(60)

Since $\text{int } B(x, \eta) \subset B(x_0, r) \cap \text{int } B(x', r)$, from (60) we get
\[
\bar{G}(p') \cap \text{int } B(x, r) \cap \text{int } B(x, \eta) \neq \emptyset, \quad \forall p' \in B(p, t).
\]
(61)

That is,
\[
\bar{G}(p') \cap \text{int } B(x, \eta) \neq \emptyset, \quad \forall p' \in B(p, t).
\]
(62)

Remark 10. Similar results presented in [7, Theorem 3.1] and [14, Theorem 3.12] are established in terms of Mordukhovich normal coderivative in Asplund spaces. Moreover, [7, Theorem 3.1] and [14, Theorem 3.12] all require the assumption of the inner semicompactness of the metric projection mapping. However, Theorem 9 does not require this assumption.

Corollary 11. Let $X$ and $P$ be Banach spaces, $\Phi : X \rightrightarrows P$ a multifunction, and $(x_0, p_0) \in X \times P$ a pair with $p_0 \in \Phi(x_0)$. Suppose that $\Phi$ is closed and that there exist constants $r > 0$ and $\sigma > 0$ such that, for any $\delta > 0$ and any $(x, p) \in B(x_0, r) \times B(p_0, r)$ with $p \notin \Phi(x)$,
\[
\sigma \leq \liminf_{\delta \downarrow 0} \left\| x^* : x^* \in D_p^* \Phi(x, y + p)(y^*) \right\|, \\
y \in \Pi_0 (0; \Phi(x) - p) \cap B(0, r), y^* \in J_\delta (y),
\]
(63)

where $\Pi_0 (0; \Phi(x) - p) := \{ y \in \Phi(x) - p : \| y \| \leq \text{dist}(0, \Phi(x) - p) + \delta \}$ and $J_\delta (y) := \{ y^* \in S_Y : \| y \| - \{ y^*, y \} \leq \delta \}$.

Then one has the following:

(a) there exists a constant $\rho_1 > 0$ such that, for any $\tau \in (0, \rho_1)$, $B(p_0, \rho_1) \subset \Phi(B(x_0, \tau));$

(b) there exist constants $\mu > 0$ and $\rho_2 > 0$ such that
\[
\text{dist}(x, \Phi^{-1}(p)) \leq \frac{1}{\sigma} \text{dist}(p, \Phi(x))
\]
(64)

for all $(x, p) \in B(x_0, \rho_2) \times B(p_0, \rho_2)$ satisfying $\text{dist}(p, \Phi(x)) \leq \mu$;

(c) $\Phi^{-1}$ is Lipschitz-like around $(p_0, x_0)$ with modulus $1/\sigma$;

(d) there exists a constant $s \in (0, r)$ such that the multifunction $\overline{G} : P \rightrightarrows X$ defined by
\[
\overline{G}(p) := \Phi^{-1}(p) \cap \text{int } B(x_0, r)
\]
(65)

is nonempty and l.s.c. on $B(p_0, s)$.

Proof. Put $Y := P$. Define $F : X \times P \rightrightarrows Y$ and $G : P \rightrightarrows X$ by
\[
F(x, p) := \Phi(x) - p, \quad \forall (x, p) \in X \times P, \\
G(p) := \{ x \in X : 0 \notin F(x, p) \}, \quad \forall p \in P,
\]
(66)

respectively. Obviously, $G(p) = \{ x \in X : p \in \Phi(x) \} = \Phi^{-1}(p)$. It is easy to see that all the assumptions of Theorem 3 are satisfied. Indeed, $p_0 \in \Phi(x_0)$ implies that $0 \in F(x_0, p_0)$. Denote $F_p(x) := F(., p)$. We observe that $\text{gph}F_p = \text{gph}\Phi - (0, p)$ and $\forall p \in P$. Since $\Phi$ is closed, we have that $F_p$ is closed for all $p \in P$. It follows that condition (i) of Theorem 3 is satisfied. Furthermore, we can prove that $T_{\varepsilon}((x, y); \text{gph}F_p) = T_{\varepsilon}((x, y + p); \text{gph}\Phi)$, and it follows that $N_{\varepsilon}((x, y); \text{gph}F_p) = N_{\varepsilon}((x, y + p); \text{gph}\Phi)$. Hence, $x^* \in D_p^* \Phi(x, y + p)(y^*) \Leftrightarrow x^* \in D_p^* \Phi(x, y + p)(y^*)$. Then condition (ii) of Theorem 3 is satisfied.

Fix any $\mu \in (0, \min[r, r/2])$. By Theorem 3, we have
\[
\text{dist}(x, \Phi^{-1}(p)) \leq \frac{1}{\sigma} \text{dist}(p, \Phi(x))
\]
(67)

for all $(x, p) \in B(x_0, r/2) \times B(p_0, r)$ with $\text{dist}(p, \Phi(x)) < \mu$. We now prove the conclusions of the corollary.

(a) Choose a number $\rho_1 \in (0, \mu/\sigma)$. Let $\tau \in (0, \rho_1]$. Take arbitrary $p \in B(p_0, \tau)$. Clearly, $p \in B(p_0, \rho_1) \subset B(p_0, \mu) \subset B(p_0, r)$. Since $p_0 \in \Phi(x_0)$, we have that $\text{dist}(p, \Phi(x_0)) \leq \| p - p_0 \| < \mu$. It follows from (67) that
\[
\text{dist}(x_0, \Phi^{-1}(p)) \leq \frac{1}{\sigma} \text{dist}(p, \Phi(x_0))
\]
\[
\leq \frac{\| p - p_0 \|}{\sigma} \leq \tau.
\]
(68)

Hence, $B(p_0, \tau) \subset \Phi(B(x_0, \tau))$. 

(b) Take any $\rho_2 \in (0, (r/2)]$. We can get the conclusion immediately from (67).

(c) Clearly, $\Phi(x) - p' \subset \Phi(x) - p + [p' - p]B_Y$. We can verify that condition (iii) of Theorem 7 holds for $F$ with modulus $l = 1$. The conclusion follows immediately from Theorem 7.

(d) Clearly, for any $(x, p) \in B(x_0, r) \times B(p_0, r)$, the multifunction $F(x, \cdot)$ is l.s.c. at $p$. The conclusion follows immediately from Theorem 9.

Remark 12. We obtain the same result with Huy et al. [15, Corollary 3.1] under much weaker coderivative condition. Similar results presented in [10, Corollary 3.10] are established in terms of Mordukhovich normal coderivative in Asplund spaces. Moreover, [10, Corollary 3.10] requires the assumption of the inner semicompactness of the metric projection mapping. However, Corollary II does not require this assumption.
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