An important branch of nonlinear analysis theory, applied in the study of nonlinear phenomena, in engineering, physics, and life sciences, is related to the existence of fixed points of nonlinear mappings, to the approximation of fixed points of nonlinear operators and of zeros of nonlinear operators, and to the approximation of solutions of variational inequalities. This special issue is focused on the latest achievements on these topics and the related applications.

The aim is to present newest and extended coverage of the fundamental ideas, concepts, and important results on the topics as follows: (i) new iterative schemes to approximate fixed points of nonlinear mappings, common fixed points of nonlinear mappings, or semigroups of nonlinear mappings, (ii) iterative approximations of zeros of accretive-type operators, (iii) iterative approximations of solutions of variational inequalities problems or split feasibility problems and applications, (iv) optimization problems and their algorithmic approaches, (v) methods for the global continuation of fixed point curves in engineering problems, and (vi) fixed point of nonlinear operators in cone metric spaces with applications and fixed points of nonlinear operators in ordered metric spaces with applications.

We invited the authors to present their original articles that will stimulate the continuing efforts in developing new results in the previously mentioned areas.

F. Zhang et al. introduce a new iterative scheme for finding a common fixed point of two countable families of multivalued quasi-nonexpansive mappings and prove a weak convergence theorem under the suitable control conditions in a uniformly convex Banach space.

S. M. Kang et al. establish the strong convergence for the hybrid S-iterative scheme associated with nonexpansive and Lipschitz strongly pseudocontractive mappings in Banach spaces.

R. Wangkeeree and P. Yimmuang first consider an auxiliary problem for the generalized mixed vector equilibrium problem with a relaxed monotone mapping and prove the existence and uniqueness of the solution for the auxiliary problem. Then they introduce a new iterative scheme for approximating a common element of the set of solutions of a generalized mixed vector equilibrium problem with a relaxed monotone mapping and the set of common fixed points of a countable family of nonexpansive mappings.

Y. Tang et al. prove strong convergence theorems for a common element of the set of fixed points of a finite family of pseudocontractive mappings and the set of solutions of a finite family of monotone mappings. The common element is the unique solution of a certain variational inequality.

L.-C. Ceng et al. introduce a new relaxed viscosity approximation method with regularization and prove the strong convergence of the method to a common fixed point of finitely many nonexpansive mappings and a strict pseudo-contraction that also solves a convex minimization problem and a suitable equilibrium problem.

Recently, S. Takahashi and W. Takahashi proposed an iterative algorithm for finding common solutions of generalized equilibrium problems governed by inverse strongly monotone mappings and of fixed points problems for nonexpansive mappings. H. Zhang and F. Wang provide a result that
allows for the removal of one condition ensuring the strong convergence of the algorithm.

S. Cao introduces and analyzes the viscosity approximation algorithm for solving the split common fixed point problem for the strictly pseudononspreading mappings in Hilbert spaces.

Y. Wang presents a viscosity method for hierarchical fixed point problems to solve variational inequalities, where the involved mappings are nonexpansive nonself-mappings.

H. Zegeye and N. Shahzad introduce an iterative process which strongly converges to a common fixed point of a finite family of uniformly continuous asymptotically $k_i$-strict pseudocontractive mappings in the intermediate sense for $i = 1, 2, \ldots, N$.

C.-X. Li et al. present some comparison theorems for the spectral radius of double splittings of different matrices under suitable conditions, which are superior to the corresponding results in the recent papers.

P. Duan proposes an implicit iterative scheme and an explicit iterative scheme for finding a common element of the set of solutions of system of equilibrium problems and a constrained convex minimization problem by the general iterative methods in Hilbert spaces.

H. Sun and Z. Xue demonstrate that the proof of main theorem of B. E. Rhoades and Stefan M. Soltuz in J. Math. Anal. Appl. 283 (2003), 681–688, is incorrect. The authors provide the correct version of this result concerning the equivalence between the convergences of Ishikawa and Mann iterations for uniformly $L$-Lipschitzian asymptotically pseudocontractive maps.

S. M. Kang et al. study the convergence of implicit Picard iterative sequences for strongly accretive and strongly pseudocontractive mappings.

G. Chiaselotti et al. use a discrete dynamical model with three evolution rules in order to analyze the structure of a partially ordered set of signed integer partitions whose main properties are actually not known. This model is related to the study of some extremal combinatorial sum problems.

Applying the Taylor and multiplication rule of two generalized polynomials, H.-K. Liu develops a series solution of linear homogeneous $q$-difference equations.

X. Mu and Y. Zhang, among the others, present a rank-two feasible direction algorithm based on the semidefinite programming relaxation of the binary quadratic programming. The proposed algorithm restricts the rank of matrix variable to be two in the semidefinite programming relaxation and yields a quadratic objective function with simple quadratic constraints. Moreover a feasible direction algorithm is used to solve the nonlinear programming and the convergent analysis and time complexity of the method is given.

M. De la Sen investigates the limit properties of distances and the existence and uniqueness of fixed points, best proximity points, and existence and uniqueness of limit cycles, to which the iterated sequences converge, and of single-valued, and so-called, contractive precyclic self-mappings.

X.-F. Zhang et al. propose three kinds of preconditioners to accelerate the generalizes least squares problem. The convergence and comparison results are also obtained.

L. Bergamaschi and A. Martinez propose a parallel preconditioner for the Newton method in the computation of the leftmost eigenpairs of large and sparse symmetric positive definite matrices.

J. Park et al. apply a numerical procedure introduced by Choi and Jang in 2012 for the numerical analyzing of static deflection of an infinite beam on a nonlinear elastic foundation.

G. Chiaselotti et al. introduce the concept of fundamental sequence for a finite graded poset $X$ which is also a discrete dynamical model.

J. Iqbal and M. Arif study symmetric successive over-relaxation (SSOR) method for absolute complementarity problems.
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