Macroscopic Traffic State Estimation: Understanding Traffic Sensing Data-Based Estimation Errors
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Traffic state estimation is a crucial element in traffic management systems and in providing traffic information to road users. In this article, we evaluate traffic sensing data-based estimation error characteristics in macroscopic traffic state estimation. We consider two types of sensing data, that is, loop-detector data and probe speed data. These data are used to estimate the mean speed in a discrete space-time mesh. We assume that there are no errors in the sensing data. This allows us to study the errors resulting from the differences in characteristics between the sensing data and desired estimate together with the incomplete description of the relation between the two. The aim of the study is to evaluate the dependency of this estimation error on the traffic conditions and sensing data characteristics. For this purpose, we use microscopic traffic simulation, where we compare the estimates with the ground truth using Edie's definitions. The study exposes a relation between the error distribution characteristics and traffic conditions. Furthermore, we find that it is important to account for the correlation between individual probe data-based estimation errors. Knowledge related to these estimation errors contributes to making better use of the available sensing data in traffic state estimation.

1. Introduction

Traffic state estimation is an important element in traffic management applications and traffic information services. The traffic state can be described on different levels [1]. The microscopic traffic state describes the traffic on an individual vehicle level, thus using the time and space headways and individual vehicle speed. The macroscopic traffic state describes the traffic flow conditions using the mean speed, density, and flow.

In traffic state estimation, different types of information can be used. Traffic sensing data is collected via different kind of sensors, for example, loop-detectors [2, 3] and mobile phones (probes) [4, 5]. In addition to sensing data, information related to the traffic dynamics is captured in the form of traffic flow models, for example, the LWR model [6, 7]. Traffic flow models are based on physical laws and historical data. These information types, thus sensing data and traffic flow models, allow us to estimate the traffic state. The difference between the true and estimated traffic states is denoted as the estimation error. In this research, the focus is put on these estimation errors.

It is valuable to have information related to the estimation errors for applications of the related estimates. For instance, in traffic state estimation, different types of information, for example, traffic sensing data-based estimates and traffic flow model-based prediction, can be fused. Examples of such applications are [3–5, 8]. These applications all consider (amongst others) a variant of the Kalman Filter (KF) [9] for information fusion. KFs assume Gaussian distributed errors with a to-be-defined (co)variance. Alternatively, a Particle Filter (PF) [10] can be used for information fusion, in which we are free to define any type of expected error distribution. In the provided references related to the KF, the researchers all assume constant error variances related to the data-based, that is, loop-detector, or probe data-based estimates. They thus do not assume any dependency of the error characteristics on features such as the traffic conditions or varying sensing data characteristics. In addition to information fusion, information related to estimation or...
prediction errors can also have a more direct value for road users. For instance, in travel time prediction, a probability function can be provided instead of a single expected value [11]. This may be valuable for routing advise, as the travel time variability may negatively influence the attractiveness of certain routes.

In this research, the following way of thinking is considered. If we have knowledge related to the relation between estimation error characteristics and potentially observable features, we may improve our understanding of the error characteristics related to an estimate. Examples of potentially observable features are traffic conditions and sensing data characteristics. Improved understanding of the estimation error characteristics is valuable in the applications discussed above, for example, traffic state estimation using a variant of the KL [3, 4, 8].

The objective of this research is to expose the dependency of traffic sensing data-based estimation errors on traffic conditions and sensing data characteristics. We define traffic sensing data-based estimation as the estimation of a desired output based on traffic sensing data. Both the sensing data as the desired output have specific characteristics, for example, type of variable and spatial/temporal characteristics. If these differ, we have to make assumptions to describe the relation between the two. In this research, we estimate the mean speed in discrete time and space; that is, time is discretized in periods and space in cells (road segments), similar to [3, 4, 8, 12, 13]. The properties of the traffic sensing data-type we consider, that is, loop-detector data and probe speed data, are based on existing research [4, 14].

This research focuses on specific combinations of traffic sensing data and estimation output. The findings can be used for applications which consider similar data-types and estimation output. However, more generally, we opt to show that the estimation error characteristics can depend on the traffic conditions and (varying) sensing data characteristics. Any application that requires defining the estimation error characteristics, for example, information fusion using a KF, can take this into account. However, depending on the specific application, this may require extra research.

In this article, we first describe the (macroscopic) traffic conditions within a discrete space-time mesh. Next, we discuss traffic sensing data-based traffic state estimation and our focus related to this topic. After describing the conducted experiments, we present and discuss the results. Finally, the conclusions of this research are presented.

2. Variables Used to Describe the Traffic Conditions

The traffic conditions can be described as a function of space \( x \) and time \( t \). For computational reasons, it is valuable to consider the traffic conditions in discretized space and time [15]. To discretize the space \( x \), the road stretch is subdivided into \( I \) cells, where \( i \) and \( \Delta_i \), respectively, denote the cell number and length of cell \( i \). The number of lanes within \( i \) is given by \( \lambda_i \). Furthermore, time \( t \) is discretized in time periods with duration \( T \), which are denoted by \( p = 1, \ldots, P \). Each combination of \( i \) and \( p \) corresponds to a discrete area in the space-time domain. In this discrete space-time mesh, the macroscopic traffic variables mean speed, flow, and density are, respectively, denoted by \( u(i, p) \), \( q(i, p) \), and \( \rho(i, p) \).

In the literature, different methodologies are proposed to calculate the macroscopic variables in a discrete space-time mesh based on the microscopic variables. For instance, Wang and Papageorgiou [3] propose calculating each variable independently based on the downstream (flow) and end-of-period (mean speed and density) conditions. Alternatively, Edie [16] proposed a generalized formulation of the macroscopic variables. In this research, we follow Edie’s formulation as it considers the conditions over the entire space-time area instead of only the end-of-period and downstream boundary conditions.

In traffic state estimation in a discrete space-time mesh, homogeneous conditions (defined as constant over space) and stationary conditions (defined as constant over time) are often assumed [8]. Different vehicle classes (e.g., passenger cars and trucks) can coexist in homogeneous and stationary conditions, namely, if the conditions within these classes are homogeneous and stationary.

Assumptions related to homogeneity and stationarity can be important when applying a traffic flow model. For instance, the Cell Transmission Model (CTM) [12, 13] assumes a constant cell outflow during the entire period \( p \). It is, however, also important in sensing data-based estimation. In nonhomogeneous conditions, a loop-detector placed at the upstream cell boundary may observe different traffic conditions than one placed at the downstream boundary. If the conditions are homogeneous, both loop-detectors observe the same conditions and a loop-detector placed at any location within the cell is representative for the conditions in the entire cell. Furthermore, the variation in individual vehicle speeds \( \nu \) can increase when the traffic conditions are nonhomogeneous and nonstationary. This can lead to a larger estimation uncertainty when estimating the traffic conditions based on individual probe speeds.

In reality, traffic is nonhomogeneous and nonstationary [17]. Such traffic conditions can still be expressed in the macroscopic traffic flow variables, but these variables may be incapable of uniquely describing the traffic conditions. For instance, in terms of the (traditional) macroscopic variables, an area in which vehicles are decelerating due to downstream congestion (jam inflow) and in which vehicles are accelerating when leaving a jam may be the same, while in reality the conditions differ.

To capture the conditions that are nonhomogeneous or nonstationary, extra traffic variables can be used. In this research, we add a single extra traffic variable related to the nonhomogeneity of traffic, that is, the change in speed over space. Although it is possible to add more variables, adding this single variable suffices for the analysis conducted in our experiments.

3. Sensing Data-Based Mean Speed Estimation

The explanation of sensing data-based mean speed estimation is split into three parts. First, we discuss the traffic sensing data considered in this research. Second, the estimation
approach to obtain the mean speed from the sensing data is presented. And third, we discuss how the estimation error distribution can be described.

3.1. Traffic Sensing Data Characteristics. Seo [18] states that we can regard traffic data collection as a special case of traffic state estimation. In the procedure to obtain traffic data from raw sensor signals, exogenous assumptions are required. In this research, the starting point is traffic sensing data. We assume that these data do not contain errors. This assumption allows us to study the errors induced due to differences between the sensing data characteristics and desired estimate characteristics and incomplete description of the relation between the two.

We consider two types of traffic sensing data, that is, loop-detector data and probe speed data. The characteristics of the loop-detector data are based on the loop-detector data available in Netherlands, that is, lane-specific one-minute aggregated (time-mean) speeds \( u_j^l \) and flows \( q_l \) [14]. Following [3], the loop-detectors are located at the downstream boundary of discrete road segments. In line with [4, 5], we consider instantaneous individual vehicle speeds from probe vehicles, that is, \( v_n \), where \( n \) describes the vehicle's ID. It is assumed that the probes are observed at the end of each period. These data can be collected from GPS-enabled mobile phones and navigation systems.

3.2. Estimation Approach. The desired estimation output has specific characteristics, that is, variable type and spatial/temporal characteristics. In this research, we estimate the mean speed \( u(i,p) \) and period \( p \), that is, \( u(i,p) \). This desired output is estimated based on the two traffic sensing data-types discussed above.

The traffic sensing data (partly) and desired output differ in terms of variable type and spatial/temporal characteristics. Therefore, we have to define models to estimate \( u(i,p) \) based on the sensing data. The models used in this research are taken from prior research, that is, [4, 14].

The loop-detector data and probe speed data-based estimates are, respectively, denoted as \( \bar{u}_{id} \) and \( \bar{u}_{probe} \). Based on the loop-detector data, the speed is estimated by taking the weighted harmonic mean of the lane-specific speeds [14]. Here, we consider the loop-detector data which relates to the cell and period for which \( u \) is estimated.

\[
\bar{u}_{id} = \frac{\sum_{l=1}^{L} q_l}{\sum_{l=1}^{L} (q_l/u_j^l)}, \quad (1)
\]

We consider the mean \( v_n \) of the \( j \) number of vehicles observed in a specific cell and period as the probe data-based \( u \) estimate, that is, \( \bar{u}_{probe} [4] \).

\[
\bar{u}_{probe} = \frac{1}{j} \sum_{n=1}^{j} v_n \quad (2)
\]

3.3. Estimation Error Distribution. The traffic sensing data-based estimates may differ from the true \( u(i,p) \). We denote this difference as the sensing data-based estimation error. The characteristics of these errors may be described using the error distribution.

We describe the estimation error distribution using four statistics, namely, the mean, variance, skewness, and kurtosis. The mean, variance, skewness, and kurtosis, respectively, relate to the first, second, third, and fourth standardized moments of a distribution [19]. The skewness addresses the symmetry of a distribution and the kurtosis provides information related to the peakedness or alternatively the “fat tails” of a distribution [19]. For perfect Gaussian distribution, the skewness and kurtosis are, respectively, equal to 0 and 3. By means of the Jarque-Bera (JB) test [20], we can test for normality. The null hypothesis of the JB test is normality.

4. Experimental Set-Up

The objective of the experiments is to expose the characteristics of the data-based mean speed estimation errors. In this section, we discuss the data used in this research and explain the conducted experiments.

4.1. Data Collection. In this research, we consider synthesized data collected using the microscopic simulation program FOSIM. The microscopic models and calibration used in FOSIM are described in [21]. Furthermore, it is validated for Dutch freeways [22, 23]. FOSIM allows us to retrieve trajectory data for each individual vehicle. The trajectory data are used for two purposes. Firstly, we construct the traffic sensing data, that is, loop-detector data and probe speed data, with the characteristics described in the previous section. Secondly, we construct the ground truth, as will be explained below. Combined, these allow us to obtain the traffic sensing data-based estimation errors and evaluate their characteristics.

Real trajectory datasets are scarce and are often limited in terms of spatial and temporal coverage. For instance, the NGSIM [24] trajectory dataset covers a study area of approximately 640 m for a 45-minute period. FOSIM allows us to simulate traffic for a much larger spatial and temporal coverage.

We consider a schematized road stretch of the Dutch A13 freeway from the Hague to Rotterdam which has a speed limit of 100 km/h in our experiments. The length of the road stretch is 13,878 m, with five on-ramps and four off-ramps. The road is discretized in 24 cells with lengths ranging from 520 to 770 m. We consider a two-hour time domain which is discretized into periods of 15 seconds: \( T = 15/3600 \) h. This discretization is based on the approach followed by [3]. The road layout and the traffic conditions in terms of \( u \) and \( p \) are shown in Figure 1. Within this space-time domain, two standing queues are observed.

4.2. Ground Truth. The ground truth is important to describe the true traffic conditions in a discrete area in the space-time domain and determine the estimation errors by comparing the data-based estimates with the ground truth. As explained before, we describe the macroscopic traffic conditions by four variables, namely, the mean speed, density, flow, and
change in speed over space. The former three variables are determined using [16] generalized formulation.

\[ \rho = \frac{\sum r_n}{\Delta T}, \]
\[ q = \frac{\sum d_n}{\Delta T}, \]  
\[ u = \frac{q}{\rho}, \]  

(3)

where the time spent and distance traveled by vehicle \( n \) within the space-time area are, respectively, denoted by \( r_n \) and \( d_n \).

The change in speed over space is obtained by performing an OLS regression over the end-of-period individual vehicle speeds. For this purpose, we consider the following equation:

\[ v_n = \theta_0 + \theta_1 x_n. \]  

The change in speed over space is captured in \( \theta_1 \).

Given the ground truth \( u \) and data-based estimate \( \tilde{u} \), the estimation error \( \eta \) can be determined:

\[ \eta = u - \tilde{u}. \]  

(4)

4.3. Evaluation of Estimation Error Characteristics. In this research, we evaluate the dependency of loop-detector and probe data-based estimation error distributions on the traffic conditions. Here, the probe data-based estimates are based on individual probe observations. In reality, we may have multiple probe observations for a given combination of cell and period. Therefore, we will also consider the dependency of the probe data-based estimation error characteristics on the observed fraction of the traffic flow. This sensing dataset characteristic is denoted by the number of probe observations.

4.3.1. Dependency on Traffic Conditions. The traffic conditions can be described using the traffic flow variables. The estimation errors may be directly explained based on the traffic flow variables using, for instance, linear regression. Problems with this approach are that the explanatory variables are correlated (as described by fundamental diagrams, e.g., [25]) and nonlinear relations may exist between the explanatory and dependent variables. Instead of considering the traffic flow variables as independent variables, we want to identify the different traffic conditions in the considered dataset based on the combination of these variables. For this purpose, the true traffic conditions are grouped into a discrete number of clusters using the \( K \)-means clustering algorithm. Next, the estimation error characteristics of the observations assigned to each cluster can be described. This approach allows us to get an insight into the dependency of the estimation errors on the traffic conditions.

Using the \( K \)-means clustering algorithm [26], each area in time and space is assigned to one of the defined \( K \) number of clusters based on the traffic conditions. These conditions are described by three variables, namely, the mean speed \( u \), density \( \rho \), and change in individual vehicle speeds over space \( \partial v / \partial x \). The vector \( \varphi^{(1)} \) contains these three variables.
for observation $o$, where $o$ relates to a single area in space-time domain $u$. The macroscopic traffic variable flow $q$ is left out because $u$ and $q$ combined contain this information, that is, $q = pu$, and in contrast to $q$ are able to uniquely describe the homogeneous and stationary traffic conditions.

$K$-Means clustering follows an iterative procedure to minimize a cost function $J_{\text{cost}}$. This iterative procedure is susceptible to local optima. This means that the algorithm can converge to different solutions. To overcome this problem, the algorithm is applied 10 times and the solution with the lowest cost $J_{\text{cost}}$ is selected.

We consider the cost function given by (5). This function considers the mean squared difference between the individual observations $z^{(o)}$ and centroid of the assigned cluster $\mu_{c(o)}$ for the total number of observations $m$. Here, the cluster centroid $\mu_{c(o)}$ is defined as the mean values for each variable of all observations assigned to cluster $c$.\[ J_{\text{cost}} = \frac{1}{m} \sum_{o=1}^{m} \left\| z^{(o)} - \mu_{c(o)} \right\|^2, \] (5)

Before applying the clustering algorithm, the explanatory variables (features) are scaled. If feature scaling is not applied, it is possible that features with larger absolute difference will dominate the clustering. Therefore, for each feature, the $z$-scores are considered. The $z$-score of an observation is equal to the difference between the observation and the mean of all observations divided by the standard deviation of all observations.

To find the optimal $K$, we plot $J_{\text{cost}}$ as a function of $K$. Increasing $K$ will decrease the cost, since a more refined clustering is possible. However, this plot allows us to visually compare benefits in terms of $J_{\text{cost}}$ of adding more clusters. The optimal $K$ is selected by searching for a kink, which is referred to as the elbow, in the plot. Up till this point, adding a cluster yields a relatively large benefit and thus a decrease in $J_{\text{cost}}$, while the added value of increasing the number of clusters is limited. Therefore, the selected number of clusters is at the location of the elbow. This selection procedure is subjective as we have to define what is a kink and what is not. Therefore, it is also important to interpret the cluster characteristics and see if they make sense. As will be shown in the results, the selection procedure works well in our application.

After each observation has been assigned to a cluster, the estimation error distribution characteristics can be determined per cluster. We are specifically interested in the differences between clusters. Here, the cluster characteristics, as described by the cluster centroids, can be compared with the error characteristics, as described by the error statistics.

We assume that the loop-detectors are located at the downstream boundary of each road segment. Based on these data, a single $u$ estimate is obtained for each combination of $i$ and $p, \{i, p\}$. Furthermore, in this part of the research, we consider every possible individual probe data-based speed estimate. The number of vehicles on road segment $i$ in period $p$ is defined as $N(i, p)$. Therefore, for each combination of $\{i, p\}$, one loop-detector and $N(i, p)$ probe data-based estimates are obtained.

4.3.2. Dependency on Observed Fraction of the Traffic Flow. The probe data-based estimate (see (2)) and thus the probe data-based estimation error depend on the number of probe observations $j$. We are interested in the effect of $j$ on estimation error characteristics. Here, we focus on the estimation error variance, as this is an important feature in traffic state estimation methodologies, which apply a KF and were discussed in Introduction, that is, [3–5, 8].

Models to Explain Probe Data-Based Estimation Error Variance. We will compare two models that describe the influence of the number of probe observations $j$ on the estimation error variance. The difference between these models relates to the expected correlation between estimation errors of individual probe observations.

The first model assumes that individual probe data-based estimates have the same error variance and the estimation errors are not correlated. In contrast, the second model does assume that there is a correlation between the individual estimation errors. The rationale behind the second model is as follows. The mean speed is dependent on the speeds of all vehicles within the considered area in space-time. In this case, the difference between an individual vehicle speed $v_n$ of vehicle $n$ and the mean speed $u$, that is, the estimation error, is expected to be correlated with the difference between $v_m$ and $u$, that is, the estimation error based on $v$ of vehicle $m$. For example, if we have two observations, the difference with respect to the mean (error) of the two observations has a correlation of minus one.

The assumptions discussed above are used to analytically derive the two models. For both models, it is assumed that $v$ are Gaussian-distributed with mean $u$ and variance $\sigma_v^2$. Given this distribution, we can say that the estimation error distribution based on single probe observations is a zero-mean Gaussian distribution with variance $\sigma_v^2$. This variance is constant for a given area in the space-time domain but can differ between areas, for example, due to traffic conditions. In the first model, each observation is seen as an independent observation with no relation to other observations; thus $E[\epsilon_n \epsilon_m] = 0$ for $n \neq m$, where $\epsilon_n$ denotes the difference between $v$ and $v_n$, that is, the estimation error when estimating $v$ based on the individual speed $v$ of vehicle $n$. In the second model, we take into account the fact that the estimation errors based on different observations are (negatively) correlated. Each probe vehicle is given an equal probability of being observed, which means that the observation sample is taken from a random draw. Based on this assumption, we say that the expected covariance between two different probe observations, for example, of vehicles $n$ and $m$, is constant; thus $E[\epsilon_n \epsilon_m] = c$ for $n \neq m$.

The difference between the two models is the assumption of the size of the sample for which we are interested in the mean. No correlation corresponds to the assumption that the observations are drawn from an infinite sample, while a finite sample yields results in a (negative) correlation between errors. Therefore, the two models will be denoted as Assumed Infinite Sample (AIS) and Assumed Finite Sample (AFS) models in the remainder of this article. Based on the
assumptions stated above, the analytical derivations result in the AIS model and AFS model.

\[ E [\eta^2]_{\text{AIS}} = \frac{1}{j} \sigma_v^2, \]  
\[ E [\eta^2]_{\text{AFS}} = \frac{N - j}{j (N - 1)} \sigma_v^2. \]

The derivations of these models are shown in the Appendix.

**True Probe Data-Based Estimation Error Variance.** The two models that are proposed to describe the probe data-based estimation error variance are dependent on the observed number of vehicles \( j \), total number of vehicles \( N \), and variance of individual vehicle speeds \( \sigma_v^2 \). To evaluate and compare the fit of the two models, we want to compare the model estimates with the true error variance. The true error variance is approximated using a Monte Carlo Experiment (MCE) and is therefore denoted as MCE. For each area in space and time, thus combination of \( i \) and \( p \), we require a MCE-based error variance approximation for each potential value of \( j \), that is, \( \sigma_{ijp}^2 \). To obtain \( \sigma_{ijp}^2 \), the following procedure is followed for each potential value of \( j \):

1. Random draw of \( j \) observations from \( N(i, p) \) probes
2. Calculating estimation error for each set using \( \eta = u - \frac{1}{j} \sum_{n=1}^{j} v_n \)
3. Repeating steps (1) and (2) 500 times
4. Calculating error variance \( \sigma_{ijp}^2 \) of the set of 500 estimation errors

The MCE-based error variance approximation, that is, \( \sigma_{ijp}^2 \), is defined as the error variance observed in the data. Note that this is still an approximation based on the 500 sample sets that are randomly drawn. If the experiment is performed again with new random draws, the error variances may slightly differ. It is expected that the MCE becomes more accurate when the number of random draws increases. For this paper, we consider the provided MCE over 500 runs as the representative ground truth.

**Comparison of the Models.** We want to compare the error variance observed in the data, that is, the MCE approximation \( \sigma_{ijp}^2 \), with the two model-based estimates of the error variance, that is, \( \hat{\sigma}_{ijp}^2 \). To get an initial insight into the differences in the fit of the two models, two discrete areas in the space-time domain are selected. These are the representative areas; thus combinations of \( i \) and \( p \), for the clusters with the lowest and highest \( \rho \), which are related to \( N_i \), are selected. To obtain a representative area, we consider the cost function given by (5). The contribution of individual areas can be computed using \( z^{(i)} \) and \( \mu_{z,\omega} \). Per cluster, we select the area, that is, observation \( \sigma \), which has the smallest squared difference with the cluster centroid, that is, \( \mu_{z,\omega} \), as the representative area.

To get an overall insight, for both models, the Mean Absolute Percentage Error (MAPE) is calculated. The following equation is used to calculate the MAPE:

\[ \text{MAPE} = \frac{1}{P} \sum_{p=1}^{P} \frac{1}{\sum_{i=1}^{I}} \frac{1}{N(i, p)} \sum_{j=1}^{J} \frac{[\sigma_{ijp}^2 - \hat{\sigma}_{ijp}^2]}{\sigma_{ijp}^2} \times 100\%. \]

We will consider the overall MAPE together with the MAPE for bins of the penetration rate with a size of 10%. By considering the MAPE for different bins, we are able to discuss the effect of the penetration rate on the accuracy of the two model-based estimates of the error variance. The choice for a bin size of 10% is not crucial for this discussion. For both the overall fit and the fit per penetration rate bin, the penetration rate is capped at 90%. This limit is imposed to overcome the problem that the Percentage Error (PE), and thus the MAPE, goes to infinity when \( j = N \). In this case, \( \sigma_{ijp}^2 \) will be equal to zero.

**5. Results and Findings.**

The results and findings of the experiments presented in the previous section are discussed here. We first consider the loop-detector and probe data-based estimation error dependency on the traffic conditions. Next, we zoom in into the error variance of the probe data-based estimates for different numbers of probe observations and traffic conditions.

**5.1. Dependency on Traffic Conditions.** The relation between \( K \) and the cost is shown in Figure 2(a). The elbow is observed for \( K = 4 \), which is therefore selected as the optimal \( K \). In Figure 2(b), the cluster classification is shown in the space-time domain. Furthermore, the cluster centroids are provided in Table 1. Based on these centroids and the comparison between Figures 1 and 2(b), the clusters are interpreted. For interpretation based on \( \rho \) and \( q \), it is important to know that we are considering a three-lane road stretch, that is, \( \lambda = 3 \). In the cluster interpretation, \( \partial V/\partial x \) plays an important role. A value close to zero corresponds to (near) homogeneous conditions, which can be either free flow or congestion based on the other variables. Throughout the remainder of this paper, we will refer to the free flow and congested space-time areas as homogeneous traffic conditions. A negative value means that the speed decreases when moving downstream. This means that vehicles are (or have to) decelerating, which can correspond to the inflow of a congested area or jam. Vice versa, a positive value can correspond to jam outflow.

The clustering of areas in space and time based on the traffic conditions allows us to evaluate the sensing data-based estimation error dependency on traffic conditions. For each cluster, the loop-detector and probe data-based estimation error characteristics are described. By means of the mean, variance, skewness, and kurtosis of the independent errors, we gain insight into the distribution of these errors. Furthermore, we test for normality, and thus whether the errors are Gaussian-distributed, using the JB test. The results are given in Table 1.

The first observation is that, for each error distribution, the null hypothesis of Gaussian-distributed error is rejected;
Figure 2: Cost function dependent on the number of clusters and visualization of the cluster in the space-time domain for the optimal number of clusters $K = 4$.

Table 1: Interpretation of the four clusters based on the cluster centroids and the error distribution characteristics for probe and loop-detector data-based estimates per cluster.

<table>
<thead>
<tr>
<th>Clusters</th>
<th>1 Jam inflow</th>
<th>2 Free flow</th>
<th>3 Congestion</th>
<th>4 Jam outflow</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u$ [km/h]</td>
<td>58.5</td>
<td>96.0</td>
<td>23.8</td>
<td>47.7</td>
</tr>
<tr>
<td>$\rho$ [veh/km]</td>
<td>87.1</td>
<td>51.3</td>
<td>187.4</td>
<td>108.9</td>
</tr>
<tr>
<td>$q$ [veh/h]</td>
<td>4596</td>
<td>4878</td>
<td>4369</td>
<td>5049</td>
</tr>
<tr>
<td>$\partial v / \partial x$ [km/(km h)]</td>
<td>$-0.108$</td>
<td>$-0.001$</td>
<td>$-0.002$</td>
<td>0.096</td>
</tr>
<tr>
<td>Num. obs.</td>
<td>601</td>
<td>8424</td>
<td>1889</td>
<td>630</td>
</tr>
<tr>
<td>Probe data error char.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>0.55</td>
<td>$-0.04$</td>
<td>0.01</td>
<td>0.05</td>
</tr>
<tr>
<td>Variance</td>
<td>784.0</td>
<td>87.9</td>
<td>48.8</td>
<td>455.9</td>
</tr>
<tr>
<td>Skewness</td>
<td>0.06</td>
<td>0.72</td>
<td>$-1.48$</td>
<td>$-0.19$</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>2.99</td>
<td>6.91</td>
<td>17.00</td>
<td>2.67</td>
</tr>
<tr>
<td>JB test</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Num. obs.</td>
<td>31187</td>
<td>248461</td>
<td>213184</td>
<td>41982</td>
</tr>
<tr>
<td>Loop-detector data error char.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>15.17</td>
<td>$-0.08$</td>
<td>$-0.40$</td>
<td>$-31.23$</td>
</tr>
<tr>
<td>Variance</td>
<td>115.2</td>
<td>20.1</td>
<td>15.4</td>
<td>107.5</td>
</tr>
<tr>
<td>Skewness</td>
<td>0.51</td>
<td>1.76</td>
<td>$-0.17$</td>
<td>1.03</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>3.43</td>
<td>19.50</td>
<td>8.75</td>
<td>5.25</td>
</tr>
<tr>
<td>JB test</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Num. obs.</td>
<td>601</td>
<td>8424</td>
<td>1889</td>
<td>630</td>
</tr>
</tbody>
</table>

thus JB test = 1. The nonhomogeneous conditions, that is, jam inflow and outflow, yield challenges for data-based traffic state estimation in a discrete estimation mesh. Loop-detector data-based estimates can be biased in these conditions. This is caused by the combination of loop-detector location and change in speed over space. Following existing literature, we placed the loop-detectors at the downstream boundaries on the cells. If the speed decreases over space, as is the case for jam inflow, the mean speed is underestimated using loop-detector data. Vice versa, if the speed increases over space, as is the case for jam outflow, the mean speed is overestimated using loop-detector data. Challenges also arise for probe data-based estimation, but these are a result of other effects. Caused by variation in speed over space in addition to the variation in speed due to vehicle and driver heterogeneity, the total variance of the individual vehicle speeds increases with respect to homogeneous conditions. This yields an increased probe data-based estimation uncertainty. For the homogeneous traffic conditions, we make a distinction between free flow and congested conditions. For probe data-based estimates, the uncertainty is larger in free flow with respect to congestion. This is caused by the larger
speed variation due to vehicle and driver heterogeneity in free flow conditions. A similar relation is visible for loop-detector data-based estimates; however, here the relative difference between free flow and congested conditions is smaller.

A direct comparison between the accuracies of loop-detector and probe data-based estimations in free flow and congested conditions should not be made based on the results depicted in Table 1. These probe data-based estimates are based on individual vehicle speed data of a single probe, while we may observe more than one probe. For this reason, we will evaluate how the estimation error is affected when more than one probe observation is available below.

5.2. Dependency on Observed Fraction of the Traffic Flow.

In this section, we want to evaluate the performances of the two proposed models, that is, the AIS model and AFS model, to describe the probe data-based estimation error variance. Figures 3(a) and 3(b) show representative areas in the space-time domain for free flow and congested conditions, respectively: \( \{i, p\} = \{18, 76\} \) and \( \{i, p\} = \{20, 205\} \). Keep in mind that these figures relate to a single area in the space-time domain. Considering a single area can help to understand the difference between the two models and how these relate to the true estimation error variance. In line with the findings from the previous section, the estimation error variance for an individual observation is larger in free flow than in congestion. Furthermore, we can see that \( N \) is smaller in free flow than in congestion. In the figures, it can be observed that the MCE sometimes (slightly) increases with the number of observations, while this is not expected for the true error variance. This can be explained by the limited set of random draws, that is, 500, used to obtain the MCE-based error variance.

The AIS model has the same shape based on \( j \) but differs based on penetration rate. The relative accuracy of the AIS model decreases when \( j \) increases. The reason may be that the AIS model fails to capture the important (negative) correlation between estimation errors. The AFS model does include these effects, resulting in a higher accuracy. It is clear that the AFS model is dependent on the penetration rate \( j/N \), as for \( j = N \) the estimated error variance is zero. Furthermore, the effect of having more observations, thus when \( j \) increases, becomes also clear when comparing the two figures. In Figure 3(b), the AFS model decreases more rapidly
as a function of \( j/N \) than in Figure 3(a). This can be explained by the fact that in the congested case \( j \) is larger than in the free flow case for a given penetration rate \( j/N \). As the MCE-based error variance follows this line, we may say that this effect seems to explain the true error variance. If \( N \) increases, the AIS model seems to become more accurate. This makes sense as the AFS model approaches the AIS model for larger values of \( N \) and they are the same if \( N \to \infty \). If one considers the AIS model for a given penetration rate, the probe data-based estimate thus becomes more accurate in terms of the point estimate and the error variance description.

Up to now, we considered two observations to gain an insight into the two models and MCE-based error variance. However, we are interested in the overall fit and whether the discussed characteristics hold for the entire sample. The MAPE is considered to describe the overall and penetration rate bin-specific fit. These are depicted in Figures 3(c) and 3(d) for, respectively, AIS model and AFS model.

Figures 3(c) and 3(d) show that the AFS model has a much better fit than the AIS model. The AIS model especially has problems describing the estimation error variance at higher penetration rates. At these penetration rates, the negative correlation between estimation errors of individual probe observation becomes a more important factor. As the AIS model misses this factor while it is included by the AFS model, the AIS model is outperformed by the AFS model. The MAPE of the AFS model is relatively constant over the penetration rate bins.

### 6. Conclusions and Discussion

In this research, the traffic sensing data-based estimation error characteristics are evaluated by means of experiments. We focus on two combinations of a desired estimation output: type of traffic sensing data and estimation approach. Here, we estimate the mean speed in a discrete space-time mesh based on loop-detector data and probe speed data.

In the experiments, we observe a relation between the estimation error characteristics and traffic conditions and sensing data characteristics. We find that the extent to which traffic conditions are nonhomogeneously negatively influences the estimation error characteristics. For instance, for both data-types, we observe larger error variances in jam inflow and outflow than in free flow and congested conditions. Also, our loop-detector data-based estimates are biased in nonhomogeneous traffic conditions. Furthermore, we show that it is valuable to take into account the correlation between estimation errors to describe the probe data-based estimation error variance based on multiple probe observations.

Our experiments are conducted with the microscopic simulation program FOSIM. The results are thus influenced by the use of this simulation environment. However, we expect that the findings in this paper are also applicable to real-world applications as our explanations relate to real-world situations. As an example, we can consider the effects of the level on nonhomogeneity of the traffic conditions on the estimation errors in terms of the mean and variance. We try to explain these effects based on the nonhomogeneity itself. As we observe nonhomogeneous traffic conditions both in simulated environments and in the real world, we expect that this explanation is also valid in real-world applications. Furthermore, we think that the notion that the estimation errors can be explained based on certain features is of general importance. Even if one deals with different circumstances, for example, other data-types or desired estimation output, it is valuable to consider this notion and try to explain the estimation errors.

Knowledge related to estimation errors is valuable when combining (fusing) different types of information or when weighing different alternatives. Examples of the latter are control decisions within a dynamic traffic management system or routing decisions of road users. This knowledge can lead to improved performance for these different applications without requiring additional (expensive) sensing data. Implementing knowledge related to estimation errors only marginally adds to the computation cost and does not require development of new, complex methodologies. However, before this can be put into practice, research is required to expose the added value for performance of applications in which the estimates are used as an input, for example, traffic state estimation or control.

### Appendix

#### Derivation the AIS Model and AFS Model

The individual vehicle speeds within a cell and period are assumed to be Gaussian-distributed with mean \( u \) and variance \( \sigma^2 \):

\[
v_n = u + \epsilon_n, \quad \epsilon_n \sim N(0, \sigma^2).
\]

The mean speed \( u \) is equal to the estimated mean speed \( \bar{u} \) plus the estimation error \( \eta \):

\[
u = \bar{u} + \eta.
\]

We can estimate \( u \) based on \( j \) number of individual vehicle speed observations:

\[
\hat{u} = \frac{1}{j} \sum_{n=1}^{j} v_n = u + \frac{1}{j} \sum_{n=1}^{j} \epsilon_n.
\]

The estimation error variance, that is, \( E[\eta^2] \), is given by \( E[(\bar{u} - \mu)^2] \); thus

\[
E[\eta^2] = E[(\bar{u} - E[\bar{u}])^2] \quad \text{(A.4)}
\]

\[
= E \left( \left( u - \frac{1}{j} \sum_{n=1}^{j} \epsilon_n \right)^2 \right) \quad \text{(A.5)}
\]

\[
= E \left( \left( \frac{1}{j} \sum_{n=1}^{j} \epsilon_n \right)^2 \right). \quad \text{(A.6)}
\]

Following the reasoning discussed in Section 4.3.2, we can make different assumptions related to (co)variance of the
individual differences (errors) between \( v_n \) and \( u \). This results in the two models, that is, Assumed Infinite Sample (AIS) and Assumed Finite Sample (AFS) models. Based on (A.1), for both models, \( E[\varepsilon_n, \varepsilon_m] = \sigma^2 \). However, the AIS model assumes that \( E[\varepsilon_n, \varepsilon_m] = 0 \) for \( n \neq m \), while AFS model assumes that \( E[\varepsilon_n, \varepsilon_m] = c \) for \( n \neq m \).

Continuing from (A.6), for the AIS model, the error variance becomes

\[
E[\eta^2]_{\text{AIS}} = \frac{1}{J} E \left[ \sum_{n=1}^{J} \epsilon_n^2 \right] = \frac{1}{J} J \sigma^2 = \sigma^2, \tag{A.7}
\]

which thus yields (6).

Continuing from (A.6), for the AFS model, the error variance becomes

\[
E[\eta^2]_{\text{AFS}} = \frac{1}{J} E \left[ \left( \sum_{n=1}^{J} \epsilon_n \right)^2 \right]. \tag{A.8}
\]

In contrast to the AIS model, \( E[\sum_{n=1}^{J} \epsilon_n^2] \) does not simplify to \( E[\sum_{n=1}^{J} \epsilon_n^2] \). Instead, the \( (j^2 - j) \) number of terms of \( E[\epsilon_n, \epsilon_m] \) where \( n \neq m \) is still of importance. Therefore, we obtain

\[
E[\eta^2]_{\text{AFS}} = \frac{1}{J^2} \left( j \sigma^2 + (j^2 - j) c \right) = \frac{1}{J} \sigma^2 + \frac{j - 1}{J} c. \tag{A.9}
\]

The last step is to find \( c \). For this purpose, we say that the error variance is equal to zero when we observe all vehicles; that is, \( j = N \). This yields

\[
\frac{1}{N} \sigma^2 + \frac{N - 1}{N} c = 0, \tag{A.10}
\]

\[
(N - 1) c = -\sigma^2,
\]

\[
c = -\frac{1}{N - 1} \sigma^2.
\]

Next, we combine the above relations:

\[
E[\eta^2]_{\text{AFS}} = \frac{1}{J} \sigma^2 + \frac{j - 1}{J} \frac{1}{N - 1} \sigma^2 = \frac{N - 1}{j(N - 1)} \sigma^2 - \frac{j - 1}{j(N - 1)} \sigma^2 \tag{A.11}
\]

\[
= \frac{N - j}{j(N - 1)} \sigma^2,
\]

which yields (7).
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